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Abstract

The standard data that we use when computing bibliometric rankings
of scientists are just their publication/citation records, i.e., so many papers
with 0 citation, so many with 1 citation, so many with 2 citations, etc.
The standard data for bibliometric rankings of departments have the same
structure. It is therefore tempting (and many authors gave in to temptation)
to use the same method for computing rankings of scientists and rankings
of departments. Depending on the method, this can yield quite surpris-
ing and unpleasant results. Indeed, with some methods, it may happen
that the “best” department contains the “worst” scientists, and only them.
This problem will not occur if the rankings satisfy a property called consis-
tency, recently introduced in the literature. In this paper, we explore the
consequences of consistency and we characterize two families of consistent
rankings.

1 Introduction

Several recent papers [Waltman and van Eck, 2009, Waltman et al., 2011, Marchant,
2009a,b, Bouyssou and Marchant, 2011] have independently discussed the impor-
tance of a property called Independence for bibliometric rankings of scientists.
This property (called consistency by Waltman and van Eck [2009]) states that,
whenever two scientists improve their publication/citation records by the same
amount, then they should compare in the same manner after and before the im-
provement. Consider for instance two scientists f and g and suppose that, in a
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given ranking, f is better than g. Suppose that f and g both publish two extra
papers, each one being cited five times. After this improvement, they are denoted
by f ′ and g′. Then a ranking satisfying Independence will rank f ′ and g′ in the
same way as f and g, that is, f ′ better than g′. It is well known [Marchant, 2009b]
that the ranking of authors based on the h-index violates independence.1 This is
illustrated below.

Example 1 Consider two authors. The first one has four papers with four cita-
tions each. The second has three papers with six citation each. The h-index of the
first author is 4, while the h-index of second is 3. Hence the first author is judged
better than the second one.

Suppose that each of the above authors publish an additional paper with six
citations. The h-index of the two authors is now 4, so that they are now judged
equivalent.

Finally, if both authors now publish an additional paper with six citations, the
h-index of the first author stays at 4, while the h-index of the second raises at 5.
The second author is now judged better than the first one.

When we simultaneously consider rankings of scientists and rankings of depart-
ments (or universities, schools, . . . ), Waltman and van Eck [2009] have shown that
Independence is related to another property that we call Consistency: if two de-
partments have the same size (say 2), if the first scientist in department 1 is better
than the first scientist in department 2 and if the second scientist in department 1
is better than the second scientist in department 2, then department 1 should be
better than department 2. As shown below, this property is violated if scientists
and departments are ranked according to their h-index.

Example 2 Consider two departments each consisting of two scientists. The sci-
entists in department 1 both have 4 papers, each one cited 4 times. The scientists
in department 2 both have 3 papers, each one cited 6 times.

Both scientists in department 1 have an h-index of 4 and are therefore better
than both scientists in department 2, with an h-index of 3. Yet, department 1 has
an h-index of 4 and is therefore worse than department 2 with an h-index of 6.
Hence, the “best” department contains the “worst” scientists.

Because of the somewhat informal character of their paper, Waltman and van
Eck [2009] do not make a clear distinction between Independence and Consistency
(they use the same name for both). They show that these two properties are intu-
itively very close to each other but they do not clearly establish the logical relations
between them. The purpose of this paper is to pursue Waltman and van Eck’s

1The same is true for rankings that are based on an ”average score”, e.g., the average number
of citations per paper published.
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idea and to formally analyze the consequences (for scientists and departments) of
imposing Consistency.

After some notation and definitions (Section 2), we analyze the relation bew-
teen Independence and Consistency in Section 3. We show that Consistency does
not imply Independence unless an additional condition (Totality) is imposed. In
Section 4, we explore the consequences of imposing Consistency and Totality as
well as some other conditions. This leads us to characterize in Section 4 a family
of rankings of scientists (the so-called scoring rules, already analyzed in Marchant
[2009b]) and two families of rankings of departments. The first one is close to
scoring rules for scientists: it is based on a kind of total score. The second one is
slightly different in that it is based on a kind of average score. Section 5 proves the
independence of the conditions used in the characterizations, Section 6 factorizes
Totality in several more elementary axioms and Section 7 concludes.

2 Notation and definitions

We represent a scientist by a mapping f from N = {0, 1, 2, . . .} to N and we
interpret f(x) as the number of publications of scientist f with exactly x citations.2

The number of publications of scientist f is therefore
∑

x∈N f(x). We can also
compute the total number of citations of scientist f : it is given by

∑
x∈N xf(x).

So, we actually do not represent a scientist as a person but we identify a scientist
with his/her publication/citation records as modelled by f . Consider for instance
a scientist that has published 5 papers. One of them is not cited, two are cited
once, and the last two are cited 4 times. This scientist is viewed in our model as
the function f such that f(0) = 1, f(1) = 2, f(4) = 2 and f(x) = 0 for every
x /∈ {0, 1, 4}.

Let X be the set all mappings f from N to N such that∑
x∈N

f(x) is finite. (1)

The set X is called the set of scientists. The elements of X are usually denoted by
f, f ′, g, f1, . . . Restriction (1) is very sensible since it guarantees that we will never
face a scientist with infinitely many publications.

In this paper, we will investigate how we can construct a ranking (a complete
and transitive binary relation3) % on X. The statement ‘f % g’ is interpreted as
‘given their publication/citation records, scientist f is at least as good as scientist

2This formalism does not permit to handle coauthorship and multiple affiliation. This problem
will be touched upon in the discussion.

3A binary relation % on the set X is transitive if, ∀f, g, h ∈ X, f % g and g % h imply f % h.
It is complete if, ∀f, g ∈ X, f % g or g % f .
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g.’ When f % g and g 6% f , we write f � g (f is strictly better than g). When
f % g and g % f , we write f ∼ g (f and g are equivalent). The relations � and
∼ are respectively named the asymmetric part and the symmetric part of %.

A department will be represented by a vector of scientists4. The set of all
departments of size k is denoted Yk. It is formally defined by Yk = {(f1, . . . , fk) ∈
Xk}. The set of all departments is Y =

⋃
k∈N+ Yk, where N+ denotes the set of

positive integers. In this paper, we are not only interested in a ranking % on X,
but also in a ranking � on Y , with symmetric and asymmetric parts respectively
denoted by , and �.

For all x ∈ N, we denote by 1x the scientist such that 1x(x
′) = 0 whenever

x′ 6= x and 1x(x) = 1. So, 1x represents a scientist with exactly 1 publication,
cited x times. A scientist without publication is represented by 0.

3 Consistency and Independence

Rankings of scientists and rankings of departments should not be unrelated. It
is common sense that a good department should consist of good scientists. The
following axiom makes this explicit.

A 1 Consistency. If fi % gi for all i ∈ {1, . . . , k}, then (f1, . . . , fk) � (g1, . . . , gk).
If, in addition, fi � gi for some i ∈ {1, . . . , k}, then (f1, . . . , fk) � (g1, . . . , gk).

Notice that the statement of this condition involves the ranking % and the ranking
�. It links both rankings in the following way : if the i-th scientist in department
(f1, . . . , fk) is better than the i-th scientist in department (g1, . . . , gk) and this
holds for all i in {1, . . . , k}, then department (f1, . . . , fk) must be better than
department (g1, . . . , gk). Notice that both departments in this condition have the
same size. We now present an axiom involving only %.

A 2 Independence. For all f, g ∈ X, all x ∈ N, f % g iff f + 1x % g + 1x.

In the statement of this axiom, f + 1x is the sum of two functions. It is there-
fore a function and also represents a scientist. Intuitively, Independence can be
understood as follows. Suppose a scientist f is at least as good as g. Suppose also
both of them publish one additional paper with the same number of citations. So,
both make the same improvement. Then these two scientists (now represented by
f + 1x and g+ 1x) should compare in the same way as previously, i.e., f + 1x is at
least as good as g + 1x. An apparently stronger condition than Independence is

4A department cannot be represented by a set of scientists because it would then be impossible
to have a department containing two scientists with the same publication/citation records. That
is why we use a vector. A multiset would also be possible.
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A 3 Strong Independence. For all f, g, h ∈ X, f % g iff f + h % g + h.

This condition is called Consistency by Waltman and van Eck [2009]. It is obvious
that Strong Independence implies Independence5 , but, actually, in our setting, In-
dependence also implies Strong Independence, so that both conditions are logically
equivalent.

Lemma 1 Let % be a ranking of scientists defined on X. It satisfies Independence
if and only if it satisfies Strong Independence.

Proof. We only prove that Independence implies Strong Independence. Because
of the definition of X, any scientist h can be written as h =

∑
x∈N h(x)1x. Let us

start with f % g. If we apply h(0) times Independence, we obtain

f + h(0)10 % g + h(0)10.

By Independence again,

f + h(0)10 + h(1)11 % g + h(0)10 + h(1)11.

If we repeat this operation for every value of x ∈ N such that h(x) 6= 0, we find

f +
∑
x∈N

h(x)1x % g +
∑
x∈N

h(x)1x,

i.e., f + h % g + h. 2

Because of this lemma, we will speak only of Independence in the sequel. Walt-
man and van Eck [2009] have noticed that Independence and Consistency are
closely related and they have even suggested that a ranking violating Indepen-
dence would also violate Consistency. They provide an example supporting this:
the ranking of scientists based on the h-index violates Independence (see also Ex-
ample 1 above) and the ranking of departments based on the h-index violates
Consistency (see also Example 2 above). Actually, since % and � are two distinct
rankings (this is not explicit in Waltman and van Eck’s paper), a violation of Inde-
pendence (a property involving only % and scientists) has no direct impact on the

5There are two reasons for naming this condition Independence and not Consistency. (1) We
used that name in some earlier papers and we want to be consistent. (2) The same condition
but in different disguises has been used for decades in measurement theory, under the name
Independence [Krantz et al., 1971]. It actually originates in Statistics : suppose we perform an
ANOVA with a variable Y and two factors A and B so that Yijk = µ+ αi + βj + γij + εk; if A
and B are independent, then γij = 0 and E(Yij) ≥ E(Yi′j) iff E(Yij′) ≥ E(Yi′j′). Notice that
this condition has the same structure as our Independence.
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properties of �. There are indeed pairs of rankings (%,�) such that Consistency
holds but not Independence : for instance, the ranking of scientists % based on the
h-index and the ranking of departments � based on the sum over its members of
their h-index.

Nevertheless Waltman and van Eck’s intuition is correct, even though it rides
on a hidden assumption that we now make explicit.

A 4 Totality. Let k ∈ N+ and (f1, f2, . . . , fk), (g1, g2, . . . , gk) be two departments
in Yk. If

∑k
i=1 fi =

∑k
i=1 gi, then (f1, . . . , fk) , (g1, . . . , gk).

Notice that
∑k

i=1 fi is the aggregated publication/citation record of the whole
department (f1, . . . , fk). So, Totality says that, whenever two equal sized depart-
ments have the same citation distribution, then they must be equivalent. In other
words, in order to evaluate a department, we do not need to know who published
what and was cited x times, we just need to know the total publication/citation
record of the department. Unlike Consistency, that we find very compelling, Total-
ity might be subject to discussion. We could indeed consider that two departments
with the same total publication/citation record but with a different distribution
among members should not necessarily be ranked as indifferent. We could for
example favour the department with the most uniform distribution. Notice that,
although we have no statistics on this, it seems that most people using rankings
of departments abide by Totality : they compute their ranking using only

∑k
i=1 fi

and not the distribution among members [e.g., Coupé, 2003, Dusansky and Ver-
non, 1998, Kinney, 2007, Kinnucan and Traxler, 1994]. We found three exceptions6

[Prathap, 2006, Schubert, 2007, Arencibia-Jorge et al., 2008] : for each department,
they compute a h-index which is not based on the total publication/citation record
but on the distribution of the h-indices of the scientists within the department.
We are now ready to formally state and prove Waltman and van Eck’s intuition.

Proposition 1 If % and � are linked by Consistency and if � satisfies Totality,
then % satisfies Independence.

Proof. By Totality, for all f, g, h ∈ X, we have (f, g + h) , (g, f + h). We
must prove f % g ⇐⇒ f + h % g + h. Proof of ⇒. Suppose f % g. Sup-
pose also, contrary to Independence, g + h � f + h. Then Consistency implies
(f, g+h)�(g, f+h), violating Totality. Proof of⇐. Suppose now f+h % g+h and,
contrary to Independence, g � f . Then Consistency imply (f + h, g) � (g + h, f),
violating again Totality. 2

If we apply this proposition to the ranking % based on the h-index, following
Waltman and van Eck, we obtain

6This is not exhaustive.
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Corollary 1 If % is the ranking of scientists based on the h-index, then there is
no ranking � such that Totality and Consistency hold.

Proof. By Proposition 1, Totality and Consistency imply Independence but
Example 1 has shown that the ranking based on the h-index does not satisfy In-
dependence. 2

The h-index can be replaced in the statement of Corollary 1 by the g-index
[Egghe, 2006a,b], the h(2)-index [Kosmulski, 2006], the R-index [Jin et al., 2007],
the hT -index [Anderson et al., 2008], and the hα- and gα-indices [van Eck and
Waltman, 2008], since Waltman and van Eck [2009] have noticed that none of the
rankings based on these indices satisfies Independence.

We are convinced that Consistency is a very appealing condition and that
Totality may make sense in many circumstances. In the next sections, we will
therefore further analyze the consequences of imposing these two conditions.

4 Scoring rules and averaging rules

We say that a ranking % is a scoring rule for scientists (s-scoring rule for short) if
there is a mapping u : N→ R : x→ u(x) such that

f % g ⇐⇒
∑
x∈N

f(x)u(x) ≥
∑
x∈N

g(x)u(x).

In this expression, u(x) represents the value or the score of one publication with x
citations. We multiply u(x) by the number of papers with x citations and we obtain
the product f(x)u(x). The sum then represents the total score of a scientist. Many
popular bibliometric rankings are s-scoring rules and correspond to an appropriate
choice of the mapping u [see Marchant, 2009b]. We present just one example : if
u(x) = x, then

∑
x∈N f(x)u(x) is the total number of citations of scientist f and

the ranking % is in decreasing order of total number of citations. Some rankings of
scientists do not belong to the family of s-scoring rules: for instance, the ranking
based on the h-index [Hirsch, 2005] or the ranking based on the average number
of citations per paper [van Raan, 2006]. It is easy to check that all scoring rules
satisfy Independence.

We say that a ranking � is a scoring rule for departments (d-scoring rule for
short) if there is a mapping v : N→ R : x→ v(x) such that

(f1, . . . , fk) � (g1, . . . , g`) ⇐⇒
k∑
i=1

∑
x∈N

fi(x)v(x) ≥
∑̀
i=1

∑
x∈N

gi(x)v(x).

7



Here is an example of a d-scoring rule : if v(x) = x, then
∑k

i=1

∑
x∈N fi(x)v(x) is

the total number of citations of department (f1, . . . , fk) and the ranking � is in
decreasing order of total number of citations.

We say that a ranking of departments � is an averaging rule for departments
(d-averaging rule for short) if there is a mapping v : N→ R : x→ v(x) such that

(f1, . . . , fk) � (g1, . . . , g`) ⇐⇒
1

k

k∑
i=1

∑
x∈N

fi(x)v(x) ≥ 1

`

∑̀
i=1

∑
x∈N

gi(x)v(x).

An appropriate choice of the mapping v yields different rankings that are used in
practice. For instance, if v(x) = x, then 1

k

∑k
i=1

∑
x∈N fi(x)v(x) is the average (per

scientist) number of citations of department (f1, . . . , fk) and the ranking � is in
decreasing order of average number of citations.

Here is now a simple lemma about the families we just defined.

Lemma 2 If % is a s-scoring rule and � is a d-scoring rule or a d-averaging rule
with u = v, then they are linked by Consistency and � satisfies Totality.

Proof. Let us first prove that Totality holds. Suppose that
∑k

i=1 fi =
∑k

i=1 gi,

i.e., for all x ∈ N,
∑k

i=1 fi(x) =
∑k

i=1 gi(x). Then

k∑
i=1

∑
x∈N

fi(x)v(x) =
∑
x∈N

v(x)
k∑
i=1

fi(x)

=
∑
x∈N

v(x)
k∑
i=1

gi(x)

=
k∑
i=1

∑
x∈N

gi(x)v(x)

and, hence, (f1, . . . , fk) , (g1, . . . , gk). A similar reasoning applies for d-averaging
rules.

We now prove that Consistency holds. Suppose fi % gi for all i ∈ {1, . . . , k},
% is a s-scoring rule and � is a d-scoring rule with u = v. From fi % gi, we obtain∑

x∈N

f1(x)v(x) ≥
∑
x∈N

g1(x)v(x),

...∑
x∈N

fi(x)v(x) ≥
∑
x∈N

gi(x)v(x),
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...∑
x∈N

fk(x)v(x) ≥
∑
x∈N

gk(x)v(x).

Adding these inequalities, we find

k∑
i=1

∑
x∈N

fi(x)v(x) ≥
k∑
i=1

∑
x∈N

gi(x)v(x),

Then, by definition of a d-scoring rule, (f1, . . . , fk) � (g1, . . . , gk). Furthermore, if
any of the above inequalities is strict, we obtain

k∑
i=1

∑
x∈N

fi(x)v(x) >
k∑
i=1

∑
x∈N

gi(x)v(x),

so that, using the definition of a d-scoring rule, (f1, f2, . . . , fk) B (g1, g2, . . . , gk).
This proves that Consistency holds. A similar reasoning applies for d-averaging
rules. 2

The distinction between d-scoring rules and d-averaging rules may remind you
the distinction between total performance index and average performance index in
Waltman et al. [2011], Waltman and van Eck [2009]. But an average performance
index is an average per paper while a d-averaging rule is based on an average per
scientist.

4.1 s-scoring rules and d-scoring rules

We now turn to the characterization of the pairs of rankings (%,�) where % is
a s-scoring rule and � is a d-scoring rule with u = v. We will need two more
conditions.

A 5 Archimedeanness. For all f, g, h, e ∈ X with f � g, there is an integer n
such that e+ n · f % h+ n · g.

In this condition, n · g is standard product of a function by a number. It is clear
that this new function n · g belongs to X and therefore represents a scientist. Let
us try to explain the intuitive content of this condition. Suppose f � g and e ≺ h.
Let us add f and e, on the one hand, and g and h on the other hand. It can happen
that the difference between f and g is so large that it compensates the difference
between e and h. In that case, we have f + e % g+h. Suppose now this is not the
case. Then repeating the same operation, we might have f + f + e % g + g + h.
Suppose this is still not the case. Then perhaps f + f + f + e % g+ g+ g+h. The
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Archimedean condition says that keeping adding f and g will necessarily lead to
f + . . . + f + e % g + . . . + g + h because the difference between f + . . . + f and
g + . . .+ g gets larger and larger.

All scoring rules for scientists clearly satisfy Archimedeanness. The inter-
ested reader will find some examples of rankings violating Archimedeannness in
Marchant [2009b]. The h-index is one of them. Our next condition is about the
impact of scientists without publications on the ranking of departments.

A 6 Dummy Scientist. For all f1, . . . , fk ∈ X, (f1, . . . , fk) , (f1, . . . , fk,0).

In other words, adding a dummy scientist (without any paper) to a department
does not improve nor worsen its position. Notice that this condition is exclusively
about �. It is satisfied by d-scoring rules but not by d-averaging rules. We are
now ready to present a characterization of pairs of rankings (%,�), where % is a
scoring rule and � is a scoring rule.

Theorem 1 Let % and � be respectively a ranking of all scientists in X and a
ranking of all departments in Y . The relations % and � are linked by Consis-
tency (A1), � satisfies Totality (A4) and Dummy Scientist (A6), and % satisfies
Archimedeanness (A5) if and only % is a s-scoring rule and � is a d-scoring rule,
with u = v. Futhermore, the mapping u is unique up to a positive linear transfor-
mation.7

Before proving this theorem, we recall a standard theorem in Measurement
Theory [Luce, 2000, Th. 4.3.2, p.144].

Theorem 2 Let R be a binary relation on a set A. The asymmetric (resp. sym-
metric) part of R is denoted by P (resp. I). Let ◦ be a closed binary operation on
A. For all a ∈ A and n > 1, define a(1) = a and a(n) = a(n− 1) ◦ a. The triple
(A,R, ◦) satisfies

(i) R is transitive and complete;

(ii) ∀a, b, c ∈ A, a R b iff a ◦ c R b ◦ c;

(iii) ∀a, b, c ∈ A, a ◦ (b ◦ c) = (a ◦ b) ◦ c;

(iv) ∀a, b, c, d ∈ A with a P b, there is an integer n such that a(n) ◦ c R b(n) ◦ d;

(v) there is ε ∈ A such that, for all a ∈ A, ε ◦ a I a;

7In Marchant [2009b], we presented a somewhat similar theorem (only for %). In that paper,
the uniqueness is erroneously said to be up to a positive affine transformation. It should be up
to a positive linear transformation.
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if and only if there is a mapping φ : A→ R such that, for all a, b ∈ A,

• a R b iff φ(a) ≥ φ(b),

• φ(ε) = 0 and

• φ(a ◦ b) = φ(a) + φ(b).

Furthermore, the mapping φ is unique up to a multiplication by a positive constant.

Proof of Theorem 1. It is easy to check that all conditions are necessary.
We only prove the sufficiency. By Proposition 1, % satisfies Independence. Let us
now prove that % is a scoring rule8. To this end, we show that the triple (X,%,+)
satisfies all conditions of Theorem 2, where the set A is replaced by X, the relation
R by % and the binary operation ◦ by +. Condition (i) is clearly satisfied be-
cause % is transitive and complete. Condition (ii) holds because of Independence.
Indeed, suppose f % g and suppose e is a scientist with k publications. If we
apply k times Independence, we find f + e % g + e. Condition (iii) is satisfied
because the binary operation + on X is associative. Condition (iv) holds because
of Archimedeanness. Finally, it is easy to see that 0 is an identity for the operation
+, just like ε is an identity for ◦, so that condition (v) is verified.

So, there is φ : X → R such that

f % g ⇐⇒ φ(f) ≥ φ(g), (2)

φ(0) = 0 (3)

and
φ(f + g) = φ(f) + φ(g). (4)

Since any scientist f ∈ X can be written as
∑

x∈N f(x)1x, using (4), we find

φ(f) =
∑
x∈N

f(x)φ(1x).

If we now define u(x) = φ(1x), we can rewrite (2) as

f % g ⇐⇒
∑
x∈N

f(x)u(x) ≥
∑
x∈N

g(x)u(x).

This completes the proof that % is a s-scoring rule.

8This part of the proof is very similar to the proof of Theorem 1 in Marchant [2009b]. There
are two differences: (i) we do not take journals into account; (ii) the problem of coauthorship is
not dealt with.
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Consider now two departments (f1, . . . , fk) and (g1, . . . , g`). Define f =
∑k

i=1 fi
and g =

∑`
i=1 gi. By Totality,

(f,0, . . . ,0︸ ︷︷ ︸
k−1

) , (f1, . . . , fk) and (g,0, . . . ,0︸ ︷︷ ︸
`−1

) , (g1, . . . , g`).

Assume without loss of generality ` ≥ k. Using Dummy Scientist, we obtain

(f,0, . . . ,0︸ ︷︷ ︸
`−1

) , (f,0, . . . ,0︸ ︷︷ ︸
k−1

)

and, by transitivity, we find

(f,0, . . . ,0︸ ︷︷ ︸
`−1

) , (f1, . . . , fk).

By transitivity,

(f1, . . . , fk) � (g1, . . . , g`) ⇐⇒ (f,0, . . . ,0︸ ︷︷ ︸
`−1

) � (g,0, . . . ,0︸ ︷︷ ︸
`−1

).

Finally, by Consistency, (f1, . . . , fk)�(g1, . . . , g`) iff f % g iff
∑k

i=1

∑
x∈N fi(x)u(x) ≥∑`

i=1

∑
x∈N gi(x)u(x). This proves that � is a d-scoring rule, with the same value

function as %. 2

4.2 s-scoring rules and d-averaging rules

We now turn to the characterization of the pairs of rankings (%,�) where % is a
s-scoring rule and � is a d-averaging rule with u = v. For that purpose, we need
a new axiom.

A 7 Homogeneity. For all f1, . . . , fk ∈ X and all n ∈ N \ {0}, (f1, . . . , fk) ,
(f1, . . . , f1︸ ︷︷ ︸

n

, . . . , fi, . . . , fi︸ ︷︷ ︸
n

, . . . , fk, . . . , fk︸ ︷︷ ︸
n

).

This amounts to saying that size (in terms of number of scientists) does not matter.
Notice that this condition is exclusively about �. It is satisfied by d-averaging rules
but not by d-scoring rules.

Theorem 3 Let % and � be respectively a ranking of scientists and a ranking of
departments. The relations % and � are linked by Consistency (A1), � satisfies
Totality(A4) and Homogeneity (A7), and % satisfies Archimedeanness (A5) if and
only if % is a s-scoring rule and � is a d-averaging rule, with u = v. Futhermore,
the mapping u is unique up to a positive linear transformation.
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Proof. It is easy to check that all conditions are necessary. We only prove the
sufficiency. As in Theorem 1, % is a scoring rule. Consider now two departments
(f1, . . . , fk) and (g1, . . . , g`). Define f =

∑k
i=1 fi and g =

∑`
i=1 gi. By Homogeneity

and Totality,

(f1, . . . , fk) , (f1, . . . , f1︸ ︷︷ ︸
`

, . . . , fk, . . . , fk︸ ︷︷ ︸
`

) , (` · f,0, . . . ,0︸ ︷︷ ︸
`k−1

)

and
(g1, . . . , g`) , (g1, . . . , g1︸ ︷︷ ︸

k

, . . . , g`, . . . , g`︸ ︷︷ ︸
k

) , (k · g,0, . . . ,0︸ ︷︷ ︸
`k−1

).

So, by Consistency, (f1, . . . , fk)�(g1, . . . , g`) iff `·f % k·g iff `
∑k

i=1

∑
x∈N fi(x)u(x) ≥

k
∑`

i=1

∑
x∈N gi(x)u(x) iff

1

k

k∑
i=1

∑
x∈N

fi(x)u(x) ≥ 1

`

∑̀
i=1

∑
x∈N

gi(x)u(x).

2

The only difference between Theorems 1 and 3 is that Homogeneity is sub-
stituted for Dummy Scientist. In our opinion, none of these two conditions is
more appealing or reasonable than the other. There can be circumstances where
we want to know which department has the larger impact and we then impose
Dummy Scientist. There are other circumstances where we want to determine the
department in which scientists are most productive, on average; we then impose
Homogeneity.

Scoring rules and averaging rules depend on a single parameter: the mapping
u that can take any shape. Of course, in most circumstances, we will need a non-
decreasing mapping. This can be achieved by imposing some kind of monotonicity
condition (for instance condition CDNH as in Marchant [2009b]). In some circum-
stances, we might wish to work with a non-constant mapping u or a linear one,
etc. It is of course possible to impose some additional conditions on top of those of
Theorem 1 or 3 in order to restrict the shape of the mapping u. Such conditions
have been discussed in Marchant [2009b].

5 Independence of the axioms

We now prove that the axioms used in Theorems 1 and 3 are logically independent,
that is, if we remove any axiom from the statement of one theorem, then that
theorem no longer holds. This will establish the parsimony of our results.

13



We start with the independence of the axioms in Theorem 1. To this end, we
provide for each axiom a counter-example (a pair of rankings) satisfying all axioms
but that specific axiom.

Consistency. Define % as a s-scoring rule with u(x) = 1 for all x ∈ N and � as a
d-scoring rule with v(x) = x for all x ∈ N. Consider then two departments
each consisting of one scientist with a single publication but with different
number of citations. The two scientists are equivalent but the departments
are not, thereby violating Consistency.

Totality. Define % as a s-scoring rule with any u and rank the departments in
decreasing order of

∑k
i=1[

∑
x∈N fi(x)u(x)]2.

Dummy. Define % as a s-scoring rule and � as a d-averaging rule. Adding a
dummy scientist to a department worsens its position in the ranking.

Archimedeanness. Define % by f % g iff

• either
∑

x∈N+ f(x) >
∑

x∈N+ g(x)

• or
∑

x∈N+ f(x) =
∑

x∈N+ g(x) and f(0) ≥ g(0).

Define � by (f1, . . . , fk) � (g1, . . . , g`) iff

• either
∑k

i=1

∑
x∈N+ fi(x) >

∑`
i=1

∑
x∈N+ gi(x)

• or
∑k

i=1

∑
x∈N+ fi(x) =

∑`
i=1

∑
x∈N+ gi(x) and f(0) ≥ g(0).

To see that % does not satisfy Archimedeanness, define e = 11, h = 12,
f = 2 · 10 and g = 10. We have f � g and e ≺ h. There is no n such that
e+ n · f % h+ n · g.

We now turn to the independence of the axioms in Theorem 3. They are minor
variations of the examples used above.

Consistency. Define % as a s-scoring rule with u(x) = 1 for all x ∈ N and � as a
d-averaging rule with v(x) = x for all x ∈ N. Consider then two departments
each consisting of one scientist with a single publication but with different
number of citations. The two scientists are equivalent but the departments
are not, thereby violating Consistency.

Totality. Define % as a s-scoring rule with any u and rank the departments in
decreasing order of 1

k

∑k
i=1[

∑
x∈N fi(x)u(x)]2.
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Homogeneity. Define % as a s-scoring rule and � as a d-scoring rule. Doubling
the size of a department by cloning all its members will result in an improve-
ment of its position in the ranking whilst Homogeneity says it should not
matter.

Archimedeanness. Define % by f % g iff

• either
∑

x∈N+ f(x) >
∑

x∈N+ g(x)

• or
∑

x∈N+ f(x) =
∑

x∈N+ g(x) and f(0) ≥ g(0).

Define � by (f1, . . . , fk) � (g1, . . . , g`) iff

• either 1
k

∑k
i=1

∑
x∈N+ fi(x) > 1

k

∑`
i=1

∑
x∈N+ gi(x)

• or 1
k

∑k
i=1

∑
x∈N+ fi(x) = 1

k

∑`
i=1

∑
x∈N+ gi(x) and f(0) ≥ g(0).

To see that % does not satisfy Archimedeanness, define e = 11, h = 12,
f = 2 · 10 and g = 10. We have f � g and e ≺ h. There is no n such that
e+ n · f % h+ n · g.

6 Some comments on Totality

Totality has two different facets. On the one hand, it imposes that the identity of
the scientists does not matter. In other words, we can permute the order of the
scientists in the vector representing a department without affecting the position of
the department in the ranking. For instance, (3·13,0, 6·110) , (6·110, 3·13,0). On
the other hand, Totality is related to the distribution of papers among scientists :
it imposes that this distribution plays no role. For instance, (3 · 13,0, 6 · 110) ,
(13 + 2 · 110,13 + 2 · 110,13 + 2 · 110). It therefore seems desirable to split Totality
into two more elementary conditions named Anonymity and Paper Transfer: the
former about the identity of the scientists and the latter about the distribution
among the scientists.

A 8 Anonymity. For every permutation σ of {1, . . . , k}, we have (f1, . . . , fk) ,
(fσ(1), . . . , fσ(k)).

In other words, if we permute the order of the scientists in the department, we
obtain a new department indifferent to the original one. This condition is very ap-
pealing but one might want to reject it if, for instance, the head of the department
is always in first position in the vector and if one wants to give him more weight.

A 9 Paper Transfer. For every x ∈ N, we have (f1 + 1x, f2, . . . , fk) , (f1, f2 +
1x, . . . , fk).
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Put differently, we may transfer papers between the first two scientists in the
department without impacting the position of the department. As a consequence,
a department consisting of two scientists where the first one has 10 papers, each
one cited 10 times and the second one has no paper is equivalent to a department
of the same size where both have 5 papers, each one cited 10 times. In some
circumstances, it is of course possible to argue that the more uniform department
is better. And in other circumstances, one might also say that the less uniform
department is better because one excellent scientist has more impact than two
mediocre ones. Notice that the condition Paper Transfer is different from the
condition called Transfer or Transferability in [Marchant, 2009b, Bouyssou and
Marchant, 2010], which is about the transfer of citations between papers of a
single scientist.

We now show that the conjunction of Anonymity and Paper Transfer is equiv-
alent to Totality.

Proposition 2 The relation � satisfies Anonymity and Paper Transfer if and
only if � satisfies Totality.

Proof. We prove only⇒. Let f and g be such that
∑k

i=1 fi =
∑k

i=1 gi. We must

prove that (f1, . . . , fk) , (g1, . . . , gk). If we apply Paper Transfer (
∑

x∈N f2(x))

times, we find (f1, f2, f3, . . . , fk) , (f1 + f2,0, f3, . . . , fk). We can then permute
scientists 2 and 3 and we obtain (f1, f2, f3, . . . , fk) , (f1 + f2,0, f3, . . . , fk) ,
(f1 + f2, f3,0, . . . , fk). We apply again Paper Transfer (

∑
x∈N f3(x)) times and

we find (f1, f2, f3, . . . , fk) , (f1 + f2, f3,0, . . . , fk) , (f1 + f2 + f3,0,0, . . . , fk).
It is clear that if we iterate this process, we will obtain (f1, f2, f3, . . . , fk) ,
(
∑k

i=1 fi,0,0, . . . ,0). Similarly, we obtain (g1, g2, g3, . . . , gk) , (
∑k

i=1 gi,0,0, . . . ,0).

Since
∑k

i=1 fi =
∑k

i=1 gi, we finally obtain (f1, . . . , fk) , (g1, . . . , gk). 2

Thanks to this proposition, Totality can be replaced by Anonymity and Paper
Transfer in the statements of Theorems 1 and 3.

It is worth noticing that the first and the second scientists of every department
play a special role in the statement of Paper Transfer. The condition is indeed
about paper transfers from the first one to the second one or the converse; the
other scientists are not involved. This awkward asymmetry can be avoided by
imposing a slightly different condition, as follows.

A 10 Paper Transfer*. For every x ∈ N and every i, j ∈ {1, . . . , k}, we have
(f1, . . . , fi + 1x, . . . , fj, . . . , fk) , (f1, . . . , fi, . . . , fj + 1x, . . . , fk).

With this condition, the transfer takes place between any pair of scientists in the
department. Unfortunately, it is easy to see that this condition implies Anonymity
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and is therefore equivalent to Totality We therefore cannot use it for splitting (or
factorizing) Totality into more elementary (single-faceted) conditions. We did not
succeed in finding a totaly satisfactory factorization of Totality. The best one we
found is presented in Proposition 2.

7 Discussion

Our first result is about the relation between Independence and Consistency. Con-
sistency is a very compelling condition. Any pair of rankings violating Consistency
would be very suspicious. Independence is quite compelling as well but not to the
same extent. We show that, under Totality, Consistency implies Independence,
thereby reinforcing the attractiveness of Independence. The question is then: why
should we abide by Totality ? We have no clear answer to this question, but al-
most all papers about rankings of departments accept it. In our opinion, rejecting
Totality is a very non-standard (although not unreasonable) attitude and it should
be motivated by strong arguments.

Nevertheless, even without knowing the answer to the question whether To-
tality should hold, our analysis (and that of Waltman and van Eck [2009]) has
clear implications for the practice: using the h-index for ranking scientists and
departments under Totality (as in Kinney [2007]) is very weird, because it violates
Consistency and Independence.

If we adopt Totality and Consistency, we have shown that, under few extra
plausible conditions, the only possible rankings of scientists are scoring rules and
the only possible rankings of departments are scoring rules or averaging rules.
The distinction between averaging and scoring rules for departments results from
the adoption of Homogeneity or Dummy Scientist. The former emphasizes total
production, the latter, average production (or productivity).

In a next stage, we plan to further analyze the implications of Consistency when
simultaneously ranking scientists and departments, in order to overcome some of
the limitations of the present paper.

• Endogeneous treatment of coauthorship. When we consider the publications
of a department, it is very likely that many of them will be coauthored
by several scientists affiliated to that very same department. This is of
course something that should be taken into account if we want to rank order
departments on the basis of the publication/citation records of its members.
In this paper, we have decided to ignore this problem. An easy solution
would be to consider that the problem has been addressed beforehand and
that it has been decided to share publications with several authors among
them according to some scheme. For instance, a paper signed by n scientists
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counts for 1/n in the publication/citation records of each coauthor as in
[Coupé, 2003]. Many other sharing schemes are possible and can perhaps
better reflect the traditions within some discipline. It is for instance possible
to give more weight to the first author9.

A more interesting approach would be to handle this problem endogeneously,
deriving a sharing scheme or another way of coping with coauthorship not
from a prior decision but from our set of axioms. To this end, we could for
instance use a condition imposing that a group of scientists cannot benefit
from systematically and artificially putting each other’s name on all their
publications. Notice that this would require a richer data structure than the
simple citation distribution that we used in this paper. We would probably
need a graph structure similar to the one in Bouyssou and Marchant [2010].

• Endogeneous treatment of multiple affiliations. We did not touch upon this
problem yet but it is clearly a difficulty that anyone will encounter when
ranking departments. It can of course be treated exogeneously just like
the problem of coauthorship. For instance, we can a priori decide that a
department gets only 1/N of a paper when the author has N affiliations. We
then need to “correct” the data (the citation distribution) before constructing
the ranking. A better approach would be to derive a solution for this problem
from our set of axioms. Here again, a graph structure similar to the one in
Bouyssou and Marchant [2010] would probably be necessary.

We mention a last research direction: what are the consequences of Consistency
without Totality ? Although most researchers implicitly accept Totality, we think
this might be an interesting question.
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