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Cold O2/NO supersonic expansions through an axisymmetric convergent–divergent
nozzle into a low-pressure background gas have been investigated both experimentally
and numerically. Temperature and density measurements have been carried out,
using tracer NO in an O2 main flow. NO two-dimensional rotational temperature
and density flow field patterns in the jet behind the nozzle have been measured by
laser-induced fluorescence (LIF). The spectroscopic investigations are complemented
by static and impact pressure measurements along the jet centreline. Two nozzles
with the same inner profile but with a short and long divergent section and small
and large lip have been examined. Three experiments performed using these nozzles
cover a wide range of regimes of underexpanded free jet flow, from highly oscillating
multi-cycle structure to the regime with smooth deceleration of the issuing flow by
the background gas. The numerical simulation of the whole flow field from the
conditions in the stagnation chamber to those in the flooded space is performed in
the framework of the full set of Navier–Stokes equations by employing a recently
developed algorithm based on a staggered grid. The flow inside a long nozzle is shown
to be strongly affected by the boundary layer, which leads to the degeneration of the
isentropic core at the nozzle exit and transforms the jet regime from overexpanded for
inviscid flow to underexpanded for a real flow. The model reproduces the experimental
structures of the low-density free jet flow fairly well.

1. Introduction
The formation of multiple expansion–compression waves in a supersonic free jet

is well known, and several studies on the structure and applications of such jets are
reported in the literature (Beylich 1999). In the case of a plasma jet at low power
density the fluid-dynamic analysis of the expansion can be traced by optical emission
(Robin, Vervish & Cheron 1994; Djakov, Enikov & Oliver 1997; De Benedictis et al.
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1998; Djakov et al. 1999), but there are several problems that must be considered. The
supersonic expansion of a molecular gas excited in a plasma chamber at relatively low
pressure produces a rich flow of excited species whose energy relaxation takes place
in a largely inhomogeneous fluid-dynamic environment. All the typical phenomena
of an early afterglow (De Benedictis & Dilecce 1995; De Benedictis, Dilecce & Simek
1999b) can then contribute to the light emission from a plasma jet (De Benedictis et al.
1998). Moreover the coupling between the relaxation kinetics of excited species and
fluid dynamics must be considered. A detailed analysis of the expansion then requires
investigation of the flow field properties by appropriated diagnostics (McKenzie 1993)
and by modelling.

In the framework of these basic studies we have recently examined N2/O2 plasma
jets under various experimental conditions using laser-induced fluorescence (LIF)
(Dilecce et al. 2000a; Dilecce, Vigliotti & De Benedictis 2000b). These investigations
mainly address the atomic and molecular physics in the supersonic expansions
of interest for the space shuttle re-entry into the Earth’s atmosphere and for
treatment of materials. In order to characterize the basics of our system we have
approached an experimental–modelling study of cold-gas expansions through our
nozzle configuration. The aim is to examine different fluid-dynamic descriptions (De
Benedictis et al. 1999b; Broc et al. 2001) of the flow inside the nozzle and in the
expansion chamber, which is an important step in the approach to the plasma kinetics
in the jet expansion and the interaction of supersonic streams of active species with
materials.

The fluid-dynamic models that have been applied to describe the flow of the type
considered here can be divided into two groups: continuum and particle models.
Continuum fluid-dynamic (CFD) models include those based on Euler’s equations
(De Benedictis et al. 1999b), the parabolized Navier–Stokes equations (Korte 1992;
Skovorodko 1997) or the full set of Navier–Stokes equations (Cline 1976; Kim 1994;
Gokhale & Suresh 1997). Since the applicability of the continuum description of the
flow is limited to low values of the local Knudsen number (Boyd et al. 1992; Bird
1994; Boyd, Chen & Candler 1995) an alternative stochastic particle model based on
the direct simulation of the flow at the molecular level by the Monte Carlo method
(DSMC) (Bird 1994) has been applied. Besides the pure DSMC approach to the
whole flow field (Campbell et al. 1994; Karsten et al. 1999), which is equivalent to
the solution of the Boltzmann equation (Bird 1994), hybrid CFD–DSMC approaches
have also been applied (Boyd et al. 1992; Boyd, Beattie & Cappelli 1994; Chung et al.
1995; Rosenhauer, Plähn & Hannemann 1999; George & Boyd 1999; Karsten et al.
1999). The choice of the appropriate fluid-dynamic model should be determined by
the rarefaction degree of the flow, and the physical processes in the gas that are to
be taken into account.

The experimental and numerical investigations of supersonic nozzle and plume
flows available in the literature are mainly devoted to the high-vacuum background
conditions that are of interest for aerospace applications (Boyd et al. 1992; Campbell
et al. 1994; Rosenhauer et al. 1999; George & Boyd 1999). The flow inside a nozzle
under conditions close to ours has been studied by Rothe (1971), whose density
and rotational temperature measurements of a nitrogen flow, obtained by electron-
beam fluorescence diagnostics, are often used for testing the numerical approaches
(Kim 1994; Chung et al. 1995). Some interesting experimental and numerical results
concerning the effect of finite background pressure on the plume flow of hydrogen
are reported by Boyd et al. (1994). In spite of the available data, the main features
of the free jet flow behind a supersonic nozzle with moderate pressure ratios and the
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significant effect of the boundary layer inside the nozzle on jet formation have not
been properly clarified.

The present experiments consider O2/NO expansion developed from a gas reservoir
at room temperature through an axisymmetric convergent–divergent nozzle into a
low-pressure background gas. Temperature and density measurements have been
carried out, using tracer NO in an O2 main flow. NO two-dimensional rotational
temperature and density flow field patterns in the jet behind the nozzle have been
measured by LIF spectroscopy (Dilecce et al. 2000a). Under the assumption of
rotational–translational equilibrium the measured NO flow field patterns represent
the O2 main flow ones. The LIF measurements are complemented by static and
impact pressure measurements along the jet axis. Two nozzles with the same inner
profile but with a short and long divergent section and small and large lips have been
investigated. Three experiments performed using these nozzles cover a wide regime
range of underexpanded free jet flow, from the highly oscillating multi-cycle structure
to the regime with smooth deceleration of the issuing flow by the background gas.

A numerical simulation of the experimental flow is performed in the framework of
the full set of Navier–Stokes equations, employing an algorithm based on a staggered
grid that has been recently developed at the Institute of Thermophysics SB RAS,
Novosibirsk. The algorithm allows the simulation of the whole flow field, from the
conditions in the stagnation chamber to those in the flooded space. As the result of
such an approach it is possible to treat the basic gas-dynamic phenomena determining
the main features of the flow field: the flow in the vicinity of the nozzle throat
determining the discharge coefficient, the flow in the divergent part of the nozzle with
a significant effect of the boundary layer at the conditions considered, the change in
the pattern of the flow in the vicinity of the nozzle lip due to upstream spreading of
disturbances through the subsonic part of the boundary layer and, finally, the plume
flow with mixing and interaction of the issuing gas with the background gas. We
have not been able to find in the literature a similar approach to the simulation of
the free jet flow behind a supersonic nozzle. The available simulations for viscous
gas concern either the flow inside the nozzle (Cline 1976; Kim 1994; Gokhale &
Suresh 1997) or the free jet flow with a prescribed distribution of the parameters
in the nozzle exit section (Maté et al. 2001). The simulations of similar flows in the
framework of a CFD–DSMC approach (Boyd et al. 1994; Chung et al. 1995), which
are better suited to the regions with translational non-equilibrium effects, require
much more computational resources. The analysis performed here shows that the
flow field conditions of our experiments lie inside the range of applicability of the
Navier–Stokes equations.

The numerical results provide a good representation of the main features of the
present experimental flow, plus the distribution of some flow parameters not measured
in the experiments. A discussion of the experimental limitations and of the main
model assumptions provides possible reasons for some of the differences observed in
the comparison between the model predictions and the experiments.

2. Experimental
2.1. Jet apparatus and diagnostics

The experimental apparatus is sketched in figure 1. It essentially consists of a super-
sonic plasma jet set-up arranged as a tower (figure 1a) in the laboratory surrounded
by spectroscopic diagnostic apparatus with the laser set-up (figure 1b).
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1

Figure 1. Experimental set up: (a) Jet expansion set-up (vertical view); (b) LIF laser
diagnostic set-up and jet (horizontal view). 1 – Target holder.

The supersonic jet expansion is realized by passing the gas from the top of a settling
chamber (φ = 40 mm), through an axisymmetric convergent–divergent nozzle into a
low-pressure receiver. A computer-machined stainless steel nozzle is used. The nozzle
contour profile y(z) is described by the following expressions:

y = r∗ + (1/4)(z − 8m1)
2 + (1/48)(z − 8m1)

3/m1, 0 � z � Lc (convergent section),

y = r∗ + (1/3)8m2
2 + m2(z − 8m1 − 4m2), Lc � z � Lc + Ld (divergent section)

where r∗ is the nozzle throat radius while m1 and m2 are the maximum value of
the slope of the convergent section and the slope of the linear divergent section
respectively. These nozzle parameters were fixed at 2 mm, 1.84 and 0.114 respectively.
The divergence half-angle is 6.5◦. We have examined two nozzles having the same
profile and length of the convergent channel, Lc = 14.72 mm, but two different
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Figure 2. (a) Details of nozzle B; (b) assembly of nozzle A to the settling chamber (or plasma
discharge chamber). 1, Gas inlet; 2, inlet pressure reading in the settling chamber; 3, electrode
for RF discharge in the plasma jet configuration; 4, inlet for nozzle pressure reading; 5, tip
fitting for electrical measurements.

divergent channel lengths, Ld = 40 mm for nozzle B and Ld = 10 cm for nozzle A.
The latter was derived from nozzle B by shortening the divergent channel. Some
details of the nozzles are shown in figure 2. The exit orifice diameter of nozzle B
(shown in figure 2a) is 13.1 mm, and the external shape of the nozzle is characterized
by a lip of 3.5 mm. The exit orifice diameter of nozzle A (also shown in figure 2a) is
6.3 mm and set on a flat disk whose diameter is 80 mm (the lip of the nozzle). Some
probe tips are, however, still present on the surface. Figure 2(b) shows the assembly of
nozzle A to the discharge chamber (the same for nozzle B). There was a small orifice
(0.8 mm diameter), on the wall of each nozzle throat at about 2 mm in the divergent
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Exp. 1 Exp. 2 Exp. 3

Lc (mm) 15 15 15
Ld (mm) 40 40 10
O2/NO flow rates (sccm) 900/40 ± 3 395/40 ±3 965/50 ±3
p0 (Torr) 6.48 ± 0.04 3.24 ±0.02 6.90 ±0.04
pb (Torr) 0.135±0.001 0.135±0.001 0.301±0.0025
T0 (K) 300 ± 5 300 ± 5 300 ± 5
Nozzle type B B A

Table 1. Experimental parameters: Lc , length of convergent channel; Ld , length of divergent
channel; p0, settling chamber pressure; pb , receiver chamber pressure, T0, stagnation
temperature.

region allowing pressure measurements to be taken inside the nozzle (as sketched in
the figure). In the present experiments its outlet was sealed and the fittings connecting
it to the pressure meter (4 in figure 2b) removed in order to enlarge the optical field of
view necessary for the optical measurements. Figure 2(b) shows the gas inlet (1) and
the inlet (2) for pressure readings in the settling chamber by an external capacitance
pressure meter.

The receiver chamber is pumped by a roots system. The pressure in the receiver
is varied by a linear throttle-valve. The maximum settling/receiver pressure ratio is
about 50 and is quite constant for a large range of flux variation (100–3000 sccm
measured by a mass flow meter). In figure 1(a) the discharge with a jet stream im-
pinging on the target holder is also sketched. The holder is used for putting material
samples into the expansion chamber, but it has not been employed for the present
experiments and its presence does not interfere with the region of the expansion that
we have investigated.

The laser apparatus as well as the procedure followed for detecting NO (X) by LIF
via NO γ -band excitation has been described in Dilecce et al. (2000a). The spatial
resolution of LIF measurements was determined by a radiation sampling volume given
by about a 2 mm laser beam cross-section and a 0.1 mm monochromator entrance slit.
The radiation is sampled by 1:1 magnification optics. The settling chamber can slide
axially in the expansion chamber while the whole jet apparatus can be moved on rails
in the direction perpendicular to the laser beam axis and parallel to the detection
axis. Both laser beam and detection axes are fixed. This arrangement allows radial
space-resolved measurements of the jet at different positions along the axis. Further
details can be found in Dilecce et al. (2000a, b).

We have investigated two expansions, one through nozzle type B (‘finite’ lip) and
the other using nozzle type A (‘infinite’ lip). The details are summarized in table 1.

2.2. Rotational temperature and density measurements

The approach used for measuring temperature and density in the expansion region has
been described in detail in Dilecce et al. (2000a), and is based on LIF measurements
of rotational temperature and density of NO seeded in the main flow. Here we
summarize its main aspects and assumptions. The LIF measurement of NO rotational
temperature and density is carried out by the analysis of LIF spectra obtained via
an excitation-detection LIF scheme based on the simultaneous excitation of two
ro-vibronic transitions of the NO-γ (0,0) band from one low (J = 2.5) and one high
(J =13.5) rotational level of NO (X 2

∏
3/2). The fluorescence spectra are analysed by

a band-fitting procedure based on the assumption of a Boltzmann distribution among
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Figure 3. Measured contour map for Exp. 1: (a) NO rotational temperature, Tr ;
(b) NO background normalized density, ρ/ρb .

the rotational states of NO. Temperature and density measurements in the jet are
calibrated on the basis of a LIF spectrum taken in a slow flowing O2/NO reference
cell at 300 K under conditions of negligible collisional relaxation. In practice we have
observed that the spectra measured in the background region of the jet expansion
can be used as the reference spectrum.

The NO density ρ and rotational temperature Tr values measured for (y, z) points
in a jet expansion (y is the radial coordinate and z the axial coordinate referred to the
nozzle exit position) are shown as two-dimensional contour plots in figures 3(a) and
3(b) for the conditions of experiment 1 (see table 1). The density values are reported
as ρ/ρb (ρb is background density), while the background temperature is 300 K. Most
of the conditions investigated are in the region y � 15 mm. The step for axial and
radial measurements is not constant: finer scanning has been used in the region where
flow structures were expected. Close to the nozzle the scan is limited by the presence
of probe tips that interfere with the laser beam and fluorescence detection paths.
The laser radial scanning was only possible in a plane almost perpendicular to that
defined by the geometrical nozzle axis and the small orifice on the nozzle wall. The
radial scanning was restricted to half of the section of the jet. The radial profile of
the full section was measured only in a few cases to verify the symmetry of the radial
profile.
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2.3. Pressure measurements

The impact and static pressure distributions along the jet centreline were measured
by different pressure probes. The end of the Pitot tube used for impact pressure
measurements is a 1 mm diameter pipe tip bent at 90◦, and it was inserted in the
expansion chamber through a high-vacuum fitting set into the wall of the chamber
facing to the optical window used for fluorescence detection. The pressure probe used
for static pressure measurements, instead, ends with a tip with a closed top and the
orifice is on the side of the tube 5 mm from the top. The diameter is 1 mm. The probe
was aligned with the flow axis by looking for the pressure maximum during a small
rotation and radial shift of the probe tip. Note that the alignment procedure used
in LIF measurements is set for the geometrical axis of the nozzle, and the radial
scanning recovered the signal maximum along a plane perpendicular to the laser
beam only. These details are unimportant for an axisymmetric flow. The possible
consequences of the alignment procedures for the results will be discussed in § 5.2.

3. Numerical algorithm
The gas flow in the nozzle and in the jet behind it were simulated by a recently

developed original algorithm, based on the numerical solution of the full set of
unsteady Navier–Stokes equations for axially symmetric flow of compressible perfect
gas. The algorithm allows one to estimate the effect of internal energy relaxation on
the flow field in the framework of a non-zero value of the bulk viscosity. The effects of
velocity slip and temperature jump on the solid surfaces, which may be pronounced
at the experimental conditions due to low values of the Reynolds numbers, can also
be taken into account. The algorithm will be called the NS-algorithm.

3.1. Governing equations and finite-difference scheme

The non-conservative form of the Navier–Stokes equations for axisymmetric time-
dependent flow of a perfect gas including the continuity, two momentum and the
energy equations is applied in the NS-algorithm. The main points of the finite-
difference scheme we have used are the following:

(i) The finite-difference approximation of the governing equations is made on a
staggered grid (Harlow & Welsh 1965), where pressure, density and temperature, as
well as the transport coefficients, are determined in the center of the cell, while the
components of velocity are determined in the middle of the corresponding borders of
the cell.

(ii) The finite-difference relations are resolved implicitly with the help of the well-
known method of splitting into physical processes and spatial variables (Yanenko
1971). On each fractional step the standard tridiagonal matrix algorithm is applied.

(iii) The continuity equation is approximated according to the scheme providing
conservation of variables on reaching the steady solution (or on explicit resolving of
the relations).

(iv) The centred approximation of difference operators provides the second order
of accuracy over spatial variables on the uniform grid.

(v) The algorithm is characterized by low implicit artificial viscosity that essentially
widens the range of Reynolds numbers accessible for modelling.
The staggered grid (Harlow & Welsh 1965), is widely used for simulation of
incompressible flows, but our experience indicates clear advantages of this grid for
simulation of highly compressible flows too.
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Figure 4. Diagram of the domain of simulation for nozzle B. The coordinates are listed in
table 2 (for nozzle A see the columns zA and yA of table 2).

3.2. Domain of simulation and boundary conditions

The present version of the algorithm operates with a uniform rectangular grid with
mesh sizes dy and dz in the radial and axial directions. The domain of simulation may
consist of some straight-line segments parallel or perpendicular to the axis and one
segment with arbitrary inclination to the axis. The cells in the vicinity of this boundary
have a triangular or trapezium shape that locally modify the finite-difference relations
providing the second-order accuracy of the scheme.

The algorithm does not allow the contour of the convergent part of the present
nozzle to be taken into account, and it has been simplified as an orifice on a plane
surface. The only attempt to treat the effect of boundary layer formation in the nozzle
throat region has been made by approximating the throat region as a capillary with
radius r∗ and length L followed by the divergent part of the nozzle. Variation of L in
the range 0 to r∗ changes the flow parameters in the transonic region of the nozzle but
does not modify significantly the flow in the jet region experimentally investigated.
The numerical results presented below have been obtained at L ≈ r∗/2.

Figure 4 illustrates the domain of simulation for the conditions of experiments
1 and 2 (nozzle B), which consists of 11 segments including the axis (line 0). The
capillary mentioned above is shown by line 4 (0.03 mm long). Solid lines show the
solid boundaries while the dashed lines correspond to permeable inlet and outlet
boundaries. For the conditions of experiment 3 (nozzle A) the segment 7 is removed
and lines 6 and 8 form the ‘infinite’ lip of the nozzle. Table 2 contains the axial and
radial coordinates (in mm) of all 11 points of intersection of the adjacent segments
forming the domain for both nozzles, the axial coordinates being taken from the
nozzle throat (point of intersection of segments 4 and 5).

At the solid boundaries the normal component of total velocity (vn) is prescribed
to be equal to zero while the tangential component (vt ) as well as the temperature are
defined by taking into account the velocity slip and temperature jump (Rae 1971):

vt = −2 − αv

αv

µ

p

(
πRT

2

)1/2(
∂vt

∂n

)
w

, (3.1)

�Tw = −2 − αT

αT

2κ

Pr(κ + 1)

µ

p

(
πRT

2

)1/2(
∂T

∂n

)
w

, (3.2)



220 A. Broc and others

Domain
segments zB yB zA yA

0–1 −17.6 0.0 −17.6 0.0
1–2 −17.6 20.0 −17.6 20.0
2–3 −0.97 20.0 −0.97 20.0
3–4 −0.97 2.0 −0.97 2.0
4–5 0.0 2.0 0.0 2.0
5–6 40.0 6.56 10.0 3.14
6–7 40.0 10.0 – –
7–8 20.0 10.0 – –
8–9 20.0 65.6 10.0 41.6
9–10 116.7 65.6 168.0 41.6

10–0 116.7 0.0 168.0 0.0

Table 2. The coordinates of the intersection points of the domain of simulation (in mm).

where n is the distance normal to the surface, p the pressure, T the temperature, µ

the dynamic viscosity, κ the specific heat ratio, Pr the Prandtl number and R the gas
constant. The accommodation coefficients αv and αT are assumed to be equal to 1
for ‘slip’ flow and 2 for ‘no-slip’ flow. There is no need to prescribe the pressure or
the density at the solid boundaries.

The conditions at the inlet (segment 2) and outlet (9, 10) boundaries are defined in
the same manner. The axial and radial velocities are obtained by extrapolation from
internal points of the domain. The same extrapolation is applied to the density and
temperature for the outlet fluxes on these boundaries. For the inlet fluxes the density
and temperature are defined assuming the total enthalpy and total pressure to be the
same as in the stagnation chamber for the inlet boundary and in the flooded space for
the outlet boundary. Similar conditions at the inlet boundary were applied by Kim
(1994). At the axis of symmetry the radial velocity as well as the radial derivatives of
the axial velocity and temperature are zero.

Since the characteristic scales of the flow inside the nozzle and behind it are different,
the whole geometry of the domain was divided into two partially overlapped sections
for which different grid characteristics have been used. The flow in the first section,
which includes the part of the domain up to the nozzle exit (segments 0 to 4, see
figure 4) was calculated first with a 200 × 700 grid, the grid for nozzle A being the
same as for nozzle B. The second section includes the part of the domain from about
2–3 mm downstream of the nozzle throat. The distribution of the parameters at the
inflow boundary of this section, obtained from the flow field in the first section, was
used as fixed inflow conditions. In this second section 300 × 600 and 200 × 900 grids
were used for nozzle B and A respectively. The flow field for a significant part of the
common region of the first and second sections proved to be the same, confirming
the correctness of this approach to the whole flow field simulation.

The numerical results reported in the following have been obtained for boundary
2 being the inlet (see figure 4). It was verified that moving the inlet gas supply from
this boundary to segment 1 did not modify appreciably the flow field in either the
divergent part of the nozzle or in the jet.

3.3. Transport coefficients

The viscosity of the binary gas mixture used in the experiments was estimated in
accordance with the first approximation to the exact predictions of the kinetic theory
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(Hirschfelder et al. 1954). The temperature dependence of the dynamic viscosity of O2

and NO components was taken for Lennard–Jones (6–12) potential with parameters
σ = 3.433 Å, ε/k =113 K for O2 and σ = 3.470 Å, ε/k = 119 K for NO.

The Prandtl number value (Pr = µCp/λ) was found to be 0.69 at T =300 K for
all the mixtures investigated here. The heat conductivity, λ, was estimated using
the approximation recommended by Hirschfelder et al. (1954) for the mixture of
molecular gases. The possible weak temperature dependence of the Prandtl number
on the flow field was estimated and found to be insignificant.

The bulk viscosity µ′ is expressed by the relation (Hirschfelder et al. 1954)

µ′ = pRCrτr/C2
v , (3.3)

where Cr is the heat capacity of the internal energy, Cv the total heat capacity
at constant volume, and τr is the rotational relaxation time. The bulk viscosity
in the present conditions is mainly determined by the rotational relaxation of O2.
The available data for rotational collision number Z for O2–O2 collisions at room
temperature are characterized by a large scatter in the range Z = 2–20 (O’Neil &
Brokaw 1963; Lambert 1977). Therefore for our purposes we take the compromise
value Z = 5, which leads to the value of µ′ = 0.6µ, taking into account the known
relation for the mean time, τt = πµ/4p, between collisions of molecules.

3.4. Determining the parameters

For the numerical solution the variables ρ, p, T , and radial (u) and axial (w)
components of total velocity v were normalized to the corresponding parameters in
the stagnation chamber, including the sound speed c0. The stagnation temperature T0,
the nozzle wall temperature Tw and the temperature Tb of the gas in the undisturbed
background region of the receiver chamber were assumed to be 300 K.

The Reynolds number, Re0 = ρ0c0r∗/µ0 is equal to 355.9, 178.2 and 379.0 for
experiments 1, 2 and 3 respectively. At these low Reynolds numbers a strong influence
of the boundary layer on the flow inside the nozzle is to be expected (Rothe 1971).
The effects of velocity slip and temperature jump should also be analysed due to their
possible influence on the flow.

The value of κ = 7/5 has been used for a binary mixture of diatomic gases in the
temperature range T < 300 K.

The calculations were made for two values of the bulk viscosity: µ′ = 0 and µ′ =
0.6µ. Also, for each value of µ′ the variants with and without slip effects were
calculated. We will illustrate in detail the results obtained for the basic variant
µ′ =0.6µ, αv =αT = 1. Some important results for other variants will also be discussed.
Attention will be focused on results that can be compared with experimental data or
are useful for their interpretation.

3.5. Discharge coefficients

The discharge coefficient g represents the ratio of gas flow rate to the corresponding
value for one-dimensional isentropic flow. As a rule, for real flows g < 1, depending
on factors due to the viscous or inviscid nature of the flow. These factors are difficult
to separate in a real flow but it is possible to estimate them numerically. The purely
viscous contribution to the decrease of g can be obtained using the so-called ‘slender-
channel’ approximation (Rae 1971) assuming the pressure to be constant in the radial
direction.

Table 3 shows the g values calculated from experimental data and by the numerical
models with and without taking into account slip effects. The ‘SC’ values correspond
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SC, Slip SC, No-slip NS, Slip NS, No-slip Experiment

Exp. 1 0.889 0.875 0.829 0.815 0.839 ± 0.017
Exp. 2 0.844 0.818 0.791 0.776 0.775 ± 0.016
Exp. 3 0.892 0.878 0.832 0.818 0.851 ± 0.017

Table 3. Flow rate discharge coefficients. SC denotes the slender channel approximation and
NS the predictions of the Navier–Stokes algorithm.

Figure 5. Calculated radial profiles of (a) Mach number and (b) background normalized
pressure, in the nozzle exit section for experiments 1, 2 and 3.

to the ‘slender-channel’ approximation for the exact contour of the nozzle, while ‘NS’
values are the predictions of the NS-algorithm. The SC-approach predicts, as expected,
higher g values than the NS-approach. The g values increase when taking into account
slip effects, but differences between ‘slip’ and ‘no-slip’ values are practically the same
in both approaches. SC-values overestimate by about (3–8)% the experimental g

values, while the NS-values range (from −2.0% to +3.9%) around them. Taking into
account that the accuracy of the experimental g values is about ±2% (propagation
error due to pressure, flow rate and stagnation temperature uncertainties) we conclude
that the best agreement with experiment is achieved, as expected, for the ‘NS, slip’
variant.

3.6. Nozzle exit parameter

An important characteristic of the flow, that determines the structure of the
underexpanded free jet behind the supersonic nozzle, is the distribution of parameters
in the nozzle exit section. Figure 5(a) shows the radial profiles for the Mach
number (M = ((u2 + w2)/κRT )1/2) and figure 5(b) the pressure, calculated for the
three experiments. The radial coordinate y is normalized to the nozzle exit-orifice
radius re, and the pressure to the background pressure pb. The points shown exhibit
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the computational grid used. The pressure is not defined on the solid surface since it
coincides with the border of the cell of the grid (see § 3.1(i)).

The Mach number profiles for the long nozzle B (Exp. 1 and Exp. 2), being quite
similar and without any indication of an isentropic core, differ significantly from
that for the short nozzle A (Exp. 3), where the pronounced isentropic core occupies
about half of the profile. In the vicinity of the nozzle wall considerable velocity slip
(M ∼ 0.15–0.36) is observed due to acceleration of the flow caused by the streamwise
pressure gradient. A similar result is seen from the pressure profiles. In the vicinity
of the wall a significant negative pressure gradient is observed for Exp. 3, in contrast
with Exp. 1 and Exp. 2 with almost constant pressure there.

The nozzle exit Mach number for one-dimensional isentropic flow is equal to 4.004
for the long nozzle (B) and 2.427 for the short nozzle (A). The corresponding values
of the pressure ratio p/pb are equal to 0.314 for Exp. 1, 0.157 for Exp. 2 and 1.46
for Exp. 3. The comparison between these data and those presented in figure 5
demonstrates a strong effect of the boundary layer on the nozzle exit parameters at
the conditions considered – for inviscid flow, the jet even becomes overexpanded for
Exps. 1 and 2 and slightly underexpanded for Exp. 3. For viscous flow the distribution
of parameters at the nozzle exit depends on the background pressure due to upstream
spreading of disturbances through the subsonic part of the boundary layer. In the
range of parameters examined, no separation effect is observed inside the nozzle.

Regarding the supersonic character of the flow in the near-axis region and the
mean value of the pressure ratio (p/pb), one should expect a multi-cycle structure of
the jet flow in Exp. 3, a smooth deceleration of the issuing flow in the near-isobaric
conditions in Exp. 2 for which the exit pressure is close to the background one, and a
jet flow with character intermediate between those for Exp. 2 and Exp. 3 in the case
of Exp. 1.

3.7. Test computations

Numerous computations were performed to test the confidence in the solution
obtained from the finite-difference scheme as the solution of the initial differential
equations. Besides tests of the internal nature (varying the size of the domain of
simulations, the parameters of the grid, the effect of the boundary conditions, etc.)
further computations were performed for supersonic nozzle and plume flows of various
experiments found in the literature. As an example, the results for the conditions of
Rothe’s (1971) experiments, obtained for the no-slip boundary case, were found to
be in good agreement with similar numerical results reported by Kim (1994). Taking
account of the effects of velocity slip and temperature jump improves the agreement
between the measured data and those calculated for no-slip flow. The main conclusion
of these tests is that the algorithm should give a good description of two-dimensional
compressible flow provided the flow conditions are in the range of applicability of
the Navier–Stokes equations.

4. Results and comparison with the fluid-dynamic model
4.1. Experiment 1

The most complete set of measurements was carried out for this experimental
condition. The contour maps of the rotational temperature and density of NO in
figures 3(a) and 3(b) clearly show the presence of two expansion–compression waves
at about 10 mm and 35 mm from the nozzle exit.
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Figure 6. Calculated contour map for Exp. 1: (a) gas temperature T ; (b) background
normalized density, ρ/ρb .

The contour maps calculated for the same experimental conditions by the fluid-
dynamic model in its basic variant (see § 3.4) are reported in figures 6(a) and 6(b).
No Mach disk configuration seems to appear in the space region examined. An
intercepting shock with a regular reflection is clearly seen at about 10 mm from the
nozzle exit. Despite the noisy character of the experimental maps in figure 3 the
qualitative structures of the expansion and their positions are well reproduced.

The measured and calculated axial profiles are reported in figures 7(a) for
temperature and 7(b) for density (here and below the numerical results designated
as Mod. (1) correspond to the basic variant, while Mod. (2) designates the results
with ‘no-slip’ boundary conditions on solid surfaces; the results designated as Mod.
(3) were obtained for the basic variant in the plane parallel to the axis but shifted
from it by 1.5 mm will be discussed in § 5.2. As can be seen from figure 7, both
measured and calculated profiles reveal a periodic (spatially oscillating) jet structure
and are in good qualitative agreement though there are noticeable differences between
them. The calculated temperature underestimates the measured one – along the axis
the difference of about 25 K is attenuated at longer distance. The density, on the
contrary, is overestimated and significant deviations occur in the region close to the
maxima. The calculated position of the temperature and density minima is slightly
shifted towards larger z values. The calculations show four damped oscillations in the
z region 0–80 mm.
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Figure 7. Comparison of (a) temperature and (b) density axial profiles measured and
calculated under conditions of Exp. 1. Mod. (1) and Mod. (2) are models with and without
slip effects respectively. Mod. (3) is model with a lateral shift in the axis of 1.5 mm.

Figure 8 reports the radial profiles of temperature and density for two distances
from the nozzle exit close to the compression wave position. For both distances the
difference between the experimental and calculated profiles in the region near the axis
is significant.

The structures of the jet are confirmed by the static and impact pressure
measurements at the centreline of the jet. The measured and calculated pressure
axial profiles are shown in figure 9. In accordance with the criterion reported by
Boyd et al. (1992) no correction for rarefaction effects was made to the ideal values
of the Pitot pressure (total pressure behind a straight shock, p′

0) calculated from
the numerical flow field. While the impact pressure (figure 9b) is reproduced well
by the calculation, the measured static pressure (figure 9a) shows lower amplitude
oscillations. The positions of the measured oscillations are slightly ahead of those
calculated, confirming the differences noted in the axial density case.

We recall that for the impact pressure the position of the probe on the centreline
was checked by a small rotation and radial shift of the tip. In the background region
the pressure reading was found to be independent of the rotation of the tip. The static
pressure, on the other hand, is very sensitive to the design of the probe tip and the
position of the side orifice. We have tested several probes having different thickness
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Figure 8. Comparison of calculated and measured radial profiles of temperature and density
at distances from the nozzle exit (a) z = 3 mm and (b) z = 21 mm for Exp. 1. Models with slip
effects (1) and lateral shift in the axis of 1.5 mm (3). Mod (1) and (3) defined in figure 7.

of the tip and position and diameter of the orifice. But, as shown in figure 9(a) we
obtained different readings even though the patterns remain qualitatively the same.
The difference shown in figure 9(a), for two different probe designs, therefore, can be
taken as the uncertainty in these trends.

The reasons why the flow is described better by the axial impact and static pressure
distributions than by LIF measurements will be examined in § 5.2.

4.2. Experiment 2

In this experiment the stagnation pressure was halved while maintaining the same
pressure in the receiver chamber. The measured and calculated axial profiles of tem-
perature and density in figures 10(a) and 10(b) show weak structures over increasing
and decreasing temperature and density trends respectively. Underestimation of the
temperature and overestimation of the density by the calculations confirm the remarks
made for Exp. 1. Despite these differences, the values of normalized static pressure
inferred from the measured temperature and density (p/pb = (ρ/ρb)(T/Tb)) values
are close to unity, in agreement with the model prediction and the nearly isobaric
character of the jet flow under the conditions of Exp. 2 (see the discussion of
figure 5).
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Figure 9. Comparison of axial profiles of (a) static and (b) impact pressure measured and
calculated under conditions of Exp. 1. Mod. (1), model with slip effects. Measurements of
static pressure taken with two probe designs. Mod (1) as in figure 7.

4.3. Experiment 3

In this experiment, the divergent channel of the nozzle used for Exp. 1 and Exp. 2
has been cut, giving an exit orifice diameter and a divergent channel length lower
than in Exp. 1. The measured and calculated axial temperature and density trends
are shown in figures 11(a) and 11(b). This fluid-dynamic flow condition is rich with
structures due to the supersonic character of the flow and sufficiently high values
of the pressure ratio (p/pb) at the nozzle exit that predetermines the multi-cycle
structure of the jet flow (see the discussion of figure 5). In the experiment three main
expansion–compression waves can be clearly identified. The three weak waves that
follow are submerged within the scatter of the experimental data and can be seen in
the calculations only. The agreement is qualitatively good, although differences are
still present.

5. Discussion
To understand the differences observed between measured and calculated tempera-

ture and density flow fields, some aspects of the measurements and of the model need
to be discussed.
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Figure 10. Comparison of (a) temperature and (b) density axial profiles measured and
calculated under conditions of Exp. 2. Models with (1) and without (2) slip effects. Model with
lateral shift in the axis of 1.5 mm (3). Mods. (1)–(3) as in figure 7.

5.1. The experiments

A detailed discussion on the accuracy of the measurements is given by Dilecce et al.
(2000a). Here we summarize the main points.

(i) Statistical error. This is due to the accuracy of the intensity measurements for
the LIF spectrum of the sample and of the reference cell, taking into account the
error propagation of the laser intensity fluctuations. This is shown as error bars on the
experimental points shown in the figures. Exp. 1 was carried out with a larger number
of samplings per point, thus with a lower statistical error than in Exps. 2 and 3.

(ii) Long-time-scale drift of the dye laser wavelength and/or bandwidth. This drift is
essentially thermal. It produces a difference between spectra taken at different times.
It has been minimized.

(iii) NO translational–rotational equilibrium. Assuming this equilibrium, the
measured Tr (NO) can be compared to the gas temperature calculated by the model.
This assumption is probably not fully satisfied under the rarefied conditions achieved
in the expansion phase of the gas. The effect of R–T relaxation on the difference
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Figure 11. Comparison of (a) temperature and (b) density axial profiles measured and
calculated under conditions of Exp. 3. Models with (1) and without (2) slip effects. Model with
lateral shift in the axis of 1.5 mm (3). Mods. (1)–(3) as in figure 7.

between the measured Tr (NO) and T calculated by the model will be discussed in
the following section.

(iv) Cluster formation and/or condensation of NO. In the experiments by Brechignac
et al. (1985, see also references therein), NO dimers were produced in a molecular
beam and in a cell under suitable pressure/temperature conditions. At our
pressure/temperature condition cluster formation is probably not significant since
NO is a minor specie in the mixture. From analysis of the experimental data reported
by Golomb & Good (1968), to obtain a 1% concentration of NO dimers in the flow
field the stagnation pressure should be larger at least by one order of magnitude than
that in our cases.

(v) Spatial averaging due to finite laser beam cross-section. An upper limit of this
effect on the computed flow field was estimated by assuming a homogeneous laser
beam exciting a cylindrical volume of 2 mm diameter and 2 mm in length. The
calculated averaged flow field data over a cylinder show a smoothing of axial
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distributions of temperature and density, but the smoothing effect amounts to about
15% while the observed disagreement between theory and experiment is about 55%
(see figure 7).

5.2. The model

We have considered the following points:
(i) Effect of species separation in the flow field. This effect was evaluated with a

different algorithm based on the parabolized Navier–Stokes equations (Skovorodko
1997), adopted for treating the effect of non-zero pressure in the flooded space. The
algorithm allows the effects of concentration, pressure and thermal diffusion to be
taken into account. It was found that: (a) the effect of thermal diffusion at the
experimental conditions is negligible; (b) the effect of pressure and concentration
diffusion may change the NO concentration in the jet by less than 1%, 0.2% and 4%
for experiments 1, 2 and 3, respectively. The small O2 and NO mass difference leads
to a weak pressure-diffusion effect.

(ii) Rotational relaxation. A complete analysis of the NO rotational relaxation
in the NO/O2 system cannot be carried out because of the lack of the necessary
basic data (Holmes, Jones & Lawrence 1964; Bauer & Sahm 1965; Lambert 1977).
However, the extent of the rotational non-equilibrium effects on the flow field has
been demonstrated by simulations made for two values of bulk viscosity (µ′ = 0
and µ′ = 0.6µ). We have considered that, for µ′ �= 0, the temperature T entering
the governing equations should be treated as the mean of the rotational Tr and
translational Tt temperatures according to the diatomic gas relation:

2.5T = 1.5Tt + Tr. (5.1)

Furthermore, from the definition of the bulk viscosity (Hirschfelder et al. 1954), Tt

and T are related by

ρRTt = ρRT − µ′div v, (5.2)

Then, temperatures Tr and T are related by

ρRTr = ρRT + 1.5µ′div v. (5.3)

From the above relations it is found that the difference between the temperatures,
�T = Tr −T , will have different signs in the expansion and compression regions of the
flow. In our conditions the absolute value of �T does not exceed 10 K, thus confirming
the applicability of the concept of bulk viscosity approach, while the difference in
the values of density for µ′ = 0 and µ′ = 0.6µ does not exceed few percent. This
excludes the possibility that the systematic underestimation of the temperature and
overestimation of the density axial profiles in our comparisons is due to the rotational
relaxation.

(iii) Non-exact contour of the convergent part of the nozzle in the model. The
experimental investigations concerning the effect of the subsonic part of the nozzle
contour on the flow field of the free jet behind the sonic nozzle (Ashkenas & Sherman
1966; Murphy & Miller 1984) indicate that this effect is significant only close to the
nozzle throat (within about few nozzle diameters) where large gradients of the jet
parameters are present. This effect should be considerably reduced in our supersonic
nozzles in view of the lower values of the Reynolds numbers and the moderate half-
angle of the nozzle expansion (6.5◦). The small effect of the capillary in the nozzle
throat region on the flow field (§ 3.2) gives a further indication that our approximation
is not significantly different from the real flow in the nozzle and in the plume. A high
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conservation of the flow field with respect to the parameter profiles in the nozzle
throat is also reported by Boyd et al. (1994) for flows similar to ours.

(iv) Effect of the nozzle wall temperature. The estimations indicate that in our
experiments the difference between the nozzle wall temperature and the stagnation
temperature is small. Nevertheless we checked the possible effect of the nozzle wall
temperature on the flow field, taking into account the strong effect of the boundary
layer. The simulations for an adiabatic wall reveal that the change of parameters
affects the flow inside the nozzle significantly more than in the plume. This is due to
the opposite effects produced by the pressure and the Mach number in the nozzle
exit section on the jet flow field. The extent of density and temperature changes in
the plume calculated for two limiting Tw values was not significant compared to the
differences between theory and experiment.

(v) Effect of velocity slip and temperature jump. The axial distributions of
temperature and density calculated for ‘slip’ (Mod. (1)) and ‘no-slip’ (Mod. (2)) flows,
shown in figures 7, 10 and 11, are quite similar for all three experiments despite the
noticeable value of the slip velocity at the nozzle exit (see figure 5). Slip effects appear
insignificant because the opposite effect of the other parameters in the nozzle exit
section compensates the changes in the plume flow field as mentioned above. Possible
uncertainties in the values of accommodation coefficients, or the approximate nature
of the slip theory do not affect the insignificance of the slip velocity and temperature
jump in the present conditions.

(vi) Limited applicability of the Navier–Stokes equations. It is well known that the
Navier–Stokes equations cannot adequately describe the gas flow in a region several
mean free paths thick near the surface (the Knudsen layer) as well as in front of a
strong shock wave (Bird 1994). Both these fluid-dynamic elements are present in the
flows of our concern. We searched for the regions of the flow where the applicability
of the continuum approach is questionable by applying the procedure proposed by
Boyd et al. (1995), based on the gradient-length local (GLL) Knudsen number:

(Kn)GLL =
l

Q

∣∣∣∣dQ

ds

∣∣∣∣, (5.4)

where l is the local mean free path, Q is the flow property (density or temperature),
and s is some distance between two points in the flow field. The applicability condition
is

(Kn)GLL−D < 0.05, (5.5)

where (Kn)GLL−D is the Knudsen number based on the density (Q ≡ ρ).
The results of this analysis may be summarized as follows: (a) the region inside

the nozzle lies within the region of applicability of the Navier–Stokes equations for
all experimental regimes; (b) for the near-axis region of the jet, flow condition (5.5)
is fulfilled for Exp. 1 and Exp. 2, but for Exp. 3 there is a narrow region in the first
shock front at z ∼ 13 mm (see figure 11b) where the GLL Knudsen number reaches
the value 0.074; (c) for all the regimes there is a region in the vicinity of the beginning
of the nozzle lip (segment 6 in figure 4) where condition (5.5) is not fulfilled due to
large density gradients. The size of this region is δz = 1.5mm, δy = 2.2 mm for Exp.
1, δz =0.7 mm, δy =1.1 mm for Exp. 2 and δz = 1.5 mm, δy = 1.3 mm for Exp. 3. The
relatively small size of the zone where the continuum description of the flow is not
adequate would not lead to significant disturbances of the main flow field.

Besides the present estimations, a direct simulation of the flow field for Exp. 1
was performed in the framework of the CFD–DSMC approach, which is similar to
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that used by Chung et al. (1995). The calculations, not reported here, confirm the
Navier–Stokes model predictions and the difference with the experimental results.
This test indicates clearly that the disagreements we found do not arise from the
approximate nature of the model.

(vii) Non-axial symmetry of the flow. The characteristic of axisymmetric flows is the
focusing of the disturbances on the axis where the maximum amplitude of oscillations
occurs. Any deviation from the axis leads to the decrease of this amplitude (see
figures 3, 6, and 12 below). The presence of the orifice in the nozzle throat region
may cause a perturbation of flow axisymmetry. However, the LIF radial scanning
cannot detect such a shift, since it is made in a direction almost perpendicular to the
geometrical nozzle axis–orifice plane. Therefore the effect of the orifice disturbances
was experimentally investigated in 2002 in a side experiment by S. Ya. Khmel & E. A.
Baranov (personal communication) in a free jet of nitrogen (p0 = 6.5 Torr, T0 = 297 K),
expanding into vacuum through a nozzle with the same profile as our nozzle B,
with an orifice (0.8 mm in diameter) in the nozzle wall in the throat region. Before
the experiment the orifice was sealed on the external surface of the nozzle. Using the
electron beam fluorescence diagnostics (Rebrov et al. 1981) the radial profile of the
density in the jet was measured 30 mm from the nozzle exit, in the plane defined by
the orifice and the geometrical axis. The position of the maximum of the radial profile
was found to be shifted in the direction opposite to the location of the orifice by
about 1 mm with respect to the nozzle geometrical axis, while no shift was observed
for the same flow before creating the orifice. This confirms that the interpretation of
our model–experiment comparison is affected by the orifice perturbation. We have
searched numerically for the amount of lateral shift of the flow axis necessary to
improve the comparisons in figures 7, 8, 10 and 11, assuming that the main structure
of the flow remains similar to the axisymmetric one for some new position of the
‘axis’. The results obtained for a lateral shift of the axis of 1.5 mm reported in the
same figures (Mod. (3)) demonstrate a substantial improvement. This interpretation
can also explain why the model agreement is better with pressure probe measurements
than with LIF measurements. The pressure probe alignment procedure allows it to
be set as close to the true position of the flow axis as possible. We conclude that the
observed differences between theory and experiment are mainly connected with the
disturbances of the flow field caused by the orifice in the nozzle wall in the throat
region.

5.3. Flow characteristics

The present numerical model can be used to predict details of the distribution of flow
parameters not measured in the present experiments.

Figure 12 shows the streamlines of the flow behind the nozzle for the conditions
of Exp. 3. The flow rate values are normalized to the ideal value of the gas flow
rate through the nozzle. The picture gives a good representation of the process of
mixing of the gas issuing from the nozzle with the background gas. In the periphery
of the flow the background gas moves in a direction almost normal to the axis,
which reflects the ‘suction’ ability of the jet, used in jet vacuum pumps (Beylich 1999).
Damping oscillations of streamlines are observed in the near-axis region; this reflects
the multi-cycle structure of the flow typical of overexpanded and slightly under-
expanded free jets.

Figure 13 shows the Mach number axial profiles calculated for the present
experiments. The first shock is formed outside the nozzle channel where the first



Investigation of an O2/NO supersonic free jet expansion 233

Figure 12. Streamline picture of the flow behind the nozzle under conditions of Exp. #3.

Figure 13. Calculated axial profiles of Mach number for Exps. 1, 2 and 3. (Note that the
profiles start from the nozzle throat position.)

Mach number maximum occurs. The flow behind the shock remains supersonic, i.e.
the shock is oblique and no Mach disk is formed in the plume. Such regular reflection
of the shock from the axis typically occurs in the free jet of a supersonic nozzle at
moderate pressure ratios (Boyd et al. 1994; Chung et al. 1995).

In Exp. 2 the Mach number reaches the maximum value inside the divergent part
of the nozzle but this maximum does not indicate shock formation since the density
decreases monotonically. Such a behaviour of the Mach number is connected with the
spreading of the boundary layer region up to the flow axis and the degeneration of
the isentropic core due to the low value of the Reynolds number. Similar features of
the flow inside the nozzle at low Reynolds numbers were observed by Rothe (1971).
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Figure 14. Calculated axial profiles of entropy increment dS/R for Exps. 1, 2 and 3.

This view is confirmed by the results in figure 14, showing the axial distributions of
the entropy increment dS/R

dS

R
=

1

(κ − 1)
ln

T

T0

− ln
ρ

ρ0

,

for our experiments. The isentropic flow corresponds to the condition dS/R = 0. The
axial dependence of dS/R is qualitatively the same for all the cases but for Exp. 2
a sharp increase of dS/R takes place inside the nozzle. It should be noted that the
local maximum of dS/R inside the region of the first shock wave for Exp. 3 is a
known characteristic of the shock wave structure connected with the existence of a
local maximum of entropy increment in the shock front (Zel’dovich & Raizer 1967).

6. Concluding remarks
Laser-induced fluorescence applied to NO gas seeded in an O2 main flow allows

tracing the main flow field properties (temperature and density) of the gas expansion
through a de Laval nozzle into a low-pressure background gas. Three experiments
performed on two different supersonic nozzles cover a wide range of regimes of
underexpanded free jet flow, from highly oscillating multi-cycle structure to a regime
with smooth deceleration of the issuing flow by the background gas. An essential
feature of the flow for the long nozzle (B) is the strong effect of the boundary layer
on the flow inside the nozzle, which leads to the degeneration of the isentropic core
at the nozzle exit and transforms the jet regime from overexpanded for inviscid flow,
to underexpanded for a real flow.

The agreement between Navier–Stokes model predictions and experimental data
is qualitatively satisfactory. The structure of temperature and density fields observed
in the plume is reproduced well by this fluid-dynamic description. Differences are
observed in the values of the temperature and density in the regions of compression
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waves. Such differences must be ascribed mainly to the non-axial symmetry of the
flow due to the presence of the orifice in the nozzle wall. The unexpectedly high
sensitivity of the plume flow to disturbances at the supersonic nozzle wall in the
throat region at low Reynolds numbers should be taken into account on planning
similar experiments.

The algorithm for numerical solution of the full set of Navier–Stokes equations
based on a staggered grid reveals good potential and allows for the first time the
simulation of the whole flow field, from the conditions in the stagnation chamber
to those in the flooded space. Its results provide a good representation of the main
features of the flow, including the distribution of flow parameters not measured in
the experiments. The algorithm is characterized by low implicit artificial viscosity and
seems to be an effective tool for numerical simulation of the wide variety of problems
concerning two-dimensional laminar compressible flows.
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