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On the motion of a rigid body in a two-dimensional irregular ideal flow

Olivier Glass∗, Franck Sueur†,

July 5, 2011

Abstract

We consider the motion of a rigid body immersed in an ideal flow occupying the plane, with bounded initial
vorticity. In that case there exists a unique corresponding solution which is global in time, in the spirit of the
famous work by Yudovich for the fluid alone. We prove that if the body’s boundary is Gevrey then the body’s
trajectory is Gevrey. This extends the previous work [5] to a case where the flow is irregular.

1 Introduction

In this paper, we consider the movement of a rigid body immersed in a perfect incompressible fluid in the plane.
The solutions that we will consider are weak solutions in the spirit of the solutions of Yudovich [9] concerning the
fluid alone. The goal of this paper is to study time regularity issues for the solid and fluid flows associated to such
solutions of the system.

Let us be more specific on the problem under view. We consider the motion of a rigid body which occupies at
time t the domain S(t) ⊂ R2. The motion of this solid is rigid (and as we will see, driven by the pressure force on
its boundary), so that S(t) is obtained by a rigid movement (that is a translation and a rotation) from its initial
position S0, which is supposed to be a closed, simply connected domain in the plane with smooth boundary. In
the rest of the plane, that is in the open set

F(t) := R2 \ S(t),

evolves a planar ideal fluid driven by the Euler equations. We denote correspondingly F0 := R2 \ S0 the initial
fluid domain.

The complete system driving the dynamics reads

∂u

∂t
+ (u · ∇)u+∇p = 0 for x ∈ F(t), (1.1)

div u = 0 for x ∈ F(t), (1.2)

u · n = uS · n for x ∈ ∂S(t), (1.3)

mh′′(t) =

∫
∂S(t)

pn ds, (1.4)

J θ′′(t) =

∫
∂S(t)

p(x− h(t))⊥ · nds, (1.5)

u|t=0 = u0, (1.6)

h(0) = h0, h
′(0) = `0, θ(0) = 0, r(0) = r0. (1.7)

Here u = (u1, u2) and p denote the velocity and pressure fields defined on F(t) for each t, m > 0 and J > 0 denote
respectively the mass and the inertia of the body while the fluid is supposed to be homogeneous of density 1, in
order to simplify the equations (and without loss of generality).
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When x = (x1, x2) the notation x⊥ stands for x⊥ = (−x2, x1), n denotes the unit outward normal on ∂F(t),
ds denotes the integration element on the boundary ∂S(t) of the body. In the equations (1.4) and (1.5), h(t) is the
position of the center of mass of the body,

`(t) := h′(t),

is the velocity of the center of mass and
r(t) := θ′(t),

is the angular velocity of the body. Accordingly, the solid velocity is given by

uS(t, x) := `(t) + r(t)(x− h(t))⊥. (1.8)

Since S(t) is a rigid body its position is obtained thanks to the rotation matrix

Q(t) :=

[
cos θ(t) − sin θ(t)
sin θ(t) cos θ(t)

]
. (1.9)

More precisely the position ΦS(t, x) ∈ S(t) at the time t of the point fixed to the body with an initial position x is

ΦS(t, x) := h(t) +Q(t)(x− h0),

so that
S(t) = ΦS(t,S0).

In Eulerian description the velocity uS(t, x) of the body S at time t at the position x is

uS(t, x) = ∂tΦ
S(t, (ΦS)

−1
(t, x)).

The flow ΦS corresponding to the solid is a rigid movement, that can be considered as a function of t ∈ R with
values in the special Euclidean group SE(2) of rigid movement in the plane.

The equations (1.1) and (1.2) are the incompressible Euler equations, the condition (1.3) means that the
boundary is impermeable, the equations (1.4) and (1.5) are the Newton’s balance laws for linear and angular
momenta: the fluid acts on the body through pressure forces.

A key quantity in the analysis is the vorticity

ω := curl u = ∂1u2 − ∂2u1,

which satisfies the transport equation:

∂tω + (u · ∇)ω = 0. (1.10)

One has the following result concerning the Cauchy problem for the above system, the initial position of the solid
being given. This result describes both Yudovich and classical solutions.

Theorem 1. For any u0 ∈ C0(F0;R2), (`0, r0) ∈ R2 × R, such that:

div u0 = 0 in F0 and u0 · n = (`0 + r0(x− h0)⊥) · n on ∂S0, (1.11)

w0 := curlu0 ∈ L∞c (F0), (1.12)

lim
|x|→+∞

u0(x) = 0,

there exists a unique solution (`, r, u) of (1.1)–(1.7) in C1(R;R2×R)×L∞loc(R;LL(F(t))) with ∂tu,∇p ∈ L∞loc(R;Lq(F(t)))
for any q ∈ (1,+∞).

Moreover such a solution satisfies that for all t > 0, w(t) := curl(u(t)) ∈ L∞c (F(t)), and ‖w(t, ·)‖Lq(F(t)) (for
any q ∈ [1,∞]),

∫
F(t)

w(t, x) dx and the circulation

γ :=

∫
∂S(t)

u · τ ds, (1.13)

are preserved over time.
If moreover u0 ∈ Cλ+1,ν(F0;R2) for λ in N and ν ∈ (0, 1), then u is L∞loc(R;Cλ+1,ν(F(t))).
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The notation LL(Ω) refers to the space of log-Lipschitz functions on Ω, that is the set of functions f ∈ L∞(Ω)
such that

‖f‖LL(Ω) := ‖f‖L∞(Ω) + sup
x 6=y

|f(x)− f(y)|
|x− y|(1 + ln− |x− y|)

< +∞. (1.14)

On the other hand the notation Cλ,ν(F0) denotes the Hölder space, endowed with the norm:

‖u‖Cλ,ν(F0) := sup
|α|6λ

(
‖∂αu‖L∞(F0) + sup

x 6=y∈F0

|∂αu(x)− ∂αu(y)|
|x− y|ν

)
< +∞.

Above, we used the abuse of notation L∞(R;X(F(t))) (resp. C0(R;X(F(t)))) where X is a functional space; by
this we refer to functions defined for almost each t as a function in the space X(F(t)), and which can be extended
as a function in L∞(R;X(R2)) (resp. C0(R;X(R2))).

Theorem 1 is proven in [4]. Let us also mention that the existence and uniqueness of finite energy and classical
solutions to the problem (1.1)–(1.7) has been tackled by Ortega, Rosier and Takahashi in [7].

Consider a solution (`, r, u) given by Theorem 1. The corresponding fluid velocity field u is log-Lipschitz in the
x-variable; consequently there exists a unique flow map ΦF continuous from R×F0 to F(t) such that

ΦF (t, x) = x+

∫ t

0

u(s,ΦF (s, x))ds. (1.15)

Moreover there exists c > 0 such that for any t, the vector field Φ(t, ·) lies in the Hölder space

C0,exp(−c|t|‖ω0‖L∞(F0))(F0),

and an example due to Bahouri and Chemin [1] shows that this estimate is optimal.
For M > 1, we will denote by GM ((−T, T );E) the Gevrey space of order M of smooth functions f : (−T, T )→ E

with values in a Banach space E such that for any compact set K ⊂ (−T, T ) there exist L,C > 0 such that for all
s ∈ N and for all t ∈ K,

‖∂st f(t)‖ 6 CLs(s!)M . (1.16)

Let us recall that forM = 1 the Gevrey space GM ((−T, T );E) is the space Cω((−T, T );E) of real-analytic functions.

The main result of this paper is the following.

Theorem 2. Assume that the boundary ∂S0 is Gevrey of order M and that the assumptions of Theorem 1 are
satisfied. Associate the solid and fluid flows ΦS and ΦF to the solution (`, r, u). Then for each T > 0,

(ΦS ,ΦF ) ∈ GM+2((−T, T );SE(2)× C0,exp(−cT‖ω0‖L∞(F0))(F0)). (1.17)

Remark 3. Since we will proceed by induction the proof of Theorem 2 also yields that assuming that the bound-
ary ∂S0 is only Ck+1,ν , with k ∈ N and ν ∈ (0, 1), then the flow (ΦS ,ΦF ) are Ck from (−T, T ) to SE(2) ×
C0,exp(−cT‖ω0‖L∞(F0))(F0).

Remark 4. Considering the particular case M = 1, we see that when the boundary is real-analytic, the flows
(ΦS ,ΦF ) belong to the Gevrey space G3. This extends the results obtained in [3] for a fluid filling the whole plane
and in [8] for a fluid bounded by fixed boundaries. Moreover, mixing the techniques of the present paper and the
ones of [5], one could prove that for strong solutions of the system, that is when u0 ∈ Cλ+1,ν(F0;R2) in Theorem 1,
and when the boundary ∂S0 is real-analytic, then the flows (ΦS ,ΦF ) belong to Cω((−T, T );SE(2)× Cλ+1,ν(F0)).
Actually it is expected that this also holds true in three dimensions locally in time. This is the equivalent in the
case of an exterior domain of what is proven in [5] in a bounded one.

Another way to express the result obtained in Theorem 2 is that we prove that for any k ∈ N, for any T > 0,
any τ ∈ (0, T ), there exists L > 0 such that for any t ∈ [−τ, τ ],

‖∂k+1
t ΦF (t, ·)‖

C
0,exp(−cT‖ω0‖L∞(F0))(F0)

+ ‖`(k)(t)‖+ |r(k)(t)| 6 Lk+1(k!)M+2. (1.18)
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2 Preliminaries

In this section, we introduce the basic material that we use in order to prove Theorem 2.

2.1 Basic material

We introduce the distance to ∂S0:
ρ(x) := dist(x, ∂S0).

Using the assumption on S0, we deduce that there exists cρ > 0 such that on some bounded neighborhood W0 of
the boundary ∂S0 in F0, one has for all s ∈ N,

‖∇sρ‖ 6 csρ (s!)M , (2.1)

as a function (onW) with values in the set of symmetric s-linear forms. Without loss of generality, we may assume
that

cρ > 1.

Since the motion of the body is rigid we have that, for all t, the distance to S(t) in

W(t) := ΦS(t,W0),

is given by
ρ(t, x) = ρ0((ΦS)−1(t, x)). (2.2)

It will useful to have in mind the following form of the Hölder inequality: for any integer k, for any θ := (s, α) in

Ak := {θ ∈ N∗ × Ns/ 2 6 s 6 k + 1 and α := (α1, . . . , αs) ∈ Ns/ |α| = k + 1− s},

where the notation |α| stands for |α| := α1 + . . .+ αs, and for any p > 1,∥∥∥∥∥
s∏
i=1

fi

∥∥∥∥∥
L

p
k+1 (F(t))

6
s∏
i=1

‖fi‖
L

p
αi+1 (F(t))

. (2.3)

Conventions. We will use Einstein’s repeated index convention. Given A ∈M2(R), we denote by tr{A} its trace
and by as{A} := A − A∗ its antisymmetric part. Given ϕ a smooth vector field, curl(ϕ) can be considered either
as a scalar ∂1ϕ2 − ∂2ϕ1 or as a matrix, whose entry at the k-th row and l-th column is [curl(ϕ)]kl = ∂kϕl − ∂lϕk.
The translation between the two is immediate. Also, ∇ϕ is the matrix (∇ϕ)kl = ∂kϕl. Hence curlϕ = as{∇ϕ}.

Throughout this paper, we denote by N the set of nonnegative intergers and by N∗ the set of positive integers.

2.2 Added mass

We will use the following decomposition of the pressure, which is the two-dimensional counterpart of [5, Lemma 3].

Lemma 5. Equation (1.1) can be written as

Du = −∇µ+∇

(
Φ ·
[
`
r

]′)
, (2.4)

with Φ := (Φa)a=1,2,3, where the functions Φa = Φa(t, x) and µ = µ(t, x) are the solutions of the following problems:

−∆Φa = 0 for x ∈ F(t), (2.5)

Φa(x)→ 0 for x→∞, (2.6)

∂Φa
∂n

= Ka for x ∈ ∂S(t), (2.7)
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where

Ka :=

{
na if a = 1, 2,
(x− h(t))⊥ · n if a = 3,

(2.8)

and
−∆µ = tr{∇u · ∇u} for x ∈ F(t), (2.9)

µ(x)→ 0 as x→∞, (2.10)

∂µ

∂n
= σ, for x ∈ ∂S(t), (2.11)

where uS = uS(t, x) is given by (1.8) and where

σ := ∇2ρ {u− uS , u− uS} − n ·
(
r (2u− uS − `)⊥

)
. (2.12)

Let us observe that
Φa(t, x) = Φa(0, (ΦS)−1(t, x)),

so that the matrix

M2 =
[∫
F(t)
∇Φa · ∇Φb dx

]
a,b∈{1,2,3}

is time-independent. It is also easy to see that the matrix M2 is symmetric and positive, as a Gram matrix
(actually, when S0 is not a ball, it is even positive definite). Consequently the matrix

M :=M1 +M2, M1 :=

[
m Id2 0

0 J

]
,

is symmetric and positive definite. ActuallyM is referred as the “virtual inertia tensor”, it incorporates the “added
inertia tensor” M2 which, loosely speaking, measures how much the surrounding fluid resists the acceleration as
the body moves through it. Its relevance in that context is highlighted by the following property, which is the
two-dimensional counterpart of [5, Lemma 4].

Lemma 6. The equations (1.4)-(1.5) can be written as

M
[
`
r

]′
=

[∫
F(t)

∇µ · ∇Φa dx

]
a∈{1,2,3}

. (2.13)

2.3 Regularity lemma

We will use the following elliptic regularity estimate. It is a classical regularity estimate for the div-curl elliptic
system in Lp, except for what concerns the treatment of low frequencies, for which we rely on an approach due to
T. Kato [6].

Lemma 7. There exists c > 0 such that for any p ∈ (2,+∞), for any smooth vector field f ∈ Lp(F0;R2) satisfying

(i) div f and curl f are in Lp(F0),

(ii) div f = ∂i∂haih and curl f := ∂i∂hbih with the aih and the bih in Lp(F0),

(iii) there exists φ in W 1,p(W) such that (n · f)|∂F0
= φ|∂F0

,

then f ∈W 1,p(F0;R2) and

c‖f‖W 1,p(F) 6 p
(
‖ div f‖Lp(F) + ‖ curl f‖Lp(F0) + ‖φ‖W 1,p(W)

)
+ ‖aih‖Lp(F0) + ‖bih‖Lp(F0) +

∣∣∣∣∫
∂S0

f · τ ds
∣∣∣∣ . (2.14)

To obtain Lemma 7, we are first going to prove the following lemma.
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Lemma 8. Let η ∈ C∞(R2) such that 1− η ∈ C∞c (R2). There exists c > 0 such that for any p ∈ (2,+∞), for any
smooth vector field f ∈ Lp(R2;R2) satisfying

(i) div f and curl f are in Lp(R2),

(ii) div f = η∂i∂haih and curl f := η∂i∂hbih with the aih and the bih in Lp(R2),

then f ∈W 1,p(R2) and

c‖f‖W 1,p(R2) 6 p(‖ div f‖Lp(R2) + ‖ curl f‖Lp(R2)) + ‖aih‖Lp(R2) + ‖bih‖Lp(R2).

Proof of Lemma 8. According to the Biot-Savart formula, we have, for any x ∈ R2,

f(x) =

∫
R2

H(x− y) div f(y) dy +

∫
R2

H⊥(x− y) curl f(y) dy, (2.15)

where

H(x) :=
x⊥

2π|x|2
.

Here the difficulty lies in the estimate of the Lp norm of f , since for the gradient we have the classical Calderón-
Zygmund estimates:

c‖∇f‖Lp(R2) 6 p(‖div f‖Lp(R2) + ‖ curl f‖Lp(R2)).

To overcome this difficulty we will follow the strategy of the proof of [6, Lemma 9.1]. Let us only deal with the first
term in Eq. (2.15); the second one can be tackled in a similar way. We introduce a smooth function ζ ∈ C∞c (R2)
such that ζ = 1 in the unit ball B(0, 1) and ζ = 0 in the complementary set of B(0, 2). Now we decompose the
integral in two parts:∫

R2

H(x− y) div f(y)dy =

∫
R2

ζ(x− y)H(x− y) div f(y)dy +

∫
R2

(1− ζ(x− y))H(x− y)η(y)∂i∂haih(y)dy. (2.16)

Using the classical Calderón-Zygmund theory we obtain that the norm in W 1,p(R2) of the first term in Eq. (2.16)
is bounded by cp‖ div f‖Lp(R2), where the constant c does not depend on p > 2 (the dependence of the constants
on p is crucial here as well as in Yudovich’s argument [9]). Observe in particular that the kernel ζH is integrable
at infinity which yields the Lp part of the previous estimate.

Now, for the second part we integrate by parts twice, so that we get∫
R2

(1− ζ(x− y))H(x− y)η∂i∂haih(y)dy =

∫
R2

∂i∂h

(
η(y)(1− ζ(x− y))H(x− y)

)
aih(y)dy.

Since the kernel above is smooth we easily get by Young’s inequality that the norm of this term in W 1,p(R2) is
bounded by C‖aih‖Lp(R2). This completes the proof of Lemma 8.

Proof of Lemma 7. Let R > 0 be large enough for S0 ⊂ B(0, R) and let us consider a smooth function η such that
η = 0 in a neighborhood of ∂S0 and η = 1 in the complementary set of B(0, R). According to the previous lemma,
the solution F in W 1,p(R2) of

divF = η div f and curlF = η curl f in R2,

satisfies the estimate (2.14) (Here we extend the functions η, f , aih and bih by 0 inside S0 to be in position to
apply Lemma 8). Now, the function

f̃ := f − F,

has its divergence and rotational supported in the ball B(0, R), and its circulation around S0 is given by∫
∂S0

f̃ · τ ds =

∫
∂S0

f · τ ds−
∫
S0

divF dx.
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Consequently there holds (extending n in the neighborhood W0 of ∂S0):

‖f̃‖Lp(F0) 6 Cp
(
‖div f̃‖Lp(F0) + ‖ curl f̃‖Lp(F0) + ‖f̃ · n‖W 1,p(W0)

)
+ C

∣∣∣∣∫
∂S0

f̃ · τ ds
∣∣∣∣

6 Cp
(
‖div f‖Lp(F0) + ‖ curl f‖Lp(F0) + ‖φ‖W 1,p(W) + ‖aih‖Lp(F0) + ‖bih‖Lp(F0)

)
+ C

∣∣∣∣∫
∂S0

f · τ ds
∣∣∣∣ .

This concludes the proof of Lemma 7.

Remark 9. Thanks to the invariance properties of the divergence and of the curl with respect to rotation and
translation the previous lemma holds for the domain F(t) with the same constant for any time t.

2.4 Formal identities

We will use some formal identities, which have already been obtained in [5], as a combinatorial refinement of the
ones obtained by Kato in [6]. They concern the iterated material derivatives (Dku)k∈N∗ , where

D := ∂t + (u · ∇),

under the assumption that (`, r, u) is a smooth solution of the above system.
We use the following notations: for α := (α1, . . . , αs) ∈ Ns we will denote α! := α1! . . . αs!. We denote for any

integer k,

Ak := {θ := (s, α) ∈ N∗ × Ns/ 2 6 s 6 k + 1 and α := (α1, . . . , αs) ∈ Ns/ |α| = k + 1− s},

where the notation |α| stands for |α| := α1 + . . .+ αs.

Let us be given a smooth vector field ψ. We first recall some formal identities for divDkψ, for curlDkψ of the
iterated material derivatives (Dkψ)k∈N∗ as combinations of the functionals

f(θ)[u, ψ] := ∇Dα1u · . . . · ∇Dαs−1u · ∇Dαsψ, (2.17)

with θ := (s, α) ∈ Ak. The precise statement is the following (see [5, Prop. 6]).

Proposition 10. For k ∈ N∗, we have in F(t)

divDkψ = Dk (divψ) + tr
{
F k[u, ψ]

}
where F k[u, ψ] :=

∑
θ∈Ak

c1k(θ) f(θ)[u, ψ], (2.18)

curlDkψ = Dk (curlψ) + as
{
Gk[u, ψ]

}
where Gk[u, ψ] :=

∑
θ∈Ak

c2k(θ) f(θ)[u, ψ], (2.19)

and where for i = 1, 2 and θ = (s, α), the cik(θ) are integers satisfying

|cik(θ)| 6 k!

α!
. (2.20)

Remark 11. In particular for ψ = u and k = 1 we obtain

div(Du) = −div(∇µ) = tr(F 1[u, u]).

Now we recall some formal identities for normal traces on ∂S(t) of the rigid body of iterated material derivatives
Dkψ, and for iterated material derivatives of the functions Ki defined in (2.8). To a scalar r ∈ R we associate the
matrix

R(r) := r

(
0 −1
1 0

)
.
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To any β ∈ Ns and r ∈ C |β|((−T, T );R) we define the functional Rβ [r] which associates to the time-dependent
function r the time-dependent rotation matrix

Rβ [r] := R
(
r(β1)

)
· . . . · R

(
r(βs)

)
. (2.21)

For any s ∈ N∗, we will use some multi-indices s′ := (s′1, ..., s
′
s) in Ns. Then we will denote s′ := |s′| = s′1 + ...+ s′s,

(α1, ..., αs) will be in Ns′1 × ...×Ns′s and α := (α1, ..., αs, αs′+1, ..., αs′+s) will be an element of Ns′+s. The bricks of
the following formal identities will be the functionals, defined for smooth vector fields ϕ and ψ and a multi-index
ζ := (s, s′, α) ∈ N∗ × Ns × Ns+s′ :

h(ζ)[r, ϕ, ψ] := ∇sρ(t, x){Rα1
[r]Dαs′+1ϕ, ...,Rαs−1

[r]Dαs′+s−1ϕ,Rαs [r]D
αs′+sψ}. (2.22)

In (2.22) the term Rαi [r] should be omitted when s′i := 0. We introduce the following set

Bk := {ζ = (s, s′, α)/ 2 6 s+ s′ 6 k + 1 and |α|+ s+ s′ = k + 1}. (2.23)

We have the following formal identity.

Proposition 12. Given a smooth vector field ψ, for k ∈ N∗, there holds on the boundary ∂S(t)

n ·Dkψ = Dk (n · ψ) +Hk[r, u− uS , ψ] where Hk[r, u− uS , ψ] :=
∑
ζ∈Bk

d1
k(ζ) h(ζ)[r, u− uS , ψ], (2.24)

DkKi = H̃k[r, u− uS , σi] where H̃k[r, u− uS , σi] :=
∑
ζ∈Bk

d2
k(ζ) h(ζ)[r, u− uS , σi], (2.25)

where the Ki are defined in (2.8),

σi := ei if i = 1, 2, and σi := (x− h(t))⊥ if i = 3, (2.26)

and where the djk(ζ), j = 1, 2, are integers satisfying, for any ζ := (s, s′, α) ∈ Bk,

|djk(ζ)| 6 3s+s
′
k!

α!(s− 1)!
, (2.27)

The proof of this proposition is completely identical to the proof of [5, Prop. 8] and is therefore omitted.

We can also establish identities for the gradient ∇Dkψ for a smooth scalar-valued function ψ:

Proposition 13. For k > 1, we have in the domain F(t)

Dk∇ψ = ∇Dkψ +Kk[u, ψ], (2.28)

where for k > 1,

Kk[u, ψ] := −
k∑
r=1

(
k

r

)
∇Dr−1u ·Dk−r∇ψ. (2.29)

The proof of this proposition is completely identical to the proof of [6, Prop. 3.5], and is therefore omitted.

2.5 Further formal identities

In this subsection, we give some other formal identities aimed at dealing with the far-field/low frequencies. This is
inspired by [6, Section 6]. Again, we assume here that (`, r, u) is a smooth solution of the system.

We first recall the following commutation rules which allow to exchange D and other differentiations. They are
valid for ψ a smooth scalar/vector field defined in the fluid domain:

D(ψ1ψ2) = (Dψ1)ψ2 + ψ1(Dψ2), (2.30)

∂k(Dψ)−D(∂kψ) = (∂kuj)(∂jψ), (2.31)

divDψ −D divψ = tr {(∇u) · (∇ψ)} , (2.32)

curlDψ −D curlψ = as {(∇u) · (∇ψ)} . (2.33)
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2.5.1 An identity concerning the divergence

The first formal identity of this section is given in the following statement.

Proposition 14. Let us consider ψ a smooth vector field, and suppose that for some family (φ̂ij)i,j=1...d of smooth
functions, one has in F(t)

div(ψ) = ∂iφi where φi = ∂j φ̂ij . (2.34)

Then for n ∈ N∗, we have in F(t)

divDnψ = ∂i∂j φ̂
n
ij [u, ψ],

where
φ̂nij [u, ψ] :=

∑
ξ∈Â1

n

ĉn,1i,j (ξ) ĝ(ξ)[u, ψ] +
∑
ξ∈Â2

n

ĉn,2i,j (ξ) ǧ(ξ)[u, φ̂], (2.35)

with, for δ = 1 or 2,

Aδn := {θ := (s, α) ∈ N∗ × Ns/ 3− δ 6 s 6 n+ 1 and α := (α1, . . . , αs) ∈ Ns/ |α| = n+ 1− s}, (2.36)

Âδn := {ξ := (s, α, k, λ)/ (s, α) ∈ Aδn and (k, λ) ∈ {1, ..., d}[s+δ−3]+s}, (2.37)

ĝ(ξ)[u, ψ] := Dα1uλ1
· ∂k2Dα2uλ2

· ... · ∂ks−1
Dαs−1uλs−1

·Dαsψλs , (2.38)

ǧ(ξ)[u, φ̂] := Dα1uλ1 · ∂k2Dα2uλ2 · ... · ∂ks−1D
αs−1uλs−1 · ∂ksDαs φ̂λsks , (2.39)

and where, for δ = 1, 2, the ĉn,δi,j (ξ) are integers satisfying

|ĉn,δi,j (ξ)| 6 4s
n!

α!
. (2.40)

We first state and prove two lemmas before establishing Proposition 14.

Lemma 15. Under the hypothesis of Proposition 14, we have that for n ∈ N, for x in F(t)

divDnψ = ∂iφ
n

i (2.41)

φ
n

i = ∂j φ̂
n
i,j , (2.42)

where the sequences (φ
n

i )n∈N and (φ̂ni,j)n∈N, are respectively defined by

φ
0

i = ∂j φ̂ij and φ
n+1

i := Dφ
n

i − (∂ku
i)(φ

n

k −Dnψk), (2.43)

φ̂0
i,j = φ̂ij and φ̂n+1

i,j := Dφ̂ni,j − φ̂ni,k · ∂kuj + ui(∂kφ̂
n
j,k −Dnψj). (2.44)

Proof. This is an induction argument.

• Let us first prove by iteration that (2.41) holds true when the sequence (φ
n

i )n∈N is defined by (2.43). The case
n = 0 is precisely the hypothesis (2.34). Let us now assume that (2.41) and (2.43) hold true for some n ∈ N and
let us show the same for the rank n+ 1.

We first use the commutation rule (2.32) to exchange D and div to get

divDn+1ψ = D divDnψ + tr(∇u · ∇Dnψ).

Then we use (2.41) and the commutation rule (2.31) so that

divDn+1ψ = D∂iφ
n

i + (∂iuk)(∂kD
nψi),

= ∂iDφ
n

i − (∂iuk)(∂kφ
n

i − ∂kDnψi),

Now, since div u = 0 we get

divDn+1ψ = ∂iDφ
n

i − ∂k((∂iu
k)(φ

n

i −Dnψi)),

= ∂iDφ
n

i − ∂i((∂kui)(φ
n

k −Dnψk)),
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after exchanging the dummy indices i and k. This yields (2.43).

• We go on with (2.42) and (2.44). We also proceed by iteration. The case n = 0 is satisfied by assumption, see

again the hypothesis (2.34). Now let us assume that (2.42) holds true for some n ∈ N when the sequence (φ̂ni,j)n∈N
is defined by (2.44), and show the same at rank n+ 1.

Plugging (2.42) (at rank n) in (2.43) we have

φ
n+1

i = D∂j φ̂
n
i,j − (∂ku

i)(∂j φ̂
n
k,j −Dnψk),

Then we use the commutation rule (2.31) and Leibniz’ rule to get

φ
n+1

i = ∂jDφ̂
n
i,j − (∂ju

k)(∂kφ̂
n
i,j)− ∂k(ui(∂j φ̂

n
k,j −Dnψk)) + ui(∂j∂kφ̂

n
k,j − ∂kDnψk).

This last term vanishes according to (2.41) so that, using div u = 0 and exchanging some dummy indices, we get

φ
n+1

i = ∂jDφ̂
n
i,j − ∂k((∂ju

k)(φ̂ni,j + ui(∂j φ̂
n
k,j −Dnψk)),

= ∂jDφ̂
n
i,j − ∂j((∂kuj)(φ̂ni,k + ui(∂kφ̂

n
j,k −Dnψj)),

= ∂j φ̂
n+1
i,j ,

where φ̂n+1
i,j is given by (2.44).

The second step of the proof of Proposition 14 is the following lemma.

Lemma 16. Under the hypothesis of Proposition 14, we have that for n ∈ N, we have in F(t)

φ
n

i =
∑
ξ∈A1

n

cn,1i,j (ξ) g(ξ)[u, ψ] +
∑
ξ∈A2

n

cn,2i,j (ξ) g̃(ξ)[u, φ̂], (2.45)

with

Aδn := {ξ := (s, α, k, λ)/ (s, α) ∈ Aδn and (k, λ) ∈ {1, ..., d}[s+δ−2]+s}, (2.46)

g(ξ)[u, ψ] := ∂k1D
α1uλ1

· ∂k2Dα2uλ2
· ... · ∂ks−1

Dαs−1uλs−1
·Dαsψλs , (2.47)

g̃(ξ)[u, φ̂] := ∂k1D
α1uλ1 · ∂k2Dα2uλ2 · ... · ∂ks−1D

αs−1uλs−1
· ∂ksDαs φ̂λsks , (2.48)

and where, for δ = 1, 2, the cn,δi,j (ξ) are integers satisfying

|cn,δi,j (ξ)| 6 2s
n!

α!
. (2.49)

Proof. Let us first explain why formula (2.45) holds without yet estimating the coefficients cn,δi,j (ξ). When n = 0,

it is clear that one can put φ
0

i = ∂j φ̂ij in the form (2.45). Next, assuming that φ
n

i has this form, we apply (2.43).

It is obvious that the terms (∂ku
i)(φ

n

k − Dnψk) can enter the right hand side of (2.45); only the term Dφ
n

i is
not trivial. But actually, that Dφ

n

i can be put of the form (2.45) is a consequence of the induction assumption,
Leibniz’s formula and the commutation rule (2.31).

It remains to make the claim quantitative, that is to say, to prove that the coefficients cn,δi,j (ξ) that we recover

satisfy (2.49). For n = 0 the claim is trivial. Let us now discuss the passage from n to n + 1. To obtain φ
n+1

i ,
we apply relation (2.43) and consider the resulting terms coming from those of (2.45). We first consider a term
coming from the first sum of (2.45), that is, corresponding to δ = 1. The modifications needed in the case δ = 2
will be explained below.

Let ξ ∈ A1

n+1 with s > 3. When computing φ
n+1

i with the relation (2.43) the term involving g(ξ)[u, ψ] comes:
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1. either from Dφ
n

i : the term appears after applying D to a function g(ξ′)[u, ψ], ξ′ ∈ A1

n, and using the
commutation rule (2.31). The function function g(ξ′)[u, ψ] has one less material derivative or a term having
a factor of the type ∂kjui less. There are at most

s∑
j=1

αj2
s n!

α!
,

contributions of the first kind (one has added a materiel derivative to some g(ξ′)[u, ψ]), and at most

(s− 1)2s−1 n!

α!
,

of the second kind (one has added a (∂kjui) factor to some g(ξ′)[u, ψ]).

2. either from (∂ku
i)φ

n

k . Again there are at most (s− 1)2s−1 n!
α! contributions.

Since (
∑s
j=1 αj) + s− 1 = n+ 1, in total, we have

|cn+1,δ
i,j (ξ)| 6 2s

(n+ 1)!

α!
.

Concerning the particular case s = 2, we have to take into account the additional term (∂ku
i)Dnψk in relation

(2.43). But since δ = 1, there are no terms corresponding to s = 1, that is, in this case, there are only contributions
“of the first kind” as referred to above. It follows that here the total contributions can be estimated from above by

n22n! + 1 6 22(n+ 1)!.

The case δ = 2 is similar, but two modifications are in order:

1. here s starts from s = 1,

2. there are no particular additional contributions for s = 2.

We can now get back to the proof of Proposition 14.

Proof of Proposition 14. Again the case n = 0 is clear, and we discuss the passage from n to n+ 1. The induction
relation on which we will rely is the following, directly deduced from Lemma 15:

φ̂n+1
i,j = Dφ̂ni,j − φ̂ni,k · ∂kuj + ui(φ

n

j −Dnψj).

We begin with δ = 1. A term ĝ(ξ)[u, ψ] with ξ ∈ Â1
n+1 (with s > 3) has been obtain through several ways:

1. either from Dφ̂ni,j : either from a term whose one factor has one less material derivative or from a term having
a factor of the type ∂kjui less. There are at most

s∑
j=1

αj4
s n!

α!
,

contributions of the first kind, and at most

(s− 1)4s−1 n!

α!
,

of the second kind,

2. either from φ̂ni,k · ∂kuj , which gives again at most (s− 1)4s−1 n!
α! contributions,

11



3. either from uiφ
n

j , giving a contribution at most 2s−1 n!
α! , according to Lemma 16.

Summing these contributions, this gives the conclusion.

For what concerns the case s = 2, we have again an additional term uiDnψj , but here there is no contribution

coming from φ̂ni,k · ∂kuj because there are no terms corresponding to s = 1. The conclusion follows as previously.

Again, the case δ = 2 is mutatis mutandis the same, with s starting from s = 1, but no particular additional
term for s = 2.

2.5.2 An identity concerning the curl

The second formal identity of this section is given in the following statement.

Proposition 17. Let us consider ψ a smooth gradient vector field. Then for n ∈ N∗, we have in F(t)

(curlDnψ)kl = ∂i∂jΓ̂
n
ij,kl[u, ψ], (2.50)

where
Γ̂nij,kl[u, ψ] :=

∑
ξ∈Â1

n

d̂nij,kl(ξ) ĝ(ξ)[u, ψ], (2.51)

where Â1
n is defined in (2.36) and the d̂ni,j(ξ) are integers satisfying

|d̂nij,kl(ξ)| 6 4s
n!

α!
. (2.52)

Remark 18. That there is only one sum in (2.51) while there were two in (2.35) is due to the fact that we suppose
ψ to be a gradient field, so that (2.50) is trivial for n = 0, which simplifies the analysis. This is sufficient to our
purpose.

Again we will need two preliminary lemmas before proving Proposition 17. The following lemma is the coun-
terpart of Lemma 17.

Lemma 19. Under the hypothesis of Proposition 17, we have that for n ∈ N, for x in F(t)

(curlDnψ)kl = ∂iΓ
n

i,kl (2.53)

Γ
n

i,kl = ∂jΓ̂
n
ij,kl, (2.54)

where the sequences (Γ
n

i,kl)n∈N, (Γ̂nij,kl)n∈N are respectively defined by

Γ
0

i,kl = 0 and Γ
n+1

i,kl := DΓ
n

i,kl − (∂kui)Γ
n

i,kl + (∂kui)D
nψl − (∂lui)D

nψk, (2.55)

Γ̂0
ij,kl = 0 and Γ̂n+1

ij,kl := DΓ̂nij,kl − (∂kuj)Γ̂
n
ih,kl − uiΓ

n

j,kl − δj,kuiDnψl − δj,luiDnψk. (2.56)

Proof of Lemma 19. Let us first prove by iteration that (2.53) holds true when the sequences (Γ
n

i,kl)n∈N are defined
by (2.55). The case n = 0 holds true since ψ is a gradient vector field by hypothesis. Let us now assume that
(2.53)-(2.55) holds true for some n ∈ N and let us show the same for the rank n+ 1.

We first use the commutation rule (2.33) to exchange D and curl to get

(curlDn+1ψ)kl = (D curl(Dnψ) + as {∇u · ∇Dnψ})kl. (2.57)

Then we use (2.53), the commutation rule (2.31) and that div u = 0 to get

(curlDn+1ψ)kl = D∂iΓ
n

j,kl + (∂kuh)(∂hD
nψl)− (∂luh)(∂hD

nψk)

= ∂iDΓ
n

j,kl − (∂iuh)(∂hΓ
n

i,kl)− ∂h((∂kuh)Dnψl − (∂luh)Dnψk)

= ∂iDΓ
n

j,kl − ∂h((∂iuh)Γ
n

i,kl − (∂kuh)Dnψl − (∂luh)Dnψk).
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After exchanging the dummy indices i and h this yields

(curlDn+1ψ)kl = ∂i(DΓ
n

i,kl − (∂hui)Γ
n

h,kl + (∂kui)D
nψl − (∂lui)D

nψk)

= ∂iΓ
n+1

i,kl ,

where Γ
n+1

i,kl is given by (2.55). Now,

Γ
n+1

i,kl = DΓ
n

i,kl − (∂hui)Γ
n

h,kl + (∂kui)D
nψl − (∂lui)D

nψk

= D∂jΓ̂
n+1
ij,kl − ∂h(uiΓ

n

h,kl) + ui∂hΓ
n

h,kl + ∂k(uiD
nψl)− ui∂k(Dnψl)− ∂l(uiDnψk) + ui∂lD

nψk.

Summing the third term with the fifth term and the last one yields 0 so that

Γ
n+1

i,kl = ∂jDΓ̂n+1
ij,kl − ∂h(∂juhΓ̂n+1

ij,kl)− ∂h(uiΓ
n

h,kl)− ∂k(uiD
nψl)− ∂l(uiDnψk)

= ∂jΓ̂
n+1
ij,kl

where Γ̂n+1
ij,kl is given by (2.56).

Lemma 20. Under the hypothesis of Proposition 17, we have that for n ∈ N, we have in F(t)

Γ
n

i,kl =
∑
ξ∈A1

n

d
n

i,kl(ξ) g(ξ)[u, ψ], (2.58)

where A1

n is defined in (2.46), g(ξ) is defined in (2.47) and where the d
n

i,kl are integers satisfying

|dni,kl| 6 2s
n!

α!
. (2.59)

Proof of Lemma 20. This is exactly the same proof as for Lemma 16 (even, it is simpler since there is only one
type of terms here), except for what concerns s = 2. For s = 2, we see from (2.55) that a term g(ξ)[u, ψ] with

ξ ∈ A1

n+1 comes either by adding a material derivative to a factor in a term of Γ
n

i,kl, or from the additional terms
(∂kui)D

nψl and −(∂lui)D
nψk. Hence the total contributions can be estimated from above by

n22n! + 2 = 22(n+ 1)!− 4n! + 2 6 22(n+ 1)!.

Proof of Proposition 17. One can observe that, except for what concerns s = 2, the induction relations (2.55)-(2.56)
are exactly the same as (2.43)-(2.44). The only difference consists in the number of additional terms which can be
2 in (2.56) when j = k = l. But the particular argument for s = 2 works again: we have (at most) two additional
terms, but the other contributions come only from adding a material derivative to an existing term. The conclusion
follows as previously.

3 Proof of Theorem 2

We are now in position to prove Theorem 2.

We proceed by regularization. Consequently, we will work from now on a smooth solution of the equation,
without changing the notation. Since the estimates that we are going to establish are uniform with respect to the
regularization parameter, the general result follows. We refer to [5] for more details on this step. Note in particular
that we can use the formal identities of Section 2 that were derived under the assumption that (`, r, u) is smooth.

The main argument is to prove by induction an estimate on the k-th material derivative of the fluid and the
body velocities.
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3.1 Iteration

Let

k0 ∈ N∗, ν ∈ (0, 1), p1 >
2

1− ν
and p2 > p1 · (k0 + 1). (3.1)

We are going to prove recursively that for L > 0 large enough, for any integer k 6 k0,

‖Dku‖
W

1,
p2
k+1 (F(t))

+ ‖`(k)‖+ |r(k)| 6 Vk, (3.2)

with

Vk :=
pk2(k!)MLk

(k + 1)2
Vk+1,

where
V := ‖u‖W 1,p2 (F(t)) + ‖`‖+ |r|.

The norm on vectors of R2 (here ` and its derivatives) is the usual Euclidean one. We will also the notation ‖ · ‖
for the associated matrix norm.

The inequality (3.2) is true for k = 0. Now let us assume that Eq. (3.2) is proved up to k − 1 6 k0 − 1.

We will first prove the following proposition, which, under the induction hypothesis, allows to estimate the next
iterated material derivative of the pressure field, as it decomposed in Paragraph 2.2.

Proposition 21. The functions Φa (a = 1, 2, 3) and µ satisfy the following assertions.

• There exists a positive constant C0 = C0(S0) such that∑
16a63

‖∇Φa‖W 1,p2 (F(t)) 6 C0. (3.3)

• There exists γ1 a positive decreasing function with lim
L→+∞

γ1(L) = 0 such that if for all j 6 k − 1,

‖Dju‖
W

1,
p2
j+1 (F(t))

+ ‖`(j)‖+ ‖r(j)‖ 6 Vj , (3.4)

then for all 1 6 j 6 k, ∑
16a63

‖Dj∇Φa‖
W

1,
p2
j+1 (F(t))

6 γ1(L)
Vj
V
. (3.5)

• There exists a positive constant C0 = C0(S0) such that

‖∇µ‖
W 1,

p2
2 (F(t))

6 C0 V2. (3.6)

• There exists γ2 a positive decreasing function with lim
L→+∞

γ2(L) = 0 such that if for all j 6 k − 1, (3.4) holds

true then for all 1 6 j 6 k − 1,
‖Dj∇µ‖

W
1,
p2
j+2 (F(t))

6 γ2(L)V Vj . (3.7)

Proposition 21 is proven in Subsections 3.2 and 3.3.

The second proposition allows to propagate the induction hypothesis on the solution (`, r, u) itself.

Proposition 22. There exist a positive decreasing functions γ3 with lim
L→+∞

γ3(L) = 0 such that if for all j 6 k−1,

(3.4) holds, then
‖`(k)‖+ |r(k)|+ ‖Dku‖

W
1,
p2
k+1 (F(t))

6 Vk γ3(L). (3.8)

The proof of Proposition 22 is given in Subsection 3.4.

Once Proposition 22 established, the claim that (3.2) holds true up to k 6 k0 is a direct induction argument.
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3.2 Proof of Proposition 21, functions ∇Φa

Recall that the functions ∇Φa (a = 1, 2, 3) defined by (2.5)–(2.7) satisfy

div∇Φa = 0 in F(t), curl∇Φa = 0 in F(t), n · ∇Φa = Ka on ∂S(t), Φa(x)→ 0 for x→∞. (3.9)

Then by applying the regularity lemma (Lemma 7), we obtain immediately (3.3).

Let us now prove the second point of Proposition 21 by induction on j. Let us therefore assume that the
estimate (3.5) holds true up to rank j−1 and prove that then it is also true at rank j. By applying Dj to (3.9) and
by using Propositions 10, 12, 13, 14 (with ψ = ∇Φa, which satisfy the assumption (2.34) with identically vanishing

functions φ̂ij) and 17 (also with ψ = ∇Φa) we obtain that Dj∇Φa satisfies the following relations

divDj∇Φa = tr
{
F j [u,∇Φa]

}
in F(t), (3.10)

curlDj∇Φa = as
{
Gj [u,∇Φa]

}
in F(t), (3.11)

n ·Dj∇Φa = DjKa +Hj [r, u− uS ,∇Φa] on ∂S(t) (3.12)

divDj∇Φa = ∂i∂ha
j
ih[u,∇Φa] in F(t), (3.13)

curlDj∇Φa = ∂i∂hb
j
ih[u,∇Φa] in F(t), (3.14)∫

∂S(t)

Dj∇Φa · τ ds =

∫
∂S(t)

Kj [u,Φa] · τ ds, (3.15)

where

ajih[u,∇Φa] :=
∑
ξ∈Â1

j

ajih(ξ) ĝ(ξ)[u,∇Φa],

bjih[u,∇Φa] :=
∑
ξ∈Â1

j

bjih(ξ) ĝ(ξ)[u,∇Φa].

Above the set Â1
j and the functionals ĝ(ξ) are the one defined in (2.37); and the integer coefficients ajih(ξ) and

bjih(ξ) satisfy respectively the estimates

|ajih(ξ)| 6 4s
j!

α!
, |bjih(ξ)| 6 4s

j!

α!
.

3.2.1 Estimate of F j [u,∇Φa] and Gj [u,∇Φa]

Applying the Hölder inequality (2.3) to f(θ)[u,∇Φa] (whose definition is given in (2.17)) for θ ∈ Aj , we obtain
that

‖f(θ)[u,∇Φa]‖
L
p2
j+1 (F(t))

6
s−1∏
i=1

‖Dαiu‖
W

1,
p2
αi+1 (F(t))

‖Dαs∇Φa‖
W

1,
p2

αs+1 (F(t))
.

Using the induction hypothesis and since for θ ∈ Aj , |α| = j + 1− s, we have

‖f(θ)[u,∇Φa]‖
L
p2
j+1 (F(t))

6 Lj Vj (α!)ML1−sp
|α|
2

s∏
i=1

1

(1 + αi)2
.

Now thanks to Proposition 10, we obtain

‖F j [u,∇Φa]‖
L
p2
j+1 (F(t))

6 j!Lj Vj
j+1∑
s=2

L1−s
∑
α s.t.

|α|=j+1−s

(α!)M−1p
|α|
2

s∏
i=1

1

(1 + αi)2
.
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When θ ∈ Aj , 2 6 s 6 j + 1 and |α| = j + 1− s, then |α| 6 j − 1 so that

‖F j [u,∇Φa]‖
L
p2
j+1 (F(t))

6 pj−1
2 (j!)MLj Vj

j+1∑
s=2

L1−s

jM−1

∑
α/ |α|=j+1−s

s∏
i=1

1

(1 + αi)2
. (3.16)

We now use the following lemma (cf. [2, Lemma 7.3.3]).

Lemma 23. For any couple of positive integers (s,m) we have

∑
α∈(N∗)s
|α|=m

Υ(s, α) 6
20s

(m+ 1)2
, where Υ(s, α) :=

s∏
i=1

1

(1 + αi)2
. (3.17)

We deduce from (3.16) and from the above lemma that

‖F j [u,∇Φa]‖
L
p2
j+1 (F(t))

6 pj−1
2

(j!)MLj

(j + 1)2
Vj

j+1∑
s=2

L1−s

jM−1
20s

(j + 1)2

(j − s+ 2)2
.

We obtain the same bound on ‖Gj [u,∇Φa]‖
L
p2
j+1 (F(t))

by using (2.19) instead of (2.18).

3.2.2 Estimate of Hj [r, u− uS ,∇Φa]

To estimate the body velocity uS in h(ζ)[r, u − uS ,∇Φa], we will use the following result, which is the two-
dimensional counterpart of [5, Lemma 8] (with a different norm which has no importance here, since we estimate
the solid velocity which belongs to a finite-dimensional space).

Lemma 24. Under the same assumptions as Proposition 21, there exists a geometric constant C > 1 such that
for any m 6 k

‖Dm uS‖
W

1,
p2
m+1 (W(t))

6 CVm. (3.18)

Applying (2.3) to h(ζ) (whose formula is given in (2.22)) and using (2.1), we obtain:

‖h(ζ)[r, u− uS ,∇Φa]‖
W

1,
p2
j+1 (W(t))

6 csρ (s!)M
( s∏
i=1

s′i∏
l=1

|r(j)|
)( s−1∏

i=1

‖Dαs′+i(u− uS)‖
W

1,
p2

α
s′+i+1

(W(t))

)
‖Dαs′+s∇Φa‖

W
1,

p2
α
s′+s+1

(F(t))
.

By using the induction hypothesis and Lemma 24, we have

‖h(ζ)[r, u− uS ,∇Φa]‖
W

1,
p2
j+1 (W(t))

6 Lj Vj (α!)M (s!)ML1−scsρ p
|α|
2

s∏
i=1

1

(1 + αi)2
.

Thanks to Proposition 10 and Lemma 23 we obtain

‖Hj [r, u− uS ,∇Φa]‖
W

1,
p2
j+1 (W(t))

6 pj−1
2

(j!)MLj

(j + 1)2
Vj

j+1∑
s=2

sML1−s csρ 20s
(j + 1)2

(j − s+ 2)2
. (3.19)

3.2.3 Estimate of Kj [u,Φa]

Applying Hölder’s inequality to the terms appearing in (2.29) yields for any j > 2,

‖Kj [u,Φa]‖
L
p2
j+1 (F(t))

6
j−1∑
s=1

(
j − 1

s

)
‖Ds−1u‖

W 1,
p2
s (F(t))

‖Dj−s∇Φa‖
W

1,
p2

j+1−s (F(t))
.
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By using the induction hypothesis we get

‖Kj [u,Φa]‖
L
p2
j+1 (F(t))

6 pj−1
2

(j!)MLj

(j + 1)2
Vj+1 L−1

j−1∑
s=1

(
j − s
js

)M (
j + 1

s(j − s+ 1)

)2

,

and the same estimate holds true for
∫
∂S(t)

(Dj∇Φa) · τ ds up to a multiplicative geometric constant, thanks to

(3.15).

3.2.4 Estimate of ajih[u,∇Φa] and of bjih[u,∇Φa]

Applying the Hölder inequality (2.3) to the definition of ĝ(ξ)[u,∇Φa] in (2.37), for ξ ∈ Â1
j , yields that

‖ĝ(ξ)[u,∇Φa]‖
L
p2
j+1 (F(t))

6
s−1∏
i=1

‖Dαiu‖
W

1,
p2
αi+1 (F(t))

‖Dαs∇Φa‖
W

1,
p2

αs+1 (F(t))
.

Then we proceed as for F j [u,∇Φa], and obtain

‖ajih[u,∇Φa]‖
L
p2
j+1 (F(t))

6 pj−1
2

(j!)MLj

(j + 1)2
Vj

j+1∑
s=2

L1−s

jM−1
80s

(j + 1)2

(j − s+ 2)2
.

The analysis is the same for bjih[u,∇Φa].

3.2.5 Conclusion

It remains to gather the above estimates. We apply Lemma 7 (observing that, thanks to (3.1), we have p2
k+1 > 2)

and we use the previous estimates to get (3.5) at rank j, with

γ1(L) := C(S0) sup
j>1

(
j+1∑
s=2

L1−s

jM−1
80scsρ

(j + 1)2

(j − s+ 2)2

)
.

3.3 Proof of Proposition 21, function ∇µ
We now turn to the claims concerning µ. The function ∇µ defined by (2.9)–(2.11) satisfies

div∇µ = − tr
{
F 1[u, u]

}
= − tr {∇u · ∇u} , curl∇µ = 0 in ∂F(t),

n · ∇µ = σ on ∂S(t),

where σ is defined by (2.12). Hence (3.6) follows again from Lemma 9.

By applying Dj to (3.9) and by using Propositions 10, 12, 13, 14 with ψ = ∇µ, which satisfies the assumption
(2.34) with

φ̂ih := −uiuh,

and Proposition 17 (also with ψ = ∇µ) we obtain that Dj∇µ satisfies the following relations

divDj∇µ = −Dj tr
{
F 1[u, u]

}
+ tr

{
F j [u,∇µ]

}
in F(t),

curlDj∇µ = as
{
Gj [u,∇µ]

}
in F(t),

n ·Dj∇µ = Djσ +Hj [r, u− uS ,∇µ] on ∂S(t)

divDj∇µ = ∂i∂ha
j
ih[u,∇µ] in F(t),

curlDj∇µ = ∂i∂hb
j
ih[u,∇µ] in F(t),∫

∂S(t)

Dj∇µ · τ ds =

∫
∂S(t)

Kj [u, µ] · τ ds,

17



where

ajih[u,∇µ] :=
∑
ξ∈Â1

j

aj,1ih (ξ) ĝ(ξ)[u,∇µ] +
∑
ξ∈Â2

j

aj,2ih (ξ) ĝ(ξ)[u, φ̂],

bjih[u,∇µ] :=
∑
ξ∈Â1

j

bjih(ξ) ĝ(ξ)[u,∇µ],

and the integer coefficients aj,1ih (ξ), aj,2ih (ξ) and bjih(ξ) satisfy the estimate (3.16).
The proof that the validity of (3.4) for j 6 k− 1 implies the one of (3.7) for 1 6 j 6 k− 1 is completely similar

to the equivalent proof for Φa.

3.4 Proof of Proposition 22

We now turn to the proof of Proposition 22. Under the same assumption that (3.4) is valid for all j 6 k − 1, we
first prove

‖`(k)‖+ |r(k)| 6 Vk γ4(L), (3.20)

and then prove
‖Dku‖ 6 Vk γ5(L), (3.21)

for positive decreasing functions γ4, γ5 with lim
L→+∞

γ4(L) + γ5(L) = 0.

In order to prove (3.20) it suffices to differentiate the equations (2.13) k times with respect to the time (recall
that the matrix M is constant):

M
[
`
r

](k)

=

[∫
F(t)

∇µ · ∇Φa dx

](k−1)

a∈{1,2,3}
,

6

[∫
F(t)

Dk−1(∇µ · ∇Φa) dx

]
a∈{1,2,3}

,

6
k−1∑
i=0

(
k − 1

i

)[∫
F(t)

(Di∇µ ·Dk−1−i∇Φa) dx

]
a∈{1,2,3}

.

Then we use that M is invertible and we apply the estimates (3.3), (3.5), (3.6), (3.7) to obtain that there exists a
positive decreasing function γ4 with lim

L→+∞
γ4(L) = 0 such that

‖`(k)‖+ |r(k)| 6 γ4(L)

k−1∑
i=0

(
k − 1

i

)
ViVk−i−1. (3.22)

Next we use Lemma 23 in the case s = 2 to get (3.20), where the function γ4 has been modified to incorporate the
constant coming from (3.17).

In order to obtain (3.21), we write

Dku = −Dk−1∇p = −Dk−1∇µ+Dk−1

(
∇Φ ·

[
`
r

]′)
. (3.23)

We notice that

Dk−1

(
∇Φ ·

[
`
r

]′)
=

k−1∑
i=0

(
k − 1

i

)
Di∇Φ ·

[
`(k−i)

r(k−i)

]
.

Thus, by using (3.4) (valid up to rank k) and (3.5) (valid up to rank k due to Proposition 21) to estimate the
terms of the above sum corresponding to i > 1 and by using (3.20) for the term corresponding to i = 0, we deduce,
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together with

k−1∑
i=1

1

(i+ 1)2(k − i+ 1)2
6
k−1∑
i=1

1

(i+ 1)2
6
π2

6
,

k−1∑
i=0

(
k − 1

i

)
(i!)M ((k − i)!)M 6 (k!)M ,

that ∥∥∥∥∥Dk−1

(
∇Φ ·

[
`
r

]′)∥∥∥∥∥ 6

(
π2

6
γ1(L) + γ4(L)C0

)
Vk.

Combining the above inequality, (3.23) and (3.7), we obtain (3.21), and the proof is complete.

3.5 End of the proof

Let ν ∈ (0, 1). We now apply Eq. (3.2) with p2(k + 1) instead of p2, and we use Stirling’s formula to obtain that
for any k ∈ N∗, for any

p2 >
2

1− ν
, (3.24)

one has for L sufficiently large (depending on the geometry only)

‖Dku‖W 1,p2 (F(t)) + ‖`(k)‖+ |r(k)| 6 (p2(k + 1))k
(k!)MLk

(k + 1)2

(
‖u‖W 1,p2(k+1)(F(t)) + ‖`‖+ |r|

)k+1

(3.25)

6 pk2(k!)M+1L̃k
(
‖u‖W 1,p2(k+1)(F(t)) + ‖`‖+ |r|

)k+1

, (3.26)

for some constant L̃ > L independent of k and (`, r, u).
So far time has intervened only as a parameter, and the inequality (3.25) holds for any time. We will now

estimate its right hand side with respect to the initial data. First thanks to Lemma 7 there exists c > 0 such that
for any k,

‖u‖W 1,p2(k+1)(F(t)) 6 cp2(k + 1)‖ curlu‖Lp2(k+1)(F(t)) + c(|γ|+ ‖`‖+ |r|).

Now conservation of the Lp norms of the vorticity and Kelvin’s circulation theorem yields that at any positive time

‖u‖W 1,p2(k+1)(F(t)) 6 cp2(k + 1)‖ω0‖Lp2(k+1)(F(t)) + c(|γ|+ ‖`‖+ |r|),
6 cp2(k + 1) + c(|γ|+ ‖`‖+ |r|),

since ω0 is bounded with compact support (enlarging c if necessary). Plugging this into (3.25) and using again
Stirling’s formula, we obtain that there exists L > 0 depending only on F(t) such that for any k,

‖Dku‖W 1,p2 (F(t)) 6 pk2(k!)M+1Lk+1
(
k!pk+1

2 + |γ|k+1 + ‖`‖k+1 + |r|k+1
)
.

Using p2 > 2/(1 − ν), thanks to Morrey’s inequality, there exists C > 0 such that for any smooth function f on
F(t),

‖f‖C0,ν(F(t)) 6 C‖f‖W 1,p2 (F(t)). (3.27)

This allows to bound ‖Dku‖C0,ν(F(t)) thanks to ‖Dku‖W 1,p2 (F(t)). Then we differentiate Eq. (1.15) to get

∂k+1
t ΦF (t, x) = Dku(t,ΦF (t, x)).

We consider T > 0 and we obtain by composition that ∂k+1
t ΦF is in C0,ν exp(−cT‖ω0‖L∞(F0))(F0), with an estimate

‖∂k+1
t ΦF‖

C
0,ν exp(−cT‖ω0‖L∞(F0))(F0)

6 pk2(k!)M+1Lk+1
(
k!pk+1

2 + |γ|k+1 + ‖`‖k+1 + |r|k+1
)
, (3.28)

for some L depending on the geometry only.
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Now, in order to prove (1.18), we have to absorb the ν factor in the Hölder exponent in (3.28). To do this we use
the fact that these estimates are valid whatever the choice of the time interval and of ν ∈ (0, 1) (note that p2 satisfies
(3.24) and that the constant in (3.27) is uniform for ν ∈ (1/2, 1)). In particular, we consider τ ∈ (0, T ), and we apply
the above result on the interval (−τ, τ) and ν ∈ (0, 1) such that ν exp(−cτ‖ω0‖L∞(F0)) > exp(−cT‖ω0‖L∞(F0)).

Then one can choose the constant L > 0 containing the (·)k factors and the proof of Theorem 2 is over.
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