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CYCLOTOMIC RATIONAL DOUBLE AFFINE HECKE

ALGEBRAS

P. SHAN, M. VARAGNOLO, E. VASSEROT

ABSTRACT. We give a proof of the parabolic/singular Koszul duality for the
category O of affine Kac-Moody algebras. The main new tool is a relation
between moment graphs and finite codimensional affine Schubert varieties.
We apply this duality to g-Schur algebras and to cyclotomic rational double
affine Hecke algebras. This yields a proof of a conjecture of Chuang-Miyachi
relating the level-rank duality with the Ringel-Koszul duality of cyclotomic

rational double affine Hecke algebras.
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1. INTRODUCTION

The purpose of this paper is to give a proof of the parabolic/singular Koszul
duality for the category O of affine Kac-Moody algebras. The main motivation for
this is the conjecture in [44] (proved in [40]) relating the parabolic affine category O
and the category O of cyclotomic rational double affine Hecke algebras (CRDAHA
for short). Using the present work, we deduce from this conjecture the main con-
jecture of [9] which claims that the category O of CRDAHA’s is Koszul and that
the Koszul equivalence is related to the level-rank duality on the Fock space.

There are several possible approaches to Koszul duality for affine Kac-Moody
algebras. In [6], a geometric analogue of the composition of the Koszul and the
Ringel duality is given, which involves Whittaker sheaves on the affine flag variety.
Our principal motivation comes from representation theory of CRDAHA’s. For
this, we need to prove a Koszul duality for the category O itself rather than for its
geometric analogues.

One difficulty of the Kac-Moody case comes from the fact that, at a positive
level, the category O has no tilting modules, while at a negative level it has no
projective modules. One way to overcome this is to use a different category of
modules than the usual category O, as the Whittaker category in loc. cit. or a
category of linear complexes as in [33]. To remedy this, we use a truncated version
of the (affine parabolic) category O. Under truncation any singular block of an affine
parabolic category O at a non-critical level yields a finite highest-weight category
which contains both tilting and projective objects. We prove that these highest
weight categories are Koszul and are Koszul dual to each other.

Note that the affine category O is related to two different types of geometry. In
negative level it is related to the affine flag ind-scheme and to finite dimensional
affine Schubert varieties. In positive level it is related to Kashiwara’s affine flag
manifold and to finite codimensional affine Schubert varieties. In negative level,
a localization theorem (from the category O to perverse sheaves on the affine flag
ind-scheme) has been worked out by Beilinson-Drinfeld and Frenkel-Gaitsgory in
[4], [18]. A difficulty in the proof of the main theorem comes from the absence of
a localization theorem (from the category O to perverse sheaves on Kashiwara’s
affine flag manifold) at the positive level. To overcome this we use standard Koszul
duality and Ringel duality to relate the positive and negative level.

Our general argument is similar to the one in [3], [5]. For this, we need an affine
analogue of the Soergel functor on the category O. We use the functor introduced
by Fiebig in [14]. To define it, we must introduce the deformed category O, which
is a highest weight category over a localization of a polynomial ring, and some
category of sheaves over a moment graph.

By the work of Fiebig, sheaves over moment graphs give an algebraic analogue
of equivariant perverse sheaves associated with finite dimensional affine Schubert
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varieties. An important new tool in our work is a relation between sheaves over
some moment graph and equivariant perverse sheaves associated with finite codi-
mensional affine Schubert varieties, see Appendix A. This relation is of independent
interest.

Let us now explain the structure of the paper. Section 2 contains generalities on
highest weight categories and standard Koszul duality. In Section 3 we introduce
the affine parabolic category O and its truncated version. Section 4 contains some
genreralities on moment graphs and the relation with the deformed affine category
O. The section 5 is technical and contains the proof of the main theorem. Next, we
apply the Koszul duality to CRDAHA’s and ¢-Schur algebras in Section 6.

The Kazhdan-Lusztig equivalence [28] implies that the module category of the
g-Schur algebra is equivalent to a highest weight subcategory of the affine category
O of GL,, at a negative level. Thus, our result implies that the g-Schur algebra is
Morita equivalent to a Koszul algebra (and also to a standard Koszul algebra), see
Section 6.6 1. To our knowledge, this was not proved so far. There are different
possible approachs for proving that the ¢g-Schur algebra is Koszul. Some are com-
pletely algebraic, see e.g., [35]. Some use analogues of the Bezrukavnikov-Mirkovic
modular localization theorem, see e.g., [36]. Our approach has the advantage that
it yields an explicit description of the Koszul dual of the g-Schur algebra.

Finally, we apply the Koszul duality of the category O to CRDAHA’s. More
precisely, in [44] some higher analogue of the ¢g-Schur algebra has been introduced.
It is a highest-weight subcategory of the affine parabolic category O. Since the
category is standard Koszul, these higher ¢-Schur algebras are also Koszul and
their are Koszul dual to each other. Next, it was conjectured in loc. cit. (and
proved in [40]) that these higher ¢-Schur algebras are equivalent to the category
O of the CRDAHA. Thus, our result also implies that the CRDAHA’s are Koszul.
Using this, we prove the level-rank conjecture for CRDAHA’s in [9].

2. PRELIMINARIES ON KOSZUL RINGS AND HIGHEST WEIGHT CATEGORIES

2.1. Categories. For an object M of a category C let 1;; be the identity endo-
morphism of M. Let C°P be the category opposite to C.

A functor of additive categories is always assumed to be additive. If C is an
exact category then C°P is equipped with the exact structure such that 0 — M’ —
M — M"” — 0is exact in C°P if and only if 0 - M"” — M — M’ — 0 is exact in C.
An exact functor of exact categories is a functor which takes short exact sequences
to short exact sequences. Unless specified otherwise, a functor will always be a
covariant functor. A contravariant functor F' : C — C’ is exact if and only if the
functor F': C°P — C’ is exact.

Given an abelian category C, let Irr(C) be the set of isomorphism classes of
simple objects. Let Proj(C) and Inj(C) be the sets of isomorphism classes of
indecomposable projective, injective objects respectively. For an object M of C we
abbreviate Extc (M) = Extc(M, M), where Extc stands for the direct sum of all
Extd’s.

Let R be a commutative, noetherian, integral domain. An R-category is an
additive category enriched over the tensor category of R-modules. Unless mentioned
otherwise, a functor of R-categories is always assumed to be R-linear. A hom-finite
R-category is an R-category whose Hom spaces are finitely generated over R.

LAfter our paper was written, we received a copy of [9] where a similar result is obtained by
different methods
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An additive category is Krull-Schmidtif any object has a decomposition such that
each summand is indecomposable with local endomorphism ring. A full additive
subcategory of a Krull-Schmidt category is again Krull-Schmidt if every idempotent
splits (i.e., if it is closed under direct summands). A hom-finite k-category over a
field & is Krull-Schmidt if every idempotent splits (e.g., if it is abelian).

We call finite abelian k-category a k-category which is equivalent to the category
of finite dimensional modules over a finite dimensional k-algebra.

For any abelian category C, let D?(C) be the corresponding bounded derived
category.

2.2. Graded rings. For a ring A let A°P be the opposite ring. Let A-Mod be
the category of left A-modules and let A-mod be the subcategory of the finitely
generated ones. We abbreviate Irr(A4) = Irr(A-mod), Proj(A) = Proj(A-mod) and
Inj(A) = Inj(A-mod).

By a graded ring A we’ll always mean a Z-graded ring. Let A-gmod be the cate-
gory of finitely generated graded A-modules. We abbreviate D?(A4) = D%(A-gmod),
Irr(A) = Irr(A-gmod), Inj(A) = Inj(A-gmod) and Proj(A) = Proj(A-gmod).
Given a graded A-module M and an integer j, let M (j) be the graded A-module
obtained from M by shifting the grading by j, i.e., such that (M (j))? = M.
Given M, N € A-gmod let hom 5(M, N) and ext 4(M, N) be the morphisms and
extensions in the category of graded modules.

We say that the ring A is positively graded if A<° = 0 and if A" is a semisimple
ring. A finite dimensional graded algebra A over a field k is positively graded if
A<0 =0 and A° is semisimple as an A-module. Here A° is identified with A/A>°.

A graded module M is called pure of weight i if it is concentrated in degree —i,
i.e., M = M~". Suppose A is a positively graded ring. Then any simple graded
module is pure, and any pure graded module is semisimple.

Assume that k is a field and that A is a positively graded k-algebra. We say
that A is basic if A isomorphic to a finite product of copies of k as a k-algebra.

Assume that A is finite dimensional. Let {l1,;z € Irr(A°)} be a complete
system of primitive orthogonal idempotents of A°. The Hilbert polynomial of A is
the matrix P(A,t) with entries N[t] given by P(A,t);, = Y., t'dim(1,A"1,/) for
each z, z’. Assume further that A is positively graded. We have canonical bijections
Irr(A) = Irr(A°%) = {A°1,} such that x is the isomorphism class of A°1,. Since
A-mod is Krull-Schmidt, there is a canonical bijection top : Proj(A) — Irr(A4),
P ~ top(P). We have top(Al,) = A%1, = x. The set {1,; 2 € Irr(A%)} is a
complete system of primitive orthogonal idempotents of A.

Given a graded commutative, noetherian, integral domain R, a graded R-category
is an additive category enriched over the monoidal category of graded R-modules.

2.3. Koszul duality. Let k be a field and A be a graded k-algebra. Let A be the
(non graded) k-algebra underlying A.

The Koszul dual of A is the graded k-algebra F(A) = Exta(A?). Forgetting the
grading of E(A), we get a k-algebra E(A). It is finite dimensional if A is finite
dimensional and has finite global dimension.

A linear projective resolution of a graded A-module M is a graded projective
resolution --- — P, — Py — M — 0 such that, for each i, the projective graded
A-module P; is finitely generated by a set of homogeneous elements of degree i.

Assume that A is positively graded (in the sense of Section 2.2). We say that
A is Koszul if each simple graded module which is pure of weight 0 has a linear
projective resolution. If A is Koszul, then we say that A has a Koszul grading. If
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A is finite dimensional then this grading is unique up to isomorphism of graded
k-algebras, see [5, cor. 2.5.2].

Assume that A is finite dimensional, has finite global dimension and is Koszul.
Then E(A) is Koszul and E?(A) = A canonically, see [5, thm. 1.2.5]. Put A' =
E(A)°P and A' = E(A)°P. Note that A' is also Koszul by [5, prop. 2.2.1].

For each z € Trr(A4) = Irr(A°) the idempotent 1, € A° yields an idempotent
1!, = E(1,) € E(A) in the obvious way. The set {1'; x € Irr(A)} is a complete
system of primitive orthogonal idempotents of E(A).

By [5, thm. 2.12.5, 2.12.6], there is an equivalence of triangulated categories
E:Db(A) — DP(A") such that E(M (i)) = E(M)[—i](—i) and E(A°1,) = A'1}, for
each z € Trr(A). We'll call it the Koszul equivalence. By forgetting the grading,
we get a bijection Irr(4) — Proj(A'),  +— A'l}. It induces a bijection (e)' =
topo E : Irr(A) — Trr(A'), which will be called the natural bijection between Irr(A)
and Trr(A").

Let C be a finite abelian k-category. We say that C has a Koszul grading if there
is a projective generator P such that the ring A = Endc(P)°P has a Koszul grading
A. We may also simply say that C is Koszul and we abbreviate C' = A'-mod.

The following lemmas are well-known.

Lemma 2.1. Let P, A, C be as above. If A is a positively graded then E(A) =
Extc (L), where L = top(P).

Proof. The equivalence C — A-mod, X + Homg (P, X) takes L to A/A>°. There-

fore E(A) = Extc(L). O

Lemma 2.2. Let C be a finite abelian k-category with a Koszul grading. If D is a
Serre subcategory and the inclusion D C C induces injections on extensions, then
D has also a Koszul grading.

Proof. Let Pr, be the projective cover of L € Irr(C). The set Irr(C) is finite and
P =P, Pr, is a minimal projective generator. Set A = Endc(P)°P.

Let A; be the quotient of A by the two-sided ideal I generated by {1p, ; L ¢
Irr(D)}. The pull-back by the ring homomorphism A — A; identifies A;-mod with
the full subcategory of A-mod consisting of the modules killed by I.

An object M € C belongs to D if and only if Homg (P, M) = 0 whenever
L ¢ Trr(D). Therefore, the equivalence Homg(P,e) : C — A-mod identifies D
with the full subcategory of A-mod consisting of the modules killed by I. We
deduce that D is equivalent to A;-mod.

Now, let A be the Koszul grading on A. Since A is positively graded, the
idempotent 1p, has degree 0. Thus I is an homogeneous ideal of A. Hence A
yields a grading Ar on Aj such that Afo = 0 and A(} is semi-simple as an Aj-
module. Thus A; is also positively graded.

Fix a graded lift L of L € Irr(A), see Section 2.6. The graded A-module L is pure.
Let dy, be its degree. By [5, prop. 2.1.3] we have extfi(i, L) =0unless i = dr —dr,
for L, L' € Trr(C). We must check that ext’; (L,L') = 0 unless i = dp/ — dy
if L,L' € Irr(D). This is obvious because the inclusion A;-gmod C A-gmod
induces injections on extensions. (I
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2.4. Highest weight categories. Let R be a commutative, noetherian ring with
1 which is a local ring with residue field k.

Let C be an R-category which is equivalent to the category of finitely generated
modules over a finite projective R-algebra A.

The category C is a highest weight R-category if it is equipped with a poset
of isomorphisms of objects (A(C), <) called the standard objects satisfying the
following conditions:

e the objects of A(C) are projective over R

e given M € C such that Homg (D, M) = 0 for all D € A(C), we have M =0

e given D € A(C), there is a projective object P € C and a surjection
f: P — D such that ker f has a (finite) filtration whose successive quotients
are objects D’ € A with D' > D.

e given D € A, we have Endc(D) = R

e given D1, Dy € A with Homg (D1, D2) # 0, we have Dy < Ds.

See [39, def. 4.11]. Note that since R is local, any finitely generated projective
R-module is free, hence the set A in loc. cit. is the set of finite direct sums of
objects in A. The partial order < is called the highest weight order on C. We write
A(C) = {A(N) }aea for A an indexing poset.

Lemma 2.3. Let C be a highest weight R-category. Given A € A, there is a unique
(up to isomorphism) indecomposable projective (resp. injective, tilting, costandard)
object associate with A, denoted by P(\) (rep. I(\), T(N\), V(X)) such that

(V) Homg(A(1), V() =~ 0y, R and Exte(A(u), V(X)) =0 for all p € A,

(P) there is a surjection f: P(\) — A(X) such that ker f has a filtration whose
successive quotients are A(w)’s with p > A,

(I) there is an injection f : V(X) < I(\) such that cokerf has a filtration
whose successive quotients are V(1) ’s with p > A,

(T) there is an injection f : A(X) < T(\) and a surjection g : T(\) - V(N)
such that cokerf (resp. kerg) has a filtration whose successive quotients
are A(p)’s (resp. V(u)’s) with p < X.

See e.g. [40, prop .2.1]. The objects V(A), A(X), P(A), I(\) and T(X) are
projective over R. We have Proj(C) = {P(\)}aea, Inj(C) = {I(A)}rea. The set
Tilt(C) = {T'(N\)}rea is the set of isomorphism classes of indecomposable tilting
objects in C. Let V(C) = {V(M\)}aea. Note that A(X) has a unique simple
quotient L(A). The set of isomorphism classes of simple objects in C is given by
Irr(C) = {L(A)}ren-

Let C®, CV be the full subcategories of C consisting of the A-filtered and V-
filtered objects, i.e., the objects having a finite filtration whose successive quotients
are standard, costandard respectively. These categories are exact. Recall that a
tilting object is by definition an object that is both A-filtered and V-filtered.

The opposite of C is a highest weight R-category such that A(C°P) = V(C)
with the opposite highest weight order.

Given a commutative local R-algebra S and an R-module M, we write SM =
M ®pr S. Let SC = SA-mod. We have the following, see e.g. [40, prop. 2.1, 2.4,
2.5].

Proposition 2.4. Let C be a highest weight R-category, and let S be a commutative
local R-algebra with 1. For any M, N € C the following holds :

(a) if S is R-flat then S Exté (M, N) = Ext$o(SM,SN) for all d > 0,

(b) if either M € C is projective or (M € C» and N € CV), then we have
SHomeg (M, N) = Homgc(SM, SN),
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(c) if M is R-projective then M is projective in C (resp. M is tilting in C, M €
C? ) if and only if kM is projective in kC (resp. kM is tilting in kC, kM € kC?),

(d) if either (M is projective in C and N is R-projective) or (M € C* and
N € CV) then Homg (M, N) is R-projective,

(e) the category SC is a highest weight S-category on the poset A with standard
objects SA(X) and costandard objects SV (N). The projective, injective and tilting
objects associated with X\ are SP(\), ST(\) and ST(\) O

Remark 2.5. For any subset ¥ C A, let C[X] be the Serre subcategory generated
by all the L(A) with A € 3 and let C(X) be the Serre quotient C/C[Irr(C) \ X].
An ideal in the poset A is a subset of the form I = [J,. {< i}
A coideal is the complement of an ideal, i.e., a subset of the form J = UjeJ{E Jt
Now, assume that C is a highest weight category over a field k, and that I, J
are respectively an ideal and a coideal of A. Then CJ[I], C(J) are highest weight
categories and the inclusion C[I] C C induces injections on extensions by [10,
thm. 3.9], [12, prop. A.3.3].

2.5. Ringel duality. Let R be a commutative, noetherian ring with 1 which is a
local ring with residue field k.

Let C be a highest-weight R-category which is equivalent to A-mod for a finite
projective R-algebra A.

We call T'= @, T'(\) the characteristic tilting module. Set D(A) = Endc/(T)
and A® = D(A)°P. The Ringel dual of A is the R-algebra A°, the Ringel dual of C
is the category C® = A°-mod.

The category C° is a highest-weight R-category on the poset A°?. We have an
equivalence of triangulated categories (¢)° : D!(C) — D!(C®) called the Ringel
equivalence. It restricts to an equivalence of exact categories (8)° : C2 — (C°)V
such that M — RHomg(M,T)*. Here (o)* is the dual as a k-vector space. We
have A(XN)® = V°(A), P(A\)® = T°(\) and T'(\)® = I°(\), for each A € A, see [39,
prop. 4.26).

The ring (A°)® is Morita equivalent to A, see loc. cit. and [12, sec. A.4].

Now, assume that R = k. For each primitive idempotent e € A, there is a unique
A € A such that Ae = P(\). We define e® € A° to be the primitive idempotent such
that A°e® = P°(\). The bijection (e)° : Irr(C) — Irr(C?®) given by L(\) — L°()\)
is called the natural bijection between Irr(C) and Irr(C?).

The following is well-known, see, e.g., [12, prop. A.4.9].

Lemma 2.6. A subset I C A is an ideal if and only if it is a coideal in A°P.

We have C[I]® = C°(I), and the Ringel equivalence factors to an equivalence of
categories C[I]> — C°(I)V.

2.6. Standard Koszul duality. Let k£ be a field and C be a highest weight k-
category. Assume that C is equivalent to the category of finitely generated left
modules over a finite dimensional k-algebra A.

Let A be a graded k-algebra which is isomorphic to A as an k-algebra. We call
A a graded lift of A. A graded lift of an object M € C is a graded A-module which
is isomorphic to M as an A-module.

Assume that A is positively graded (in the sense of Section 2.2). We have the
following

Proposition 2.7. Given A\ € A there exists unique graded lifts L)), P(\), I()),
A(N), V(N), T(X) such that



8 P. SHAN, M. VARAGNOLO, E. VASSEROT

L()\) is pure of degree zero,

the surjection P(\) — L(\) is homogeneous of degree zero,

the injection L(\) = I()\) is homogeneous of degree zero,

the surjection f: P(\) — A(X) in (P) is homogeneous of degree zero,

the injection f : V(\) < I(X) in (I) is homogeneous of degree zero,

both the injection f : A(X) = T(\) and the surjection g : T(\) — V(A) in
(T') are homogeneous of degree zero.

Proof. The existence of the graded lifts is proved in [31, cor. 4,5]. They are unique
up to isomorphisms because, by [5, lem. 2.5.3], the graded lift of an indecomposable
object of kC is unique up to a graded A-module isomorphism and up to a shift of
the grading. 0

The gradings above will be called the natural gradings. In particular, let T =
Drea T(N). 'The grading on T induces a grading on the k-algebra A°® given by
A® = Endc(T)°P . It is called the natural grading.

A chain complex of projective (resp. injective, tilting) modules --- — M; —
M;_1 — ... is called linear provided that for every ¢ € Z all indecomposable direct
summands of M;(—i) have the natural grading.

Following [2], we say that A is standard Koszul provided that all standard mod-
ules have linear projective resolutions and all costandard modules have linear in-
jective coresolutions. By [2, thm. 1], a standard Koszul graded algebra is Koszul.

We will identify A = {L(A)}rer = {15z € Irr(A4)} and equip the latter with
the partial order <. Assume that A is Koszul. By [2, thm. 3], the graded k-algebra
A is standard Koszul if and only if A' is quasi-hereditary relatively to the poset
{15; x € rr(A)} such that 1}, <1, <= 1, > 1,.

Following [32], we say that A is balanced provided that all standard modules
have linear tilting coresolutions and all costandard modules have linear tilting res-
olutions. By [31, thm. 7], the graded k-algebra A is balanced if and only if it is
standard Koszul and if the graded k-algebra D(A) is positive.

If A is balanced, then the following hold [32, thm. 1]

o A, A° A" and (A")° are positively graded, quasi-hereditary, Koszul, stan-
dard Koszul and balanced,

o (AY° = (A°)" as graded quasi-hereditary k-algebras,

e the natural bijection Irr(A) — Irr(A') takes the highest weight order on
Irr(A) to the opposite of the highest weight order on Irr(A').

Note that the notation E(A) in [32] corresponds to our notation A'.
We'll say that C is standard Koszul or balanced if we can choose the graded
k-algebra A in such a way that it is standard Koszul or balanced respectively.

Remark 2.8. Assume that the graded k-algebra A is standard Koszul. In particu-
lar, it is finite dimensional, Koszul and with finite global dimension. The Koszul
equivalence is given by £ = RHom (A, e), up to the grading. See [5, sec. 2], [37,
sec. 3] for details. It takes costandard (resp. injective, simple) modules to standard
(resp. simple, projective) ones, by [2, prop. 2.7], [5, thm. 2.12.5].

Remark 2.9. Assume that A, A° are both positively graded (in the sense of Sec-
tion 2.2). The functor Homg(e, T')* takes the natural graded indecomposable tilt-
ing objects in A-gmod to the natural graded indecomposable projective ones in
A°-gmod. It takes also the natural graded indecomposable injective objects in

A-gmod to natural graded indecomposable tilting ones in A°-gmod.
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Let C be a highest weight category over a field k and I C Irr(C) be an ideal.
Put J =Trr(C) \ I. Assume that C is standard Koszul.

The category C[I] has a Koszul grading by Lemma 2.2 and Remark 2.5. The
natural bijection Trr(C) — Irr(C') is an anti-isomorphism of posets. Thus, the
images I', J' of I, J are respectively a coideal and an ideal of Trr(C').

Lemma 2.10. For each ideal I C Irr(C) we have C[I]' = C'(I").

Proof. Set Ly = @ ; L. By Lemma 2.1 and Remark 2.5, we have C' = Extc(L)-mod
and C[I]' = Extc(L;)-mod. Let e € Endc(L) be the projection from L to L. We
have Extc(L;) = e Extc(L) e.

The full subcategory K; C C' consisting of the modules killed by e is a Serre
subcategory and there is an equivalence C'/K; — C[I]', M + eM. In other words,
the restriction with respect to the obvious inclusion Extc(L;) C Extc(L), yields a
quotient functor C' — C[I]' whose kernel is K7.

Since C is standard Koszul, its Koszul dual C' is a highest weight category.
We have C'(I') = C'/C'[J"], because J' = Irr(C') \ I'. Since C'[J'] is the Serre
subcategory of C' generated by J', it consists of the Extc(L)-modules killed by e.
This implies the lemma. O

3. AFFINE LIE ALGEBRAS AND THE PARABOLIC CATEGORY O

3.1. Lie algebras. Let g be a simple Lie C-algebra and let G be a connected simple
group over C with Lie algebra g. Let 1" C G be a maximal tori and let t C g be its
Lie algebra. Let b C g be a Borel subalgebra containing t.

The elements of t, t* are called coweights and weights respectively. Given a root
a € t* let & € t denote the corresponding coroot. Let IT C t* be the set of roots of
g, [T C II the set of roots of b, and ZII be the root lattice. Let p be half the sum
of the positive roots. Let ® = {a;; i € I} be the set of simple roots in IIT. Let W
be the Weyl group. Let N be the dual Coxeter number of g.

3.2. Affine Lie algebras Let g be the affine Lie algebra associated with g. Recall
that g = CO® Lg, where Lg is a central extension of Lg = g® C[t,t~!] and 9 = t0,
is a derivation of Lg acting trivially on the canonical central element 1 of I/,E;
Consider the Lie subalgebras b =0 @ g ® tC[t] & CO ® C1 and t = CO @ t d C1.

Let ﬁ, II* be the sets of roots of g, b respectively. We’ll call an element of I
an affine root. The set of simple roots in I is ® = {ay;i € {0} U I}.

The elements of t, t* are called affine coweights and affine weights respectively.
Let (o : @) :t* x t — C be the canonical pairing. Let 6, Ag, p be the affine weights
given by (6:0)=(Ao:1)=1, (Ag:CO®t)=(§:tdC1)=0and p=p+ NAo.

An element of t*/Cé is called a classical affine weight. Let cl : t* — t*/Co
denote the obvious projection.

Let e be an integer # 0. We set t} = {A € t*; (A : 1) = —e — N}. We'll use the
identification t* = C x t* x C such that «; — (0,;,0) if i # 0, Ag — (0,0,1) and
d+—(1,0,0).

Let & € t be the affine coroot associated with the real affine root «. Let (e : o)
be the non-degenerate symmetric bilinear form on t* such that (A : &;) = 2(\ :
a;)/{a; : ;) and (A : 1) = (A : 6). Using (e : @) we identify & with an element of
t* for any real affine root a.

Let W = W x ZII be the affine Weyl group and let S = {s; = s4,; ; € (f}
be the set of simple affine reflections. The group W acts on t*. For w € W,
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T € ZII we have w(Ag) = Ag, w(d) = 9, 7(0) = 0, 7(A) = A — (7 : A\)0 and
T(Ao) =7+ Ay — <7‘:T>6/2.

The e-action on t* is given by w e A = w(\ 4 p) — p. It factors to a W-action
on t*/Cé. Two (classical) affine weights A, i are linked if they belong to the same
orbit of the e-action, and we write A ~ pu. Let W) be the stabilizer of an affine
weight A under the e-action. We say that A is regular if Wy = {1}.

Set C* ={Aet*;(A+p:a) >0, ac ). An element of C~ (resp. of C1)
is called an antidominant affine weight (resp. a dominant affine weight). We write
again C* for cl(C*). We have the following basic fact, see e.g., [24, lem. 2.10].

Lemma 3.1. Let A be an integral affine weight of level —e — N. We have
(a) 4(WeANC™)=1 and §(W e ANCT) =0 ife >0,
(b)) (W eANCT) =1 and (W eAXNC~) =0 if e < 0.

We say that A is negative in the first case, and positive in the second case.
For A\ € C* the subgroup W) of W is finite and is a standard parabolic subgroup.
It is isomorphic to the Weyl group of the root system {a € IT; (A + p : @) = 0}.

3.3. The parabolic category O. Let P be the set of proper subsets of ®. An
element of P is called a parabolic type. Fix a parabolic type v. If v is the empty
set we say that v is reqular, and we write v = ¢.

Let p, C g be the unique parabolic subalgebra containing b whose set of roots
is generated by duU (—v). Let II, be the root system of a levi subalgebra of p,.
Set I} = IIT N1II,. Let W, C W be the Weyl group of II,,. Let w, be the
longest element in W,. Let O be the category of all g-modules M such that
M = @cor My with My = {m € M;xm = Ax)m, x € t} and U(p,)m is finite
dimensional for each m € M. An affine weight A is v-dominant if (X : &) € N for
all @ € II. For any v-dominant affine weight A, let V¥ (), L(\) be the parabolic
Verma module with the highest weight A and its simple top.

Recall that e is an integer # 0. For any weight A € t*, let \c = A—(e+ N)A( and
zy = (X : 2p+A)/2e. Let O C OV be the full subcategory of the modules such that
the highest weight of any of its simple subquotients is of the form A, = Ao + 2\ 6,
where )\ is a v-dominant integral weight. We’ll abbreviate V¥(\.) = V¥(\.) and
L(Ae) = L(c)-

Now, fix ¢ € P and assume that e > 0. We use the following notation

e 0, _ is an antidominant integral classical affine weight of level —e— N whose
stabilizer for the e-action of W is equal to W,

® 0,4+ = —0,— — 2p is a dominant integral classical affine weight of level
e — N whose stabilizer for the e-action of W is equal to W,

e O] . C O is the full subcategory consisting of the modules such that the
highest weight of any of its simple subquotients is linked to o, +.

Let I;“i“, I C W be the sets of minimal and maximal length representatives
of the left cosets in W\/WM Let < be the Bruhat order. We’ll consider the posets

o [, = (Il‘f.ax, <) where x=<,and I}, _ = {z € I, ; ve0, _ is v-dominant},

o [+ =("",<)wherex=>,and I, | ={z € I, +; x®0, 1 is v-dominant}.

They have the following properties.

Lemma 3.2. For any u, v € P we have
(a)zell = x7'el,,
b)rely <= az'el,-,
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(C) Ig,i ﬁ]l,gp = {SCU)U; T e Ilit,:l:}a
(d)xel, < wuaw, Il _

Proof. To prove (a) note that, since oy + is dominant regular, we have
IgHr ={ze Wize 0¢,+ is p-dominant}
={zeW; (gt +p:2 1)) >0, Vae I}
= {xeW; 2 }(II}) c It}
={z e Wiale I+ }.

The proof of (b) is similar and is left to the reader. Now we prove part (¢). Choose
positive integers d, f such that +(f — d) > —N. Then, the translation functor
Ty, : ?Og .+ — *0O, + in Proposition 4.36 is well-defined for any z € I)***. By
Proposition 4.36(d), (¢), we have

Iy={r; 2w, €l ,x€l,+}={r; 2w, €l NIz}
Part (d) is standard. More precisely, by [8, prop. 2.7.5], if € I}, then we have
WuNz(W,) =0 and z € (I7™)~ NI, Then, we also have wy,x € (I7*) = NI,
from which we deduce that w,zw, € Ilff _. The lemma is proved. O

v
Foreachz € I] .,

we get the following.

we write ry = wyzw, € I . From Lemma 3.2 and its proof,

Corollary 3.3. (a) We have 1)}, = {x ; zw, € (I™)"' NI} and I} =
{z; 2w, € (IE‘“”‘)_1 [min},

(b) The map I} . — I, ., x> x~" is an isomorphism of posets.

(¢) The map IMHF — I,U.,:‘:’ T+ x4 is an anti-isomorphism of posets.

The category Oy, ; is a direct summand in O by the linkage principle, see [43,
thm. 6.1], and we have Irr(O}, ;) = {L(zeo,+);z € I }. Further, for each
r € I, the simple module L(x e 0, 1) has a projective cover P”(z @0, +) in
O}, 4. For each z € I} _, there is a tilting module 7%(x e 0, ) in O}, _ with
highest weight z e 0, , see e.g., [43]. Note that O}, , does not have tilting objects
and O}, _ does not have projective objects. Let O" % be the full subcategory of

OZ@ consisting of objects with a finite filtration by the parabolic Verma modules.
The following is a version of Ringel equivalence for the categories O, ;.

Lemma 3.4. There is an equivalence of exact categories D : OZ-AF; (OZ’ﬁ)Op

which maps V¥ (x ®o, ) to VV(x_eo, _), and P"(xeo0, ) to T"(x_ 0, ).

Proof. Note that z_eo0, - =w,ze0, - = —w,(re0, ++ p) — p. So the lemma is
given by [43, thm. 6.6, proof of cor. 7.6]. O

Remark 3.5. Recall that the BGG-duality on O%, _ is an equivalence d : O% _ 50"
which maps a simple module to itself, maps a parabohc Verma module to a dual
parabolic Verma module, and maps a tilting module to itself. Let OV V be the full
subcategory of Oy, _ consisting of objects with a finite filtration by dual parabolic
Verma modules. Then we have an equivalence

v,A ~ v,V
doD:0,7—-0,Z
which maps V¥ (z eo0,,4) to d(V¥(z_ e0,,—)), and P"(x eo0, ) to T"(x_ e0, ).
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3.4. The truncated category O. Fix parabolic types u,v € P and an integer
e > 0. Fix an element w € W. We define the truncated parabolic category O at the
negative/positive level in the following way.

First, set “I;; = {x € I, _; * Sw} and let “Oj, _ be the full subcategory of
0”7_[“11" _] con51stmg of the ﬁmtely generated modules We have Irr(YOj, _) =
{L(z®oy—);x € ™I} _}. For each x € "I} _, the modules V"(z 0, ) and
T%(x 0,,—) belong to YO}, _. We may write 7" (z @ 0,,—) = “I" (v ®0, ). The
module L(zeo0, ) has a projective cover in Oy, _. We denoted it by “P”(zeo0,, ).
Let “P} _ be the minimal projective generator “T}; _ the characteristic tilting
module ‘and let “Ly, _ be the sum of simple modules

Definition 3.6. Set “AY, _ = Extuor ("L, _) and “AY, _ = Enduoy (“Py_)P.

Lemma 3.7. The category “ O}, _ ~ wA” _-mod is a highest weight category with
the set of standard objects A(" O}, _) = {V”(m ®o,-);x € I} _} and the highest
weight order given by the partial order on I _

Proof. First, the category O}, _ is a highest weight category in the sense of [10,
def. 3.1], i.e., it satisfies the axioms in Section 5 although it is not equivalent to the
module category of a finite dimensional algebra. By [10, thm. 3.5] the subcategory
“Oy, _ is also highest weight. Since “O} _ ~ “A7 _-mod and A} _ is finite

M= o, —
dimensional, the category “O}, _ is a hlghest We1ght category in the sense of Section
5. O

Next, set “I;; . = {z € I, ; * =w} and let “Oj, | be the full subcategory of

O (“’I i) con51st1ng of the finitely generated objects. We have Irr(VO}, ;) =
{L(xeouy);x € I }. Let YL . = G}Iewl;+ L(x ®o0y,+) and let “PY =

@Zew[:,+ PY(zeo, ).
Definition 3.8. Set “AY o+ = Exteor  (“Ly )P and “Aj | = Endvor (“P; ).

Consider the quotient functor
F'=Homoy  (“P;,e): 0 — A} ,-Mod.

Its kernel is the full subcategory generated by the modules L(ze0,, ) with « ¢ I, ot
So, we have an equivalence of categories O}, +(UI ) = YAy -Mod. It restricts to
an equivalence
“0y, 4 ~"A] ;-mod.

For each z € “I] ., we'll view V" (z o Ou.,+) as an object in “Oj, , by identifying it
with the YA}, | -module F'(V"(ze0, )). We denote “P”(ze0, 1) = F(P"(re0, +)).

For each - € “IY/ ., let 1, be the (obvious) idempotents in the C-algebras “A¥, .
and "Aj, ;, associated with the modules L(z e 0, +) and “P”(x e 0,4). We'll
abbreviate 13 = (1,)°, “A;;" = (A4 _)° and *O};° = (YO, _)°.

Proposition 3.9. Assume that w € I . andv=w_ € I} _

(a) The category YOy, =AY —mod is a highest wezght category with the set
of standard objects A(wOV ) = {V (zo0yu+); x €™} and the highest weight
order given by the partial order on "I .

(b) There is an equivalence of highest weight categories ”O © o~ vOy, 4 which
takes VV(z @0y, )° to V¥ (x4 @0, 1) for any v € “I} _

(¢) There is a C-algebra isomorphism “’AZ,O ”A” + such that 13— 1¢,,) for
any x € I _
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Proof. First, note that the anti-isomorphism of posets I, , — [ _, x — x_, in
Corollary 3.3 restricts to an anti-isomorphism of posets

“’IZJFQUI”;

Therefore by Remark 3.5 the functor d o D maps “P; , to T}/ _, and yields an
algebra isomorphism Endoy | (“P} )" ~ Endoy _ ("T)] _)°P. So, we have Oy | =
("Oy, _)°. In particular Oy,  is a highest weight category because it is the Ringel
dual of a highest weight category. The rest of the proposition follows from the

generalities on Ringel duality in Section 2.5. O

We’ll denote by “T"(z e 0, ) the tilting object associated with V*(z e 0, ;) in
Oy, 4 and by “T)7 | the characteristic tilting module. If v = ¢, we also abbreviate

YO+ = wOfﬁyi, suppressing ¢ everywhere in the notation.

Remark 3.10. The highest weight category “Oj, ; does not depend on the choice
of 0+ and e but only on p, v and on the sign of the level, see [14, thm. 11].

Remark 3.11. Write D = d o (e)°, where d is the BGG duality. Then, D restrict
to an equivalence of categories wOZﬁ — (”OZ’ﬁ)Op.

3.5. Parabolic inclusion and truncation. Let¢ = i, ¢ be the canonical inclusion
YO}, + CYOy,x. It is a fully faithful functor and it admits a left adjoint 7 = 74,
which takes an object of “O,, 1 to its largest quotient which lies in “O}, . We'll
call 7 the parabolic inclusion functor and T the parabolic truncation functor.

Since ¢ is exact, the functor 7 takes projectives to projectives. We have

(a) i(L(reoy+))=L(zeo,) forx €} ,
(b) 7(“P(xeo0y+)) ="P"(xeo0,+) forze™ .
(c) 7("P(ze0y+)) =0 forz e, \"I},.

The same argument as in [5, thm. 3.5.3], using [18, thm. 5.5], implies that the
functor i is injective on extensions in “ Oy, _. See the proof of Proposition 4.47 for
more details.

By Lemma 2.6, for each w € I; _, the Ringel equivalence yields equivalences of
triangulated categories D*(*O,, ) — D*(*O,, ) and Db(”OZd_) — Db(wO;_),
where v = wy := w,ww,, such that the diagram below commutes

D’(*0y,+) —=D*(“O,,-)

Db(vozﬁ) - Db(wo;ﬁ).

Thus, the parabolic inclusion functor 7 is also injective on extensions in "O} | .
;

3.6. The main result. Fix integers e, f > 0 and parabolic types p,v € P. We
choose o, + of level £e — N and o, + of level £f — N. Fix an element w € w.
Assume that w € I, 1, and set v = wile Iﬁ_.

The main result of this paper is the following.
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Theorem 3.12. We have C-algebra isomorphisms “Aj, | = vflffﬁ and “JAZHF =
”A’lfﬁ such that 1, — 1, with y = =" for each x € “I}, +. The graded C-algebras
wAzer and ”A’,if are Koszul and balanced. They are Koszul dual to each other, i.e.,
we have a graded C-algebra isomorphism (“’AZ7+)! = ”A‘VL,_ such that 1!35 =1y for
each x € “I' .. The calegories O}, ,, YOy, _ are Koszul and are Koszul dual to

each other. H
We'll abbreviate w[l;*y!i = (wAy ).

Remark 3.13. Since wf_ll’; 4 and ”%—1’5,_ are balanced, the Koszul duality commutes
with the Ringel duality. In particular, for w € I); _ and v = wle Iﬁ’_,

(e)' and (e)° we get a graded C-algebra isomorphism (“A}7 )" = YAl _ such that
(12) = 1, with y = 27! for each = € YLy .

composing

4. MOMENT GRAPHS, DEFORMED CATEGORY O AND LOCALIZATION

First, we introduce some notation. Fix integers e, f > 0 and parabolic types
w,veP.

Let V be a finite dimensional C-vector space, let S be the symmetric C-algebra
over V and let m C S be the maximal ideal generated by V. We may regard S as
a graded C-algebra such that V' has the degree 2.

Let R be a commutative, noetherian, integral domain which is a (possibly graded)
S-algebra with 1.

Let Sy be the localization of S at the ideal m and let k be the residue field of
So. Note that £ = C and that Sy has no natural grading.

4.1. Moment graphs. Assume that R = S, viewed as a graded C-algebra.

Definition 4.1. A moment graph over V is a tuple G = (I, H, ) where (I, H) is
a graph with a set of vertices I, a set of edges H, each edge joins two vertices, and
a is a map H— P(V), h— kay,.

We say that the moment graph G is a GKM-graph if we have kay, # kay, for
any edges hi # ho adjacent to the same vertex.

Definition 4.2. An order on G is a partial order < on I such that the two vertices
joined by an edge are comparable.

Given an order < on G let b/, h” denote the origin and the goal of the edge h.
In other words ' and h” are two vertices joined by h and we have A’ < h”.

Remark 4.3. We use the terminology in [22]. In [15], a moment graph is always
assumed to be ordered. We'll also assume that G is finite, i.e., that the sets I and
H are finite.

Definition 4.4. A graded R-sheaf over G is a tuple M = (My, My, pyn) with

e a graded R-module M, for each x € I,

e a graded R-module My, for each h € H such that ap My =0,

e a graded R-module homomorphism py p, : My — My, for h adjacent to x.
A morphism M — N is an I U H-tuple f of graded R-module homomorphisms
Jo: My = Ny and fi, : My, — Ny which are compatible with (pg.p).
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The R-modules M, are called the stalks of M. For J C I we set
M(J) = {(ma)zes; Mo € Ma, pup(mp) = pro p(mpr), Yhwith b/, h" € J}.

Note that M({z}) = M,. The space of global sections of the graded R-sheaf M is
the graded R-module I'(M) = M(I).

We say that M is of finite type if all M, and all M}, are finitely generated
graded R-modules. If M is of finite type, then the graded R-module T'(M) is
finitely generated, because R is noetherian.

The graded structural algebra of G is the graded R-algebra Zr = {(as) €
REBI; ap — apr € ap R, Vh}

Definition 4.5. Let Fy be the category consisting of the graded R-sheaves of finite
type over G whose stalks are torsion free R-modules. Let Zp be the category con-
sisting of the graded Zr-modules which are finitely generated and torsion free over

R.

The categories Fr and Zg are Krull-Schmidt graded R-categories (because they
are hom-finite R-categories and each idempotent splits). Taking the global sections
yields a functor I' : Fr — Zg.

We'll call again graded R-sheaves the objects of Zr, hoping it will not create
any confusion.

The global sections functor I' has a left adjoint £ called the localization functor
[15, thm. 3.6], [22, prop. 2.16, sec. 2.19].

We say that M is generated by global sections if the counit LI'(M) — M is
an isomorphism, or, equivalently, if M belongs to the essential image of £. This
implies that the obvious map I'(M) — M, is surjective for each x. The functor
I is fully faithful on the full subcategory of Fg of the graded R-sheaves which are
generated by global sections, see [15, sec. 3.7].

For each subsets E C H and J C I, we set Mg = @heE My, and

PIE = @@pm,h : M(J) — Mkg.
zeJ heE
Let d, be the set of edges with goal x, u, be the set of edges with origin x and
ey = dy | Juz. Given an order < on G, we set My, = Im(p=y.q,), M* = Ker(ps.e,)
and M, = Ker(pz,a, ), where we abbreviate p, g = pi,), 5. Following [17, sec. 4.3],
we call M® the costalk of M at x. Note that M*, M(,), M, are graded Z p-modules
such that M* C M) C M.

Assume from now on that the moment graph G is a GKM graph. Let us quote
the following definitions, see [22, lem. 3.2] and [15, lem. 4.8].

Definition 4.6. Assume that M € Fpg is generated by global sections. Then,

(a) M is flabby if Im(py 4, ) = Moy for each x € I,

(b) M is A-filtered if it is flabby and if the graded Zg-module My is a free
graded R-module for each x € I.

Now, we can define the following categories.

Definition 4.7. Let Fﬁ7< be the full subcategory of Fr consisting of the A-filtered
objects. Let Z%_’< be the essential image of F%ﬁﬁ by T.

We may abbreviate F4 = F% < and 75 = Z%j < when the order is clear from the

context. The categories F% and Z% are Krull-Schmidt graded R-categories. Since
A-filtered objects are generated by global sections, from the discussion above we
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deduce that £, I' are mutually inverse equivalences of graded R-categories between
F% and Zﬁ.

For each M € Z% we write M* = L(M)®, My} = L(M)y], My = L(M),,
Mz, = L(M) <y, Mo, = L(M)p, and My, = L(M)},.

The categories Fﬁ and Z% are exact categories with the exact structures defined
as follows. Following [15, lem. 4.5], we say that a sequence 0 — M’ — M — M" —
0 in Z4% is exact if and only if the sequence of (free) R-modules 0 — M[/x] —

My — M[’;] — 0 is exact for each x € I. This yields an exact structure on Z%.

We transport it to an exact structure on 1_7‘% via the equivalence (£, T).

Remark 4.8. The forgetful functor Z% — Zp is exact by [16, lem. 2.12]. Here Zp is
equipped with the exact structure naturally associated with its structure of abelian
category. To avoid confusion we’ll call it the stupid exact structure.

Remark 4.9. Let M € Z%. Then, we have M ~ T'L(M) and M, = L(M),. For
each J C I, let M be the image of the obvious map M =T'L(M) — @, .; M,,
see also [16, def. 2.7]. Tt is a graded R-module, and we have M; = L(M)(J) by
[15, lem. 3.4]. Since Zg, = R for all z, the set (Zr)s is a graded R-subalgebra of
R®7. So My is a graded (Zg)s-module.

We'll use two different notions of projective objects in the exact category Z%,
compare [22, sec. 3.8].

Definition 4.10. (a) A module M € Z%§ is projective if the functor Homg (M, e)
on Z% maps short exact sequences to short eract sequences.

(b) A module M € Zp, is F-projective if L(M) is flabby, M, is a projective graded
R-module for each x, My = My [ap My, and pp p, is the canonical map for each h.

Remark 4.11. If M € Z45 is F-projective, then it is projective [15, prop. 5.1]. Note
that loc. cit. uses reflexive graded R-sheaves. However, A-filtered graded R-sheaves
are automatically reflexive by [15, sec. 4].

We say that an object M € Z% is tilting if the contravariant functor Homg . (e, M)
on Z% maps short exact sequences to short exact sequences.

For each graded R-module M, let M* be its dual graded R-module, i.e., we set
M* = @,(M*)" with (M*)" = hompg(M, R(i)). Here homp is the Hom’s space of
graded R-modules. Since Zr is commutative, the graded dual R-module M* of a
graded Zg-module M is a graded Zp-module.

As above, let the symbols Tilt and Proj denote the sets of indecomposable tilting

and projective objects. By [15, sec. 4.6], the following holds.

Proposition 4.1?. The dgality D:Zgr — Zg such that M — M* restric_ts to an
ezact equivalence Zﬁ< — (Zﬁ#)‘)p. In particular, it yields bijections Proj(Zﬁyﬁ) —
Tilt(ZR ) and Tilt(Z% <) — Proj(Z3 ). O

We define the support of a graded R-sheaf M on G to be the set supp(M) = {z €
I; M, # 0}. We can now turn to the following important definition.

Proposition-Definition 4.13 ([15]). Let (G, <) be an ordered GKM-graph. There
is a unique object Br <(x) in Zp which is indecomposable, F-projective, supported

on the coideal {3=x} and with Br <(z), = R. We call Br <(x) a graded BM-sheaf.
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We may abbreviate Br(z) = Br <(z) and Cr(z) = Cr <(z) = D(Bg s ()).

Remark 4.14. The existence and unicity of graded BM-sheaves is proved in [15,
thm. 5.2] using the Braden-MacPherson algorithm [7, sec. 1.4]. See also [17,
thm. 6.3]. The construction of Bg(z) is as follows.
e Set Br(z), =0 for y # .
e Set Br(z), = R.
e Let y = x and suppose we have already constructed Br(z). and Bgr(z)s
for any z, h such that y = z,h',h" = «. For h € d,, set
— BR(:L'>h = BR(:L'>h//ahBR(ZL'>h/ and Ph’ h is the canonical map,
— Br(2)oy = Im(p<y,4,) C Br(2)a,, )
— Bpr(x)y, is the projective cover of the graded R-module Bg(z)ay,
— py.h is the composition of the projective cover map Br(x), — Br(z)a,
with the obvious projection Bg(z)a, — Br(z)n.

Proposition 4.15. An F-projective object in Zyr is a direct sum of objects of the
form Bg(x){(j) with x € I and j € Z.

Proof. See [22, prop. 3.9]. O

Next, following [15, sec. 4.5], we introduce the following.

Proposition-Definition 4.16. There is a unique object Vr(z) € Zg that is iso-
morphic to R as a graded R-module and on which the tuple (z,) € Zr acts by
multiplication with z,. We call it a graded Verma-sheaf.

Proposition 4.17. (a) The graded Verma-sheaves are A-filtered and self-dual.
(b) We have Vr(x)Y = Vr(z)y = Vr(2)y = R if x =y and 0 else.
(¢c) For M € Zp we have

HOInZR (VR(ZL')<’L>,M) = MZ<*Z.>7
Homz, (M, Vr(y)(5)) = (M,)"(j),

hom ,, (Va () (i), Va(y) () = day R,

Proof. Obvious, see e.g., [22, sec. 3.11]. O

Remark 4.18. A A-filtered graded R-sheaf M has a filtration 0 = My C M; C
-+ C M, = M by graded Zg-submodules with [15, rk. 4.4, sec. 4.5]

@Mr/Mrfl == @M[y]v Mr/Mrfl = VR(yr)<ir>7 r < S = Ys < Yr.

r=1 Y

In particular, a A-filtered graded Zp-module is free and finitely generated as a
graded R-module.

Remark 4.19. From Proposition 4.17(c) we deduce that (M,)* = (M*)v.
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4.2. Ungraded version and base change. Assume that R is the localization of
S with respect to some multiplicative set. Then, we define an R-sheaf over G, its
space of global sections, the structural algebra Zp, the categories Fg, Zg, etc., in
the obvious way, by forgetting the grading in the definitions above. In particular,
we define as above an exact category Z%.

Now, assume that R = S. Forgetting the grading yields a faithful and faithfully
exact functor Z% — Z%. See, e.g., [21], for details on faithfully exact functors.
Let Vr(z), Br(z), Cr(z) be the images of Vz(z), Br(x), Cr(x). We call Vg(z) a
Verma-sheaf and Bg(z) a BM-sheaf.

Next, for each morphism of S-algebras R — R’ we consider the base change
functor e ® g R’ : R-mod — R’-mod given by M — R'M = M ®r R'.

Assume that R’ is the localization of R with respect to some multiplicative
subset. Then, the base change yields functors e ® g R’ : Fr — Fg and e ®p
R : Zr — Zpg. These functors commute with I', £ and the canonical map
R'Homgz, (M, N) — Homgz_, (R'M, R'N) is an isomorphism, see [22, sec. 2.7, 2.18,
3.15]. Further, the base change commutes with the functor M +— M), it preserves
the flabby sheaves, the Verma sheaves, the F-projective ones and it yields an exact
and faithful functor Z%4 — Z%,, see [22, sec. 3.15].

Assume now that R is the localization of S with respect to some multiplicative
set. Then, we define Vr(z) = RVs(x), Br(x) = RBg(z) and Cr(z) = RCs(z).
Note that Bgr(z), Cr(z) are F-projective by [22, sec. 3.8], and that if R = Sy then
Bpg(z),Cr(x) are indecomposable by [22, sec. 3.16]. Further, any F-projective R-
sheaf in Fp is a direct sum of objects of the form Bg(z) with x € I, see [22,
prop. 3.13].

Forgetting the grading and taking the base change, we get the functor e :
S-gmod — Sp-mod. Tt is faithful and faithfully exact. Indeed, if (M) = 0,
then there is an element f € S\ m such that fM = 0. Since M is graded, this
implies that M = 0. Hence ¢ is faithful, and by [21, thm. 1.1] it is also faithfully
exact. Finally, note that a graded S-module M is free over S (as a graded module)
if and only if e(M) is free over Sp.

Similarly, consider the functor ¢ : Zg — Zg, given by forgetting the grading and
taking the base change. We have the following lemma.

Lemma 4.20. (a) The functor e commutes with the functor M — M.
(b) The functor € :_ZS — Zs, is faithful and faithfully ezact.
(¢) For each M € Zg, we have M € Z3 if and only if (M) € Z, . O

4.3. The moment graph of O. Fix a parabolic type u € P and fix w € w.

Unless specified otherwise, we’ll set V' = t. In this section, we define a moment
graph “G, + over t which is naturally associated with the truncated categories
“0O, +. Then, we consider its category of (graded) R-sheaves over G, +. In the
graded case we’ll assume that R = S, with the grading above. In the ungraded
one, we'll assume that R = .S or Sy, see the previous section for details.

Definition 4.21. Let “G, + be the moment graph over t whose set of vertices
is Yl +, with an edge between x,y labelled by k& if there is an affine reflection
Sa € W such that say € 2W,. We equip G, + with the partial order < given by
the opposite Bruhat order, and we equip G, _ with the partial order < given by
the Bruhat order.

Let “Zg,+ be the graded structural algebra of “G, 1. Let “Zs,+ be the
category of graded “'Zs ,, +-modules which are finitely generated and torsion free
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over S. Let wzéui be the category of A-filtered graded S-sheaves on “G, + <.
Let Vs +(x) € “Zg u+ be the (graded) Verma-sheaf whose stalk at « is S. We'll
use a similar notation for all other objects attached to G, +.

We'll use the same notation as in Section 4.2. For example “Bg , +(z) is the
nongraded analogue of “Bg , +(z), and “Bg , +(z) = R"Bg, .+ ().

We also set, “JZk%i = kaS%i, et =KZsy 4+ wzk%i = ka%i—gmod
and “Zy, .+ = “Zy,u,+-mod. In the graded case, we put “By, ,, +(x) = k"Bg .+ ().
In the non graded case, we put “By , +(z) = k"Bsg, u,+(x). To unburden the
notation we may omit the subscript k and write “Z,, + ="“Zy .+, Y2y + = Ly +,
etc.

Proposition 4.22. The (graded) BM-sheaves on G, + are A-filtered.

Proof. The (graded) BM-sheaves on G, _ are A-filtered by [15, thm. 5.2]. We
claim that the (graded) BM-sheaves on G, ; are also A-filtered.

By Section 4.2, a graded S-sheaf M is A-filtered if and only if the Sp-sheaf e(M)
is A-filtered. Now, by Proposition 4.33(c) below, the BM-sheaves on “G, ;. are
A-filtered for R = Sy. This proves our claim. O

Let I(x) be the length of an element = € W. From Propositions 4.13, 4.22, we
deduce the following.

Proposition 4.23. For each x € "I, +, there is a unique A-filtered graded S-
sheaf “Bg,, +(x) € wzéui which s indecomposable, F-projective, supported on
the coideal {3= 2} and whose stalk at x is equal to S{£l(x)). O

Assume that w € I, 4 and let v = w_ € I, _. From the anti-isomorphism of
posets I,  ~ "I, _ in Corollary 3.3(c), we deduce that G, t and "G, _ are the
same moment graph with opposite orders. In particular, we have “ Zg et = vZs, 10—
as graded algebras. Further, by Proposition 4.12, there is an exact equivalence

D wzéu# - (Uzém—)op‘

The same is true if + and — are switched everywhere. We define “Cg , +(z) =
D(“Bs,,+(y)) with y = 24, v = wg for each z € “I,, 4. It is a A-filtered graded S-
sheaf on G, + which is indecomposable, tilting, supported on the ideal {z} and
whose costalk at z is equal to S(&I(z)). We abbreviate “Bs ,, + = @, “Bs,.,+(z)
and wCs#ﬁi = @I wCs#ﬁi(:L').

By Remark 4.18 we have the following lemma.

Lemma 4.24. (a) The graded S-sheaf “Bs,, +(z) is filtered by graded Verma-
sheaves. The top term in this filtration is Vs, +(z)(£l(x)), which is a quotient of
“Bg 4+ (x). The other subquotients are of the form Vs, +(y){j) with y = = and
j €.

(b) The graded S-sheaf “Cs.,, () is filtered by graded Verma-sheaves. The first
term in this filtration is the sub-object Vi ,, +(x)(£l(x)). The other subquotients are
of the form Vs . +(y){(j) withy < x and j € Z.

Since “Zs 1+ = " Zs,,,— we may also regard *Cy,, _(z_) = D(“Bg,,,+(z)) as a
graded ¥ Zg,,, +-module. The following proposition says that “Bg,, 4 (z) is self-dual.

Proposition 4.25. For each x € "I, y, we have “Bg, (x) = "Cs, —(x_) as
graded ' Zs. ,, +-modules.
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Proof. If = ¢ is regular then the claim is [16, thm. 6.1].

Assume now that y is not regular. We abbreviate B, (x) = “Bg, .4 (). We must
prove that D(B,(z)) = B,(x). The regular case 1mphes that D(By(z)) = By(x).
We can assume that w € Iu,— and that x € “I,,.

From Proposition 4.41(e), (f) below, we deduce that

D D(B.()2ly) - Uw,)) ® = @ Bu( w) = 2U(y)) & M,

yeW, yeW,

where M is a direct sum of objects of the form B, (2)(j) with z < 2. We have also

D(B(e)) = B,(e). Thus, by induction, we may assume that D(B,(z)) = B,(2)
for all z < x, and the equality above implies that D(B,,(z)) = B, (z). O

Remark 4.26. The graded sheaf “Bg , (x) is not self-dual, i.e., “Bg,, —(x) is not
isomorphic to "Cg,,,+ (x4 ) in general.

Let Pl2(t) = Y-, P} ;t" be Deodhar’s parabolic Kazhdan-Lusztig polynomial

Y,z
“of type ¢” associated with the parabolic subgroup W,, of W,
Let Qo (t) = >0, QL ;i t be Deodhar’s inverse parabolic Kazhdan-Lusztig
polynomlal ‘of type —17.
We use the notation in [25, rk. 2.1], which is not the usual one. We abbreviate

P, .= Pigg and Qy,» = Qd) o~

Y,z

Proposition 4.27. For each x,y € I, 1, we have graded S-module isomorphisms
(a) “Bs,p,+(2)y = @, (S(Uz) — 2i)) Oy
(0) “Bs i+ (2)y) = Biso(S(2(y) — Uz) + 23)) P

Proof. Any finitely generated projective S-module is free, and that the S-module
“Bg. .+ (), is projective because “Bg,, 1 (z) is F-projective. Hence, part (a) follows
from Proposition 4.43 below and [25, thm. 1.4]. Part (b) follows from (a) and
Proposition 4.25 as in [16, prop. 7.1] (where it is proved for u regular). More
precisely, write V(z) = Vg 4(z), B(z) = “Bs,+(z) and Z = “Zg,, +. Then, we
have
B(x)Y = Ker(py,e,) C B(x), = Ker(py,a,) C B(x),.

In particular, for au, =][,¢,, an, we have ax, B(x)p, C B(x).

Next, the graded S-module B(x), is free and B(z), = B(x ) JanB(z), for h € uy
because B(z) is F-projective. Thus we have B(z)Y C a,, B(z),, because ap, is
prime to ap, in S if hy # ho.

We claim that B(z)Y = ay, B(x),). Let b € B(x)Y. Write b = ay,, b’ with
V € B(x)y. If pyn(b') # 0 with h € dy, then py j,(b) = v, py,n(b') # 0, because the
avy, -torsion submodule of B(z)y, is zero (we have B(z), = B(x)n /o B(x)n, the
S-module B(z)y is free, and ay, is prime to a,,,). This implies the claim.

In particular, we have B(z),) = B(x)¥(2l(y)) because fu, = I(y). Hence, by
Remark 4.19 and Proposition 4.25 we have a graded S-module isomorphism

(B(x)y)"(2U(y)) = B(x)"(2U(y)) = B(x)yy-
O

Definition 4.28. Consider the graded S-algebra “’,Q%_S_#_i = Enduwgzg , . (wBS%i)Op
and the graded k-algebra Ve, + = k¥e/s ,, 1. Set also s, 1+ = Enduzg, , (“’Bsmui)Op
and let “a7, + be the k-algebra underlying * ; +
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For each z € I, 1, let 1, € “g/, + be the idempotent associated with the direct
summand “Bg , +(z) of “Bg j +.

Proposition 4.29. The graded k-algebra * _u,i 1s basic. Its Hilbert polynomaial s

P(“y i Vaar = D PIIE2) PIo% (172) @0 =210)
y<z,’
P(“Apy o t)ar = Y QU H(E2) Q1 (¢72) 12 W) ),
y>z,a
If p = ¢ then the matriz equation P(“ely _,t) P(*ey y,—t) = 1 holds. Here v =
w~t and the sets of indices of the matrices in the left and right factors are identified
through the map x — =L,

Proof. First, note that if M, B € Z4 and if B is projective, then the filtration (M,.)
of M in Remark 4.18 yields a filtration of the graded S-module Homg, (B, M)
whose associated graded is, see Proposition 4.17,

n

@ Homz, (B, My /My—1) = @(Byr)* (ir).

r=1 r=1

Further, for each 2/, the graded BM-sheaf “Bg ,, (') is projective by Remark
4.11 and Proposition 4.23.

Therefore, for each z,x’, there is a finite filtration of the graded S-module
Homuzg , , (“Bg,u+(2'), “Bs,u+(x)) whose associated graded is, see Proposition

4.27,
DD (“Bs i (x),)" @) — i) + 2i) "7V =
y 120
— P P s@iy) - i) — 1) + 20+ 200 b
y i, >0
Thus we have a graded k-vector space isomorphism

Ll = @ @ k) — (@) — 1(a') + 20 +20) "5

y<a,x’ 4,7 20

where y, z, 2’ run over "I, ;.
We deduce that

P(“y o =y PUIET2) P4 (t72) 1@ HE0=200),

y<z,z’

In other words, the matrix equation P(“#, 1,t) = P, +(t)T P, +(t) holds with
Puy(t)y. = Phi(t?) @ =lW) and z,y € VI, +

Note that P}, = 0if I(y) — I(x) + 2i > 0 and that if [(y) — I(z) + 2i = 0 then
Pl =0 unless y = . Thus we have P(“e}, 1, 1)y 0 € 840 + tN[[t]]. Hence the
graded k-algebra “, . is basic.

Set Qpu,—(t)a,y = QU 1 (t72) ')~ for each @,y € “I, ;. The matrix equation
P(%e, —,t) = Qu—(t )QM,( )T is proved in Proposition A.5 below. Hence “c7, _
is also basic.

Next, for each z, 2",y € “I,, + and a = —1, ¢ we have, see e.g., [25, (2.39)]

Y (Y WTOQUA () P (E) = duar

e<y<a’
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Further, if u = ¢ is regular then we have P, .(t) = P/J(t) and Q. ,(t) = QL1(t).
So, we have the matrix equations Qg —(t) Py +(—t) =1, Pp 1 (—t) Q¢ —(t) =1
deduce that

P(“dy ) P("dy 4, —t) = Qop—(t) Qp— (1) Py (—)" Py (—t) = 1.

The matrix equation in the proposition follows easily, using the fact that P, , =
nyl,xfl and Qihy = Qx—lﬁy—l. ]

Remark 4.30. The grading on "/, 1 is positive, because P! = 0 if I(y) — I(x) +
2i>0and P =0if l(y) — l(z) + 2i = 0 and y # .

Y,Z,?

Remark 4.31. The results in this section have obvious analogues in finite type. In
this case, we may omit the truncation and Proposition 4.27, Corollary A.4 yield

Bs s+ (2)y = @D S(U(x) — 20) 70

i>0

B~ (), {1(wo)} = €D S(U(woz) — 20) %,

i>0
where wy is the longuest element in the Weyl group W. Indeed, we have
W*BS,H,+(w0xwu) = BS7M7—($)<l(w0wu)>a
where w : G, - — G, 4+ is the ordered moment graph isomorphism induced by

the bijections I, + — I, 4+,  — wozw, and t — t, h — wo(h). Note that [25,

prop. 2.4,2.6] and Kazhdan-Lusztig’s inversion formula give Qg:y_l = Pﬁj{;‘;wwwozw”.

4.4. Deformed category O. Assume that R = Sy or k. If R = k we may drop it
from the notation.

We define Op , + as the category consisting of the (g, R)-bimodules M such that

o M =@, My with My ={m € M; xm = (\(x) +2)-m, z € t},

e U(b) (R-m) is finitely generated over R for each m € M,

o the highest weight of any simple subquotient is linked to o, +.
Here, for each r € R and each element m of an R-module M, the element r - m is
the action of 7 on m. Further, in the symbol A(z) + x we view z as the element of
R given by the image of « under the canonical map S = S(t) — R. The morphisms
are the (g, R)-bimodule homomorphisms.

Next, consider the following categories

e “Ogp,,, — is the Serre subcategory of Og , _ consisting of the finitely gen-
erated modules such that the highest weight of any simple subquotient is
of the form A =z eo0, _ withx S wand z € I, _.

e “Opg,, + is the category of the finitely generated objects in the Serre quo-
tient of OR, , + by the Serre subcategory consisting of the modules such that
the highest weight of any simple subquotient is of the foorm A\ = z e o, 4
with z % w and = € I, . We'll use the same notation for a module in
OR,;,+ and a module in the quotient category “Og .+, hoping it will not
create any confusion.

For each A € t* let Ry be the (t, R)-bimodule which is free of rank one over R
and such that the element x € t acts by multiplication by the image of the element
A(z) + 2 by the canonical map S — R. The deformed Verma module with highest
weight A is the (g, R)-bimodule given by Vr(A) = U(g) @y b) Ra-



KOSZUL DUALITY OF AFFINE KAC-MOODY ALGEBRAS 23

Proposition 4.32. (a) The category “Or,, + is a highest weight R-category. The
standard objects are the deformed Verma modules Vi (x o Op+) with x € ™I, +.

(b) Assume that w € I} .. The Ringel equivalence gives an equivalence ()° :
wOﬁ%i — “OX%jF where v = we.
Proof. First, we consider the category “Og,,, —. The deformed Verma modules are
split, i.e., their endomorphism ring is R. Further, the R-category “Og , — is Hom
finite. Thus we must check that “Opg , _ has a projective generator and that the
projective modules are A-filtered. Both statements follow from [13, thm. 2.7].

Next, we consider the category “Og, +. Once again it is enough to check
that “Og,,,+ has a projective generator and that the projective modules are A-
filtered. By [13, thm. 2.7], a simple module L(xz @0, +) in Og , + has a projective
cover Pr(x @ 0, ). Note that the deformed category O in loc. cit. is indeed a
subcategory of Op ,, 4+ containing all finitely generated modules. Since Pr(zeo0, )
is finitely generated, the functor Homo,, , , (Pr(z 0, 1), ) commutes with direct
limits. Thus, since any module in Og ,, + is the direct limit of its finitely generated
submodules, the module Pr(ze0,, ;) is again projective in Og , 4. Now, a standard
argument using [34, thm. 3.1] shows that the functor

HomOR,#,+ (@ PR(:E.O#Hr)a.)v YIS wI,u,Jra
T

factors to an equivalence of abelian R-categories “Opg ,,+ — A-mod, where A is
the finite projective R-algebra

A =Endog, ., (@ Pr(z e 0M7+))0p.

Therefore by Proposition 3.9(a) and [39, thm. 4.15] the category “Og, . + is a
highest weight category over R. This finishes the proof of (a).

By [14, sec. 2.6] there is an equivalence of exact categories O%%Jr:) (Oﬁ7#77)°p
analogue to the one in Lemma 3.4. It maps Vr(z ® 0, +) to Vg(z— @0, _), and
Pr(xzeo0,,4) to Tr(x_eo, ). We deduce that ("Op ,,—)° = “ORg, 4 for w e I,
and v =w_ € I, . Now part (b) follows from generalities on Ringel equivalences,

see Section 2.5.
O

Let “Pr(xz ® 0,,+) and “Tr(z ® 0,,+) be respectively the projective and the
tilting objects in the highest weight categories “Opg , + as given by Lemma 2.3.
Set “Pr .+ =@, "Pr(xeo,+) and YT, + = @, “Tr(x ®0, +), where x runs
over the set “I, +. Composing the Ringel duality and the BGG duality, we get an
equivalence

D=do(e):"0%,+ — ("OR,.3). (4.1)

Consider the base change functor “Og, .+ — “Op,, + such that M — kM. By
Proposition 2.4 we have k"Ps,(x ® 0,,+) = “P(z e 0, +) and kVTs,(x ® 0, +) =
“T(xeo0,+) for each z € I, 4.

4.5. The functor V. Assume that R = Sy or k. There is a well defined functor
Vi = Homuo,,, _ (“P(ou,~),®) : "OR . — “Zpu

called the structure functor, see [14, sec. 3.4].
At the positive level, following [14, sec. before rem. 6], we define the structure
functor Vg as the composition

D Vr D
“JO%%_,_ (UO%%—)OP > ("Zpy,— ) ——="ZR -
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Proposition 4.33. Let R = Sy or k. The following hold
(a) Vg is exact on "Opr,— and on "O% , |,
(b) Vi commutes with base change,
(c) the functor Vg, on “’O@O,H,i is such that
(i) Vs, 0 D = Do Vg,,
(ii) Vg, is an equivalence of exact categories wao%i — wzgwi,
(ili) for each x € “I, + we have
- Vi (Visy (2 @ 0p1,2)) = Visg . +(2),
- Vs, (“Ps, (¢ @ 0p1,2)) = "B p,+(),
- Vs, (wTSO (‘T ® Ou,i)) = wCSOaHui(x)'

Proof. Parts (a), (b) and the first claim of (¢) follow from the construction of V.
The second claim of (¢) follows from [15, thm. 7.1]. Note that we use here the
exact structure on wZ@()%i defined before Remark 4.8, see [15, sec. 7.1].

The first claim of (¢)(iii) is given by [14, prop. 2(2)]. The second one is proved
in [15, rk. 7.6]. The third one follows from the second and (c)(i). O

Now, we compare the k-algebra “A,, i+ in Definition 3.6 with the k-algebra “.<7), 4+
in Definition 4.28.

Corollary 4.34. We have a k-algebra isomorphism “A,, +— “e/,, 1 such that 1, —
1z for each x € ™I, +.

Proof. By applying Proposition 2.4 to base change functor “Og,,,+ — “Okpu+ »
we get YA, + = kEndvog, , . (“Psy,u,+)°. Thus, Proposition 4.33(c) yields

YA+ = kEnduzg . (“Bsyu+)?® = kEnduzg, , (“Bs+)" =", +.

4.6. Translation functors in O. Assume that R = Sy or k.

Fix positive integers d, e. Assume that o, _, 04 — have the level —e— N, —d— N
respectively. Thus, the integral affine weights o, 4, 04+ have the level e — N,
d— N respectively. In particular, the integral affine weight o, + — 04 + has the level
+(e — d). Assume that e —d # FN, hence we have £(e — d) # —N. The affine
weight 0, 4+ — 04, + is positive if £(e —d) > —N and it is negative else, see Section
3.2 for the terminology.

First, we consider the translation functors on the (deformed) A-filtered modules.
We have the following.

Proposition 4.35. Let R = Sy or k. Let w € Woand z € T —. Assume that
wW,, = zW,, and that (e —d) > —N. We have k-linear functors Ty, : ZO%(M[ —
wO%Mi and T, 4 : wO%Mi — ZO%7¢7i such that

(a) Ty, Ty are exact,

(b) Ty, Tpp are bi-adjoint,

(¢) Ty, Tpp commute with base change.

Proof. The functors Ty ., T),4 on Oﬁ7¢7i, O%,u,i are constructed in [13], see also
[14, thm. 4(2)]. Since z € I, _, the functors Ty ,, T, 4 preserve the subcategories
ZO§7¢7_, w0ﬁ7u77 by [14, thm. 4(2)]. For the same reason the functors Ty ,, Ty 4
factor to the categories ZOﬁ@ﬂL, WO%%_F The claims (a), (b), (¢) are proved in

14, thm. 4(1),(6)(4)]. O
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Next, in the non-deformed setting, we consider the translation functors on the
whole category O. We have the following.

Proposition 4.36. Let R = k. Let w € W and z € 1. Assume that wW,
zW,, and that (e — d) > —N. We have a k-linear functor Typu:*0g+ — Ou +
which coincides with the functors in Proposition 4.35 on ZOﬁi and such that the
following hold

(a) Ty, has a left adjoint functor T), 4, both functors are exact,

(b) Ty, Tpe take projectives to projectives,

(c) Ty, Tys preserve the parabolic category O and commute with i, T,

(d) Ty (L(zw, @04 +)) = L(x @0, +) for each x € *I, +,
(e) Ty (L (zw# ° qu ﬁ:)) =0 for each x € Iy + \ “I,, +,
(f) T¢ M((Z ) = ,u +

(9) T, P”(m ®0,,+)) = “P’(vw, @04 +) for each x € I} .

Proof. The definition of the translation functor Ty , : Og 4+ — O, + is well-known,
see e.g., [24, sec. 3]. Its restriction to A-filtered objects coincides with the functor
in Proposition 4.35 if R =k, see [13], [24] for details. Formulas (d), (e) are proved
in [24, prop. 3.8]. Since z € I, _, they imply that Ty, factors to a functor *Og + —
*“0,,,+ which satisfies again (d), (e).

The existence of the left adjoint 7}, 4 follows from the following general fact.

Claim 4.37. Let A, B be finite dimensional k-algebras and T : A-mod — B-mod
be an exact k-linear functor. Then T has a left and a right adjoint.

The exactness of Ty , is obvious by construction, see e.g., [24, sec. 3]. It is easy
to check that T, commutes with the BGG duality. Thus, its right adjoint is the
conjugate of T}, 4 by the duality. So, to check that T, 4 is exact it is enough to
prove that T , takes projectives to projectives. This follows from Proposition 4.35.

Part (b) follows from the proof of (a).

Part (c) for Ty, is obvious by construction. For T}, 4, it follows by adjunction.

To prove (f), note that (d) implies that Ty ,(*Lg,+) = “Ly+. Thus (c) gives
Ty,u(PLy ) C YLy, . Further, for each x € “I); , part (e) yields

L(zwy 004,+) C Ty Ty pl(zwy 04 1+) = Ty pL(z @ 0p2). (4.2)

Thus, by adjunction, we have a surjective map Ty ,L(zw, 04 +) — L(z ® 0, +).

Now, since the right hand side of (4.2) is in “OF | by (c), the left hand side is also
in *0OY .. Thus, we have a surjective map Ty ,(°L} L) — "L}, ..

Part (g) is a consequence of (a), (d), (e). O

Remark 4.38. LetweWandweI” Setz-wwu Wehaveze[¢ N1,
Assume that e —d > —N. Then, the functor Ty :"0O; L =707 64 18 faithful. To
prove this it is enough to check that 7T}, 4(L) # 0 for any simple module L. This
follows from Proposition 4.36(a), (g).

4.7. Translation functors in Z. Fix elements w € W and z € I, -

The algebra “Zs 4 4 = *Zs,4.— consists of the tuples (a,) of elements of S labelled
by elements x € W such that z < zand a; —ay € &S for all x, y such that x = s,y.
Since z is maximal in the left coset zW,, switching the coordinates yields a left
W ,-action on such tuples such that y - (az) = (azy) for each y € W,,. This yields a
left W),-action on the algebra *Zg 4 .
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Assume that w belongs to the left coset zW,,. Then, we have a map “Zg ,, 1 —

w

*Zs,p+ such that (ay) — (bsy), where we define by, = a, for each z € “I, +
and y € W),. This map identifies the algebra “Zg , + with the set of W,-invariant
elements in the algebra *Zg 4 +.

Lemma 4.39. For z € I, and w € I, 1 such that w € zW,, there are graded
YZ s u,+-module isomorphisms

(a) ZZ57¢7:|: ~ eayEW,L wZS,;L,:t<72l(y>>a

(b) zZsy¢7i<21(w’u)> ~ HOIanS%i (2254)1:‘:, wZS”uyi).

Proof. 1t is enough to prove the Lemma for wZs. u,+ because we have an isomorphism
of graded algebra “Zs , - = "Zg , + forw e I, _ and v =w4 € I, 4.

By Proposition 4.43(a) below, the graded S-algebra “Zs 4+ is isomorphic to the
equivariant cohomology (graded) algebra Hr (X, ) of the affine Schubert variety
X,,w = X,,2. Therefore, the Bruhat decomposition yields

Zsur=Hr(Xu:)= @ Hr(Xuo)(2U(z) - 2(2)),

xel, ,x<z

Zsor =Hr(Xp) = @ @B Hr(Xpw)(2(z) - 2(y) —21(x)).

yeW, xel, _,x<z

Since the obvious projection X4 ,w, — X, is a P,/ B-fibration, we have Hr (X, .) =
@D,ew, Hr(Xgzy). This implies part (a).

Finally, part (b) follows from (a), because

HomeS,uHr (ZZS,¢>,+; wZS,u,-i—) = @ }IOIanS’”’+ (wZS,H,+<—21(y)>, wZS,u,-i—)
yeW,

= B “Zs s ()

yeW,

="Zs.¢.+(20(wy)).
0

Remark 4.40. An algebraic proof of Lemma 4.39 is given in [16, lem. 5.1] in the
particular case where W, = 2.

Let é¢7u : ZZsjd,,i — wZ&Mi and éu,¢ : wZS,H,i — ZZS7¢7i be the restriction
and induction functors with respect to the inclusion “Zs , + C “Zs 4 +.

Next, let R = S or So Forgetting the gradings, we define in the same way as
above the functors 6y, : *Zr g+ — “Zry+ and 0, 4 : “Zru+ — LR +-

Proposition 4.41. Assume that w € z2W,, and z € I,, . Then, we have
(a) Vg,0Ty, =04 ,0Vs, on OS0 b andVSUoT o =0u,60Vg on OSU,M,i’
(b) 9¢>u and 0,4 are exact functors *Zg , y — V23, y and “2g, . — L3, .,
(¢) (O, 0,11, 0,1, (20 (wy,))) is a triple of adjoint functors,
(d) 0y, 0D =Dofy, and 0, 40D = D09#¢ (2l(wy)),
(e) for each x € I, y, there is a sum M of “Bg,, +(t){j)’s with t < x such that

05,1 (*Bs.g.+(zwu)) = @ “Bsur (x){l(w,) — 20(y)) P M,
yeEW,
(f) We have

) By ("Bis g+ () = B g+ (ra )1, ) for & € Ty 1,
(il) Op,o("Bs,u,—(x)) = *Bs,g,—(xvwy) for v €1y -
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Proof. Part (a) is proved in [14, thm. 9].

For (b), note that the base change with respect to S — Sy commutes with
0p,1> 04,6 and with the functor M + M,), see Section 4.2. Now, by (a) and by
Propositions 4.33(c), 4.35(a), the functors 0 ., 0,4 preserve *Zg . ., “Zg , ..
Hence, by Lemma 4.20(c), the functor 6, ,,, 0,, » preserve ZZQ(ME, wZéu,i.

Next, to prove the exactness of 04 ,, 0, ¢ it is enough to check the exactness of
04,1, 04,6, because ¢ is faithfully exact by Lemma 4.20(b). This follows from (a)
and Propositions 4.33(c), 4.35(a).

The proof of part (¢) is similar to [16, prop. 5.2]. More precisely, by Lemma
4.39(b) there is an isomorphism of functors

Zs.s£(2U(wp)) ®ug,, o ~ Homug, | (Zsgx, "Zopt) Buzg, .

12

HOmwzswmi (ZZS7¢7i, O) .

Therefore (0,,.4,05.1,0,..6(21(w,))) is a triple of adjoint of functors.

Part (d) follows from (c). Indeed, since O, (M) = M as a graded S-module, we
have 64, 0 D = D o6y ,. Then, part (¢) implies 6,40 D = Do, 4(2l(w,)) by
unicity of adjoint functors.
~ Now, we prove (e)._ To unburden the notation let us temporarily abbreviate
Bu(x) = “"Bs u+(x), By(x) = "Bs,g1+(v), Zu = "Zs 4 Zo = “Zs,¢+ and Zy =
*Zs.4,+- First, note that 0y ,(Bg(zw,)) is is a direct sum of objects of the form
B,.(2)(j) by Corollary 4.44 below. Next, for each subset J C “I, 1 and each object

M € Zﬁ, we have defined a graded S-module M; = L£(M)(J) in Remark 4.9.
Setting J = xW,,, we claim that

By(zwp)aw, = Zp.aw, (l(zwy))- (4.3)
To prove this, we use the geometric approach to sheaves over moment graphs re-
called in Section 4.8 below. We also use the notation given there (for the dual root
system). The Zy-module By(zw,) € Zﬁ is a graded BM-sheaf on *Gy 4. Since
x € I, 4, the set zW, is an ideal of the poset “*“»I), ;. Thus, by Lemma 4.46,
we have Bg(zwy).w, = IHr (XWch)- Since Xy .w, is a smooth open subset of
Xy 2w, (see comments before Lemma 4.46), we deduce that

By(zwu)ow, = THr (Xsow,) = Hr (Xpow, ) ((@w,)) = Zs ow, (I(zwy)).

Now, by [16, prop. 5.3], for each « € “I,, | we have 04, ,,(Bg(zwy,))s = By(zw,)aw, .
Thus, by (4.3) and Lemma 4.39(a) we have an isomorphism of graded S-modules

9_¢7#(B¢(zw#))z = (qu,zWu)qu <l(zw#)>
yeW,
= D Slaw,) - 2().
yeW,,
Finally, since for each ¢ € I,,  we have
t & @ = 0pu(Bs(zwy))e = By(awy)aw, =0,
the support condition in Proposition 4.23 implies that the decomposition of 0,1 (By(zw,,))
into direct sums of B, (z)(j)’s has the form as predicted in part (e).

Finally, we prove (f). By Propositions 4.33(c), 4.36(g) and part (a) we have
0,1,6("Bs,pu,+(x)) = *Bg,¢,+(xw),) for each & € *I,, +. To identify the gradings, note
that, by [16, prop. 5.3], we have

01,6 (“Bs,x(2))aw, = Zgaw, Quz, , “Bsp+(@)s = Zyaw, (£l(x)),
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because “Z,, , = S zmd_wBs%i(x)z = S(xl(x)). Since (ZZ;&,g)y = Sforally € zW,,,
we deduce that 0,,(“Bs u+(2))zw, = S{(2)) and 0,,6(“Bs y,—())e = S(=1(z)).
O

Remark 4.42. Now, we consider the case & = k. Recall the algebras V2, “Z,
and the categories “Z,,, “Z,, from the beginning of Section 4.3, and the translation
functors 1), ¢, Ty, ,, in Section 4.6.

We define 0y, : *Zy — “Z,, and 0,4 : “Z, — *Zy to be the restriction and
induction functors with respect to the inclusion “Z,, C *Z,. They are exact (for the
stupid exact structure).

In the non-graded case, we define 0, 4, 04, in a similar way. Then, we have
VioTy, =0pu0Vyand Vi oT), 4 =0, 40V, on A-filtered modules by Propo-
sition 4.41(a), because 0y ., 0,16, T 1y Tp¢ and V commute with base change by
Propositions 4.33, 4.35.

4.8. Moment graphs and the flag ind-scheme. Fix a parabolic type p € P.
Let P, C G(k((t))) be the parabolic subgroup with Lie algebra p,. Write B = Py
and let T" be the torus with Lie algebra t. Note that 7" is the product of k* x k*
by the maximal torus of G.

Let X' be the partial (affine) flag ind-scheme G(k((t)))/P,. The affine Bruhat
cells are indexed by the cosets W/ W,,, which we identify with I, 4 (= I''™"). For
each w € I, 4 let X, C X, C X' be the corresponding finite dimensional affine
Bruhat cell and Schubert variety. To avoid confusions we may write X, = X',
Xyw = Xy and Xu,w = X,. For any subset J C I, we abbreviate X; =
UwEJ X“" _

The group T acts on X,,, with the first copy of k* acting by rotating the loop
and the last one acting trivially. The varieties X,, form an inductive system of
complex projective varieties with closed embeddings and X’ is represented by the
ind-scheme ind,, X,,. Recall that X,, has dimension /(w) and X, = UIEWI“,+ X..

Let D?(X,,) be the bounded derived category of constructible sheaves of k-
vector spaces on X,,, which are locally constant along the B-orbits, and let P(X,,)
be the full lubcategory of perverse sheaves. Let D%.(X,,) and Pr(X,,) be be their
T-equivariant analogue.

For each x € “I, 4, let “IC(X,) be the intersection cohomology complex in
P(X,) associated with X, and let “IC7(X,) be its T-equivariant analogue. Let
TH(X,) be the intersection cohomology of X, and let I Hr (X, ) be its T-equivariant

analogue. Finally, let H(X.), Hr(X,) denote the (T-equivariant) cohomology of
X.. See Section A.1 for details.

In this section we set V' = t*. Since S is the symmetric algebra over V', we have
S = Hr(e). Let SV denote the symmetric algebra over V* = t.

Let “GY . be the moment graph over V' whose set of vertices is “I, 4, with
an edge labelled by ka between x,y if there is an affine reflection s, such that
say € 2W,,.

We define ng/%i, szg%i, YBg ua(x)V, “Cspu+(x)Y, etc., in the obvious
way. We'll also write “’Fé ok for the category of graded S-sheaves of finite type

w

over “GY  whose stalks are torsion free as S-modules. We also write “’Bxi(x) =

RV AV _ AV VvV _ pwizV 7V _ wizV
kB34 (2), YO (2) = k03, 1 (2), "2y = k23,00 Y2y 1 = 2, y-mod,
etc. In the non graded case we use a similar notation.

Proposition 4.43. For w € I,  and x € “I, | we have
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(a) Hp (X)) = ng,u,-i- and H(X) ="Z) . as graded k-algebras,
(b) THr(X,) = ng,u,+(x) as graded “’Zg,u,_i_—modules,
(¢) IH(X,) = “B) () as graded “Z)  -modules.

Proof. Part (a) follows from [20], parts (b), (c) from [7, thm. 1.5, 1.6, 1.8]. O

Corollary 4.44. Assume that w € 1), + and z = w_ € I, . For each x € “Iy 4,
the graded “Zyg ,  -module 04, (*Bg , , (2)) is a direct sum of graded modules of the
form ng%_i_(y)(j} with y € “I,, + and j € Z.

Proof. The obvious projection 7 : X , — X#_,w is proper. By Proposition 4.43, for
each & € Pr(Xy,»), we may regard the cohomology spaces H(E), H(m.E) as graded
modules over ZZ& o4 and “’Zgﬁ ..+ respectively. Since 6, is the restriction of graded
modules with respect to the inclusion wZ& ut C ZZ; .+ we have an obvious isomor-
phism of graded “Zg , ,-modules H(m.E) =~ 04,H(E). Setting & = “ICT(Xy,.),
we obtain a graded module isomorphism H(m.(*(IC1(Xs.2))) =~ 0pu(*Bg ,  (2)).
Now, by the decomposition theorem, the complex 7, (*ICr (X4 2)) is a direct sum
of complexes of the form “ICr (X, ,)[j], with y € "I, and j € Z. We de-
duce that 04,(*Bg , . (v)) is a direct sum of graded “Zg , ,-modules of the form

“BY 1 () ). -

Remark 4.45. The counterpart of Proposition 4.43 for ng%_ and wB)g/,u,_(x) is
proved in Proposition A.3 below.

Recall that the poset “I,, 1 is equipped with the opposite Bruhat order. An ideal
J C "I, 4 is a coideal in the set {y € I;“i“; y < a2} equipped with the Bruhat order.
Hence the variety X is a T-stable open subvariety of X,. We have the following
proposition.

Lemma 4.46. Let w € I, 1. For any x € "I, + and any ideal J C “I,, 1 there is
an isomorphism of graded (*Z§ , ,)s-modules “Bg , . (x); = IH(X ).

Proof. The T-variety X ; satisfies the assumption in [7, sec. 1.1]. Hence, by loc. cit.,
one can associate a moment graph Gy to it. By construction, the graph G is the
same as the subgraph of wgl{ . consisting of the vertices which belong to .J and the
edges h with h', 1" € J. Let Zg ; be the graded structural algebra of GY. We have
7§ ;= ("Zg, )7 as graded rings, see Remark 4.9.

For any y € J, let BgJ(y) be the set of sections of the graded BM-sheaf on Gy
associated with y, as defined in Proposition-Definition 4.13. By [7, thm. 1.5,1.7],
we have a graded ring isomorphism Z& ; = Hp(X;) and a graded Z\g/’ s-module
isomorphism B\S/J(y) = IHr(X,NX). In particular, we have B\S/J(x) =THp(X).

Next, since J C “I, 4 is an ideal, it follows from the construction of BM-
sheaves recalled in Remark 4.14 that we have canonical identifications By ;(z), =
ngw#(x)y’ BgJ(z)h = ng/,H,+(z)h for any y, h € G} which are compatible with
the maps py ». This implies that B¢ ;(z) = “Bg , ,(¢)s as graded Zg ;-modules.
We deduce that “Bg , | (v); = [Hr(X;) as (“Zg , ;) s-modules.

O
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Proposition 4.47. Assume that w € I, . Let v = w_' € Ig,_. There is an
equivalence of abelian categories & = PH : ”Ogﬁ — P(X,w) such that ®*(L(y e
0p,—)) = “IC(X, ) with x = yll for each y € ”Ig’_.

Proof. Set z = v=' € I, _. We have w = 2w, and z = y~!
3.3(b)(c), the assignment y — x yields a bijection "I},  — I, ..

By [18, thm. 5.5], see also [4, thm. 7.15, 7.16] and [27], we have an equivalence
of abelian categories ¢ : YO, _ — P(X,..) such that L(ueoy ) +— *IC(X,-1) for
each u € "I, _. Composing ®? and the parabolic inclusion functor i, 4 : ”Og,_ —
YOy, yields an embedding of abelian categories ®% 0, 4 : Yoy = P(X,.) It
takes L(y e 04 ) to IC(X, 1) for each y € I}y _.

Finally, since z € I, _, the obvious projection m : Xy . — X, . is smooth.
Hence, the functor 7'* = 7*[dim7] yields an embedding of abelian categories
P(X,w) — P(Xy,.) such that “IC(X,,) — *IC(X44uw,) for each x € “I, ..
The essential images of the functors ®% o, , and 7 are Serre subcategories of
P(Xy ,-1) generated by the same set of simple objects. Thus, they are equivalent.
Hence, the categories O _ and P(X), ) are also equivalent. O

wy. By Corollary

By Proposition 4.43, composing ®* and the cohomology we get a functor H =

HH - ”Og_ — “JZZHF for eachw € I, 4, v € Ig_ such that v = w=1.

Proposition 4.48. Let v, w be as above and z = v~—'. Lety,t € ”Igﬁ. Set x = y;l

and s = tfrl. We have
(a) H'(L(y ® 04,-)) = "By , (x),
(b) we have graded k-vector space isomorphisms

Extuo;ﬁ (L(y 004 ), L(te o¢1,)) =k Homwzg%+ (ng%_F(z), ng,H,+(s))
= HonrleY+ (“’B:{Hr(ac), “’B;{Hr(s)),

(c) there is a morphism of functors 0,, 4 o H* — H® 0, s which yields a Zy .-
module isomorphism 0, sH*(L) ~H?i,, 4(L) for each L € rr("O% _).

Proof. Part (a) follows from Propositions 4.43, 4.47. To prove part (b), note that,
by Proposition 4.47, we have a graded k-vector space isomorphism

Extuon (L(y®og,—),L(t®oy ) = Extps(x,) ("IC(X.), "IC(X,)).
Further, by Propositions A.1, 4.43, we have graded k-vector space isomorphisms
Extpy (x,,)(“IC7(Xs), "IOT(X;)) = Homuzy  (“By,, . (2),"By . +(s)),
Extps(x,) (YIC(X,), "IC(X,)) = kExtpy () (V07 (X.), “ICT (X))

This proves the first isomorphism in (b). To prove the second one, note that we
have “B); | (v) = k"B§, (x). Thus, by Propositions 4.43, A.1, we have graded
k-vector space isomorphisms

kHomuzy  (“BY,  (2),"BY, (s)) = kEndy, x,) (IHr(X.), IHr(X,)),

= Homuzy | (wBPVL’_,_(:c), wBl\;7+(s)).

Now, we prove (c). By Proposition 4.43, taking the cohomology gives a functor
P(X,w) — “Z, ,-mod such that £ — H(&). Since z € I,, _, the obvious projection
7 Xp» — X, is smooth. By Proposition 4.43, for each £ € P(X,,,,) we may
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regard the cohomology spaces H(E), H(r*E) as modules over “Zy . and “Zy
respectively. The unit 1 — w7 yields a map H(E) — H(m.7n*E). By Proposition
4.43, it may be viewed as natural morphism of “Z,/ , -modules H(E) — 04, H(7*E).
Hence, by adjunction, we get a morphism of functors 0,4 0 H — H o 7w from
P(X, ) to nger-mod. Let @~ : ”Ogﬁ — P(X,) and &% : YOy _ — P(X,.)
be as above. The proof of Proposition 4.47 implies that H* = H o ®*, H? = H o ¢
and ®%0i,, 4 = ¥ o®*. Hence, we have a morphism of functors 6, 4oH* — H%0i,, 4.

We claim that, for each L € Irr(”Ogﬁ), the corresponding ZZ(; -module ho-
momorphism f : 0, 4H*(L) — H%, 4(L) is an isomorphism. Indeed, set L =
Ly ®0y,) with y € "I} _. By part (a), we have H*(L) = “B); , (), H%,, (L) =
ZBdY’Jr(xwu) with « = y;l. Hence, by Proposition 4.41(f) and base change, we
have 6, sH"(L) = H%, 4(L) = *BY , (zw,), see Remark 4.42. Hence, the map
[ can be regarded as an element in End.zy (ng +(zwy)). Now, by part (b) and
Propositions 2.4(b), 4.33(b), (c), we have

End-zy  (*By 4 (zwy)) = kEndezy | (*Bg 4,4 (zwy)),
=kEnd-oy, | (P (zwy ® 04,4)),

= End-oy | (*PY (zw,, @ 04,4)).

Here, the symbols OV and PV denote the category O and the projective modules
associated with the dual root system. Since the module *PY (zw,, 804 ) is projective
and indecomposable, we deduce that the k-algebra End-zy (ZB};, +(zwy)) is local.
Thus, to prove the claim it is enough to observe that the map f is not nilpotent. [

We can now prove the following graded analogue of (part of) Corollary 4.34

which compares the graded k-algebra ”Agﬁ in Definition 3.6 with the graded k-
algebra w%,_i_ in Definition 4.28. The comparison between “Agﬁ 4 and o, _ will

1,
be done in Corollary 5.8 below.

Corollary 4.49. Let w € I, 4 and v = w2l e If;_. We have a graded k-algebra
isomorphism, ”flg = “ﬁzf;ﬁ such that 1, — 1, with x = yll for each y € ”If; .

Proof. We have “d/, ; = kEndez,, , . (“Bgv ui+)"", where “Bgv ,, 1 € “Zgv ¢
is the space of sections of a direct sum of graded BM-sheaves on “G, . Next,
since A = Extu o _("LY _)°P by Definition 3.6, we have a graded k-algebra
isomorphism A = kEndeg“(ng7M7+)°p by Proposition 4.48(b). Thus, we
must check that kEnduzy (“B§ 1) ~ kEnduz, (“Bsvu+)-

The choice of a W-invariant pairing on t yields a W—equivariant isomorphism
t* ~ t. It induces a /W—equivariant graded algebra isomorphism S ~ SV. The
moment graphs “ng\[’ 4 and “G, 1 are indeed isomorphic. Using Remark 4.14, it is
easy to check that this isomorphism identifies the graded BM-sheaves L("Bg , )
and L£(“Bgv,,,+). This proves the corollary. O

Corollary 4.50. For any w € I, +, the following hold B
(a) we have graded k-algebra isomorphisms "o/, + — Enduwz, , (“B,,+)°P,
(b) the functor Vi, is fully-faithful on projective objects in “’Oﬁi.
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Proof. The obvious map “e/, y — Endugz, (“B,,,+)°P is an isomorphism by Propo-
sition 4.48(b) (applied to the dual root system). This proves (a) in the positive-level
case. The negative one is proved in a similar way, see Corollary A.6.

Now, let us concentrate on part (b). By Proposition 4.33(b), (c), we have “B,, =
Vi(“Pu+) and “e/, + = kEndwog, ,  (“Psyu+)°P. The latter is isomorphic to
Endvo, , (“Py,+)° by Proposition 2.4(b). We deduce that Vj, yields an isomor-
phism Endwgz, , (Vi(“Py,+)) = Endwo, , (“Py,+), which proves that Vy is fully-
faithful on projectives in “’Oﬁ, 4

The negative-level case is similar. Indeed, since “P, _ = k"“Ps, , — by Propo-
sition 2.4(e), it follows from Proposition 4.33(b), (¢) that *B, - = Vi(“P,,—) and
wJZ{M, =k Endwoso’uﬁ (wpsoy‘uy,)(’p. Thus Endwzu,7 (Vk (wplu’,)) = Endw0“,7 (wP%,)
by Proposition 2.4(b). We deduce that the functor Vj is fully faithful on projectives
in “’Oﬁf. (I

Remark 4.51. Assume that w € I, ;. We have “Cls , + () = D(“Bs,,,+(y)) with
y = zx, v = wg for each x € I, +. Therefore, there are graded k-algebra iso-
morphisms "/, + = kEnduwzg , , (“Cs,,.+). By Corollary 4.50, we also have graded

k-algebra isomorphisms "7, + = Enduz, , (*C) +).

5. PROOF OF THE MAIN THEOREM

5.1. The regular case. Fix integers d,e > 0 and fix © € P. Assume that the
weights o, _, 04,— have the level —e — N and —d — N respectively.

Let w € I, + and put w = w™!, v = w_" and z = w_. Note that u € I
v e Igﬁ and z € I, _.

The first step is to compare the algebras “A, ; = Endwo, , (“P,+)° and
VAL = Ext.on ("L _)°P, and, then, the algebras A, ; = Extuwo, , ("L, +)°

and YA} = Enduog _("P _)°P. More precisely, we prove the following.

Proposition 5.1. Ifx € “I, y and y = x=t, theny € ”Igﬁ. We have a k-algebra
isomorphism YA, + = ”flg _ such that 1, — 1, for each x € “I, . We have a
k-algebra isomorphiﬁm WA, ¢ = ”Agﬁ such that 1, — 1, for each v € I, . The
graded k-algebras A, 4 and ”Ag _ are Koszul and are Koszul dual to each other.

Further, we have 1, = 1!y for each x € “I,, .

Proof. By Corollaries 4.34, 4.49, composing H, Vj, yields k-algebra isomorphisms
YAut =" ="AY (5.1)

which identify the idempotents 1, € vflg _and 1, € YA, 4,"“, + for each x €

“I,+ and y = zh

Now, we claim that ”Ag’_ has a Koszul grading. By Lemma 2.2 and Section 3.5,
it is enough to check that "A, _ has a Koszul grading. This follows from the matrix
equation in Proposition 4.29 and from [5, thm. 2.11.1], because "Ay — = "o/, _ as
k-algebras by Corollary 4.34.

Equip ”Aé;_ with the Koszul grading above. Then, Lemma 2.1 implies that

UAZ:L = EXtﬁo;yf (UL517)0p = UAgﬁi. (52)
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Thus, the graded k-algebra ”A” _ is also Koszul. Since A, = vflg _as a k-
algebra, this implies that the k- algebra “A, + has a Koszul grading.
Applying Lemma 2.1 once again, we get

YA, . =Extuo, , (“Lu+)® = "4 4. (5.3)

In particular, the graded k-algebra “Jf_lm_k is also Koszul.
Finally, using (5.2), (5.1) and (5.3) we get k-algebra isomorphisms

VR, (R ) W

They identify the idempotent 1, € ”Agﬁ with the idempotent 1, € YA, .. O

Remark 5.2. The Koszul grading on ”A“ _ can also be obtained using mixed per-
verse sheaves on the ind-scheme X' as 1n [5 thm. 4.5.4], [1]. Note that there is no
analogue of [5, lem. 3.9.2] in our situation, because "Ry, — is not Koszul self-dual.

The second step consists of comparing the k-algebras Z[lu,_ = Ext-0, _ (*L,,-)°?
YA L = End.or (“Py ,)°P and the k-algebras “A,, — = End-o,, , (“Py,-)°", UAZ,Jr
Extuog . (“LZHF)OP.

We can not argue as in the previous proposition, because we have no analogue
of the localization functor ® in Proposition 4.47 for positive levels. Hence, we have
no analogue of Proposition 4.48 and Corollary 4.49.

To remedy this, we’ll use the technic of standard Koszul duality. To do so, we
need the following crucial result.

Lemma 5.3. The quasi-hereditary k-algebra “A, + has a balanced grading.

Now we can prove the second main result of this section.

Proposition 57.4. Ifv e, _ andy = xjrl then y € “Igﬁ. We have a k-algebra
isomorphism *A,, _ = “A“ such that 1, — 1y for each x € I, _, and a k-algebra
isomorphism A~ = AZJF such that 1, — 1, for each x € I, _. The graded
k-algebras “Ag 4 and Auﬁ are Koszul and are Koszul dual to each other. Further,
we have 1, = 1!y for each x € %I, _

Proof. By Proposition 3.9, the Ringel dual of A,  is “Aj | = *A,, _. Thus, since
the k-algebra “A, 4 has a balanced grading by Lemma 5.3, we deduce that the
k-algebra “A, _ has a Koszul grading.

We equip *4,, — with this grading. Then, Lemma 2.1 implies that

Al _ =Exteo, (*L,_)® =4, _. (5.4)

1—
Hence, the graded k-algebra ?4,, _ is Koszul and balanced.
Therefore, [32, thm. 1], Proposition 3.9 and (5.4) yield a k-algebra isomorphism

z;l“’_ _ zA! _ ((ZAZ,—)!)O — (wAL7+)<>-

t =

Hence, using (5.3) and Propositions 5.1, 3.9, we get a k-algebra isomorphism

A _ o _ wo m

Ap- = A =AY =G

such that 1, — 1,. So, the k-algebra “Agﬁ 4+ has a Koszul grading which is balanced.
We equip “Agy 4 with this grading. Lemma 2.1 implies that

w A u w
Al = Extugr (“Lij )P = "4} . (5.5)

Hence, the graded k-algebra “[151 + is Koszul and balanced.
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Therefore, [32, thm. 1], Proposition 3.9 yield
u w A, U A MO ! VA M!
A = "AgT = ((MA50))° = (AGL)°
So, using (5.2) and Propositions 5.1, 3.9, we get a k-algebra isomorphism

Ay = CAG )T = AL = A

Now, let us prove Lemma 5.3.

Proof of Lemma 5.3. We equip “A,, 4+ with the grading given by ”flg’_, see Propo-
sition 5.1. Since ”Agﬁ is Koszul, we must prove that ”AZL is quasi-hereditary and
that the grading on vflgﬁ is positive, see Section 2.6.

We have ”fl“ = wfl,h_k by Proposition 5.1. Hence, it is quasi-hereditary. Next,
the grading of szu _ is positive by Remark 4.30. Thus, to prove the lemma, it is
enough to check that we have a graded k-algebra isomorphism ”Ag:i = Z(sz{;’_

First, we check that “Aj, | = “¢/, _ as (ungraded) k-algebras.

To do this, note that Proposition 3.9(c) yields a k-algebra isomorphism “Aj, | =
A, . Further, we have “A, ~ = End:o, _ (*P,,~)°" and, by Proposition 3.9(b) the
Ringel equivalence takes *O% _ to 202, . Thus, Propositions 2.4(b), 4.33(c) yield

— kEndZOSOW(ZTso,M,JF)op
=kEnd-z, , . (*Csp,p,+)°°
= *dof,

=
where the last equality is Definition 4.28.

Now, we must identify the gradings of ”flg:i and “ ;7, under the isomorphism
YA, | = “4),,— above.

First, we consider the grading on ”A” 7. Let wTHJr be the graded ”A” -

module equal to “7T), + as an “A, ;- module with the natural grading (th1s is
well-defined, because ”A” ', is Koszul). Then, by Section 2.6, we have ”A” i =
Endua, . (“Ty1)°P.

Next we consider the grading on ZJZ% . By Corollary A.6, we have Z(sz{;h_
kEnd”Zs,u,+( “Cs 1) = Enduz, , ( CuHr)

Let us identify “A,, + = "<, 1 via (5.1). We must prove the following.

Claim 5.5. There is a graded k-algebra isomorphism
:E‘Jl’ldw&{m+ (wTM7+) = :El’ldwzMY+ (w(j'm_,_) .

To do that, we’ll need some new material.
Consider the graded categories given by YO, | = “ﬁz{; +-gmod and “Og,, + =
“e/s . +-gmod . Since we have UThy € A _-gmod and ¥/, ; = ”Ag’_ by Corol-
lary 4.49, we may view “7), ; as an obJect of ® O+
We have an isomorphism of graded S-algebras “o/s. p+ = Endugg ( “Bs . +) .
Consider the pair of adjoint functors (Vg,1g) between “Og,,, 1 and ZS u+-gmod
given by

Vs ="Bsy+ ®uz, , ®: “Os 4 = “Zsyu4-gmod,
s = Homuzg , , (“Bsu+,®) ' Zspu+-gmod — O,y ;.

We consider the object “Ts,, + of “Og .+ given by “Ts .+ = 1s(YCs i +)-
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Recall the functor Vg, : OS0 ot ZS 0.+ Studied in Proposition 4.33.
It yields an Sp-algebra isomorphism EndwOSO’u’+( Pgy +)°P — “als, 4. Thus,
since * Ps, ..+ is a pro-generator of “Oyg,, .+, the functor ¢5, = Homwog, ,  (“Psy .+ ®)
identifies “Og, ,,+ with the category “.Zs, , +-mod.

Consider the functor g, : “Zg, u+-mod — “oZs, , y-mod given by ¥g, =
Homuzg, . (“Bsy,u,+>®). We have the commutative triangle

Vsq
YOS, ot = "Z8, 4

d)S:l (5.6)
Vs,

w"Q{SO ”U'H’_mOdv

such that Vg, (“T'su,+) = “Csgpu+. Now, we define the module “Tg . =
V5o ("Csgp+) In "5, +-mod. It is identified with “Ts, , 4+ by ¢s,, because
(5.6) is commutative. By Proposition 4.33(c), the functor g, yields a k-algebra
isomorphism Enduzg ,  (“Csyp+) = Endues, , . (“T§, .+ ) Note that ¢g, and
g, are both exact.
Since taking hom’s commutes with localization, we have (%5, +) = /s, .+
Thus, forgetting the grading and taking base change yield a functor € : YO 5 ot
“Qg, 4+ Which is faithful and faithfully exact, see Section 4.2. Let “O% Su+ C
“Qg,,,+ be the full subcategory of the modules taken to wOA 0.+ DY €
We identify “Og, 1, + with “es, ,, +-mod by ¢g,. We have the following.

Claim 5.6. We have the following commutative diagram

OS o+ ZS, 4+ OS o+
Vs ws
YOGt —= LS,y —= YO8, s

Since “4s,,u,+ is Noetherian, any finitely generated module has a finite presenta-
tion. By Proposition 4.33(c), the functor Vg, is exact and we have Vg, (“Ps, 1, +) =
“Bsy,u,+- We identify “Og, ..+ with “as, ,, +-mod as above. By the five lemma,
the canonical morphism “Bg, ,+ Queg , . ® — Vg, is an isomorphism. We deduce
that the left square in Claim 5.6 is commutative.

Next, by definition we have ¢ o 1g = 1), o £. From the diagram 5.6, we deduce
that ¢ g, maps into wOL%O’ 4+ and is a quasi-inverse to Vg,. Claim 5.6 follows.

From claim 5.6 we deduce that e(“Ts,,+) = “Tsy.u+ and “Ts , 1 € OS e

Next, since € : S-gmod — Sp-mod is faithfully exact by Section 4.2 and g,
gives an isomorphism Enduz, , . (“Csypv) — Endugg, , . (“T'sy,,+), we deduce
from claim 5.6 that /g gives a graded k-algebra isomorphism Endugzg , (“@57 u7+) —
Endwﬁ{S,uHr (wTSaHa"")'

Finally, since the functor g, is exact and ¢ is faithfully exact by Section 4.2, we
deduce from claim 5.6 that ¥g is exact on sz it

Now, by Definition 4.28, we have “/, y = k Wesy u+- Thus, the specialization at
k gives the module k*Ts , + in *O,, + = “e/, ;-gmod.

Claim 5.7. We have k%Ts,,,+ = “T, +.

The specialization gives a graded ring homomorphism k Endugy , (“Tspt) —
Endug,  (k“Ts,p,+). Since e(“Ts u+) = “TSy,u,+, forgetting the grading it is taken
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to the obvious map k Enduog, , , (“Tsg,u+) — Endwo, | (lf“JTSU u.+)- The latter is
an isomorphism by Proposition 2.4(b). Since k*Ts st = TM7+, we deduce that
kEnduwgg ,  (“Tspu+) = Endeg, | (“Tu4).

Since we have k Endwz , | (“Cs,.+) = Enduwg, (“Cy ) and Enduz, , . (“Cs,p4) =
Endugg , (“’TS 1, +) this implies Claim 5.5.

Now, we prove Claim 5.7. The grading of “T),  is characterized in the following
way. First, we have a decomposition “7T), + = @, “T(z e0, +) where “T(z o0, )
is the natural graded lift of “7T'(x @ 0, ). Since “T'(x ® 0, ) is indecomposable
in YOy, 4, it admits at most one graded lift in wOM#, up to grading shift. Let
V(z ®0,+) be the graded ”Agﬁ—module equal to V(xz eo0, 1) as an “A, y-module,
with the natural grading (this is well-defined, because ”flg’_ is Koszul). The natural
grading is characterized by the fact that there is an inclusion V(zeo, ) C “T(z e
0,,+) which is homogeneous of degree 0.

The graded object “JTS%JF satisfies a similar property. Indeed, by Lemma 4.24,
the graded S-sheaf “Cg i+ () s filtered by shifted Verma-sheaves, and the lower
term of this filtration yields an inclusion Vs, (z)({l(x)) C “Cs,,, +(x). Further, con-
sider the object “Tg(z 00, 1) in “Og, 4 given by “Ts(zeo, ;) = Vs(YCs 4 (2)).
Then, we have the decomposition “Ts ,, + = €D, Tg(x 00, 1).

For each x € "I}, 1, we consider also the object Vs(zeo, +)in “Qg .+ glven by
Vs(ze0,+) =1s(Vs,(x))((z)). Since 1g is exact, we deduce that “Ts(z e 0, )
is filtered by Vs(y e o, +)’s, and the lower term of this filtration yields an inclusion
Vs(zeo, ) C¥Ts(z oo, +) which is homogeneous of degree 0.

Now, by Proposition 4.33(c), we have Vg, (Vs,(x ®0, 1)) = Vs, u(x). From the
proof of claim 5.6, we deduce that vg,(Vs,,.(z)) = Vs, (x ® 0,4 ). Thus

e(Vs(zoopu)) =eths (Vs u(@)) = ¥soe(Vs,u(@)) = Vsy (€ @ 0y 1)
Since Vs, (z ® 0,,+) is free over Sp, we deduce that Vs(z e o, +) is free over S by
Section 4.2. Therefore, the inclusion Vs (zeo, 1) C “Ts(ze0, ;) gives an inclusion
kVs(z ®o0,+) C k“Ts(x 0, 1) which is homogeneous of degree 0.

Hence, to prove Claim 5.7 we are reduced to check that we have V(z e 0, ) =
kVs(z ®0, +) in YO, +. Note that V(z eo, ;) and kVs(z @ 0, 4 ) are both graded
lifts of the Verma module V(zeo0,, 1), which is indecomposable. Thus they coincide
up to a grading shift.

To identify this shift, recall that by Lemma 4.24 we have a surjection YBg o+ () —
Vs(z)(l(z)). We define “ Ps(z o0, ) = Vs(“Bs,u+(x)). Since 1g is exact, we have
a surjection “Pg(z e 0, 1) — Vs(z ® 0, 4).

Now, since ”A” _ is Koszul, we can consider the natural graded lift “P(z e 0,, )
of “P(re0, +)in YO, ;. By definition of the natural grading, we have a surjection
“P(z oo, 4)— V(reo, ).

So, we must prove that “P(zeo, 1) = k“Ps(ze0, +) in *O, ;. This is obvious,
because “P(ze0, 1) = “e/, 1, by definition of the natural grading of “P(zeo,, 1),
and because Definition 4.28 yields the chain of isomorphisms

pr(IE ° O#7+) = 1/;5(1”357#7+($)) = IEIldeS,“,+ (w357#7+)0plx =" ;1+1I.
g

We can now prove the following graded analogue of Corollary 4.34. See also
Corollary 4.49.

Corollary 5.8. Assume that u € Ig#. Let z =u_' € I, _. We have an isomor-
phism of graded k-algebras “[1; L5 ;7_ such that 1, — 1, with v = y=' for each
eIl |
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Proof. By [32, thm. 1] and Lemma 5.3, the graded k-algebra ”flg:i = %o, _ is
Koszul. By Proposition 5.4, the graded k-algebra “Agy + is Koszul and is isomorphic
to “A,, — as a k-algebra. By Proposition 5.4, we have ”Agﬁ = YA, + as a k-algebra.
Finally, by Proposition 3.9, the Ringel dual of “A, ; is YA}, . = A, . Thus we
have a k-algebra isomorphism *4, _ = “¢, _, which lifts to a graded k-algebra

isomorphism “14_151Jr = “a/, _ by unicity of the Koszul grading [5, cor. 2.5.2]. O

5.2. The general case. We can now complete the proof of Theorem 3.12. We
first prove a series of preliminary lemmas.

Fix parabolic types u,v € P and integers d, e, f > 0. Choose integral weights
Ou,—, Oy,—, 0g — of level —e — N, —f — N and —d — N respectively.

Fix an element w € W. Let Tow ' Opy = “O) | be the parabolic truncation
functor, see Section 3.5. Applying the functor 74, to the module “P, 4, we get a
k-algebra homomorphism 74, : “A, + — A} .

Lemma 5.9. Assume that w € I . Then, the functor the k-algebra homomor-
phism 74, 1 A, 4 — WA} 4 is surjective. Its kernel is the two-sided ideal generated
by the idempotents 1, with x € I, 4 \ "I}/ . Further, we have 74 ,(1;) = 1, for
each x € “I | .

Proof. By Section 3.5, the functor 74, takes the minimal projective generator of
“Oy,+ to the minimal projective generator of “Oj, . Let i, be the right adjoint of
Tew- For any M the unit M — 4, 474, (M) is surjective. Hence, for any projective
module P we have a surjective map

Homwo, . (P, M) = Homwo, | (P, iy,¢7¢,u(M)) = Homwor (74, (P), 7o, (M)).

Thus, the k-algebra homomorphism 7, is surjective.

Let I C “A, + be the 2-sided ideal generated by the idempotents 1, such that z €
“I, + and 74, (1) = 0. By Section 3.5(c), the latter are precisely the idempotents
1, with @ € I, . \ I}, |

We have a k-algebra isomorphism “A,, /I ~ A}, |, because “Oj, . is the Serre
subcategory of YO, ; generated by the simple modules killed by /. Under this
isomorphism, the map 74, is the canonical projection “A, ; — *A, /I.

The last claim in the lemma follows from Section 3.5(b). O

Now, let v € I, — and w = ’U_:l. We have w € Ig#.

We equip the k-algebras A, —, “Ag — w_ith the grfmdings wA;Jr, wA(liHrv see
Proposition 5.4. Consider the categories O, - = "“A{  -gmod and "Oy _ =
“A, +-gmod, which are graded analogues of the categories YO, _ and YOy, _.

To unburden the notation, we’ll abbreviate L, = YL, _ and Lg = "Ly _. Let
Ly, Ly be the natural graded lifts in YO, _, YO, _ of the semi-simple modules L,,
L4 respectively.

For v € I, _ and d + N > f, well use the following graded analogue of the
translation functor T, : “Og — — "O, _ in Proposition 4.36.

Lemma 5.10. Assume that v € IV,__ and d —l—_N > f. Then,_ thefe 18 an eract
Junctor of graded categories Ty, : "Ogy — — "O, _ such that Ty.,(Ly) = L, and
Ty, coincides with Ty, when forgetting the grading.
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Proof. First, note that the translation functor T, : YOy - — YO, _ is well-defined,
because d + N > f and v € I, _. See Section 4.6 for more details.

Now, by Corollary 4.34, we have YO, _ = "/, _-mod and "Oy _ = "%/, _-mod.
By Corollary 4.50, we can view "B, _, "By _ as right modules over “«/, _, "o, _
respectively. Consider the functors V), : YO, _ — "Z, _ and V), : "O4 - — "Zy _
given by Vi, = "B, _ @ugy, _ @ and Vi, = "By _ Quy, _ e.

By Proposition 4.33, the functors Vj; on YO, _, “Og _ are exact and we have
Vi (Y, —) = "B, _, Vi("ely _) = "By, _. Further, since "<, 4, "o/, 1 are Noetherian,
any finitely generated module has a finite presentation. Thus, by the five lemma,
the obvious morphism of functors V}, — Vy, is invertible.

Next, by Corollary 5.8, we have wA;7+ =Y, _ and YAy = Vol _ as graded k-

algebras. Thus, we have YO, _ = "¢/, _-mod and *Oy _ = “«/; _-mod . Consider
the functors on YO, _, YOy _ given by Vi =B, _ Q. o, Vi ="By _ Qugz, _ ®
respectively. We have the commutative squares

”OV_,—>”ZV_ UO¢_7—>UZ¢_
y ) l l ) l
V0, —Eevz, Y0, —ts vz,

Now, let ”ngij C ”O¢7_ be the full subcategory of the projective objects. We
define ”Offfj, ”Oﬁffj and ”Oirij in a similar way.

The functor Vy is fully faithful on *OP™ and *OP' by Corollary 4.50. Hence,
the functor Vy, is fully faithful on ”Offfj and ”Ozrij. Therefore, we may identify
”C_)Effj, ”()ifij V\iith some full subcategories ”ijfij, ”ng(ij of ”Zu,_., VZg vi.a Vi

The functor 04, in Remark 4.42 gives an exact functor ”Zg“f — ”ZETSJ. We
define the functor T}, : ”ng(ij — YO 50 that it coincides with 0, under Vj.
It gives a functor of triangulated categories Kb(”()g“jj) — Kb(”()ﬁfij), where K
denotes the bounded homotopy category.

Since YO} and "0} have finite global dimensions, there are canonical equiv-
alences Kb(v()gfij) ~ D’(*0,,-) and Kb(”(_)gfgj)_z Db(”O,jy,)._Thus, we can view
Ty, as a functor of triangulated categories D*(*O, _) — D*(O,, _).

By Proposition 4.36(b), the functor Tj ,, gives an exact functor vOuY = rOp.
By Remark 4.42, the functor Ty, coincides with T3, when forgetting the grad-
ing. The functor Ty, yields a functor of triangulated categories D*(*Oy4 ) —
K®(Y0O,,_) which is t-exact for the standard t-structures and which coincides with
T,, when forgetting the grading. Hence, the functor Ty, is also t-exact. Thus,
it gives an exact functor Ty, : "Og - — YO, _ which coincides with Ty, when
forgetting the grading. o -

Now, we concentrate on the equality Ty ., (Lg) = L.

Since T, coincides with Ty, , when forgetting the grading, by Proposition 4.36(d),
for each @ € I, _ there is an integer j such that Ty , (L(zw, 04 _)) = L(zeo, _)(j).
We must check that j = 0. -

Let T}, 4 be the left adjoint to T ., see Remark 5.11 below. By Corollary 5.8 we
have O, _ = "4/, _-mod and "Oy, _ = "o/, _-mod. The graded k-algebras “AY
YAy, 4 (=, _, Vel ) are Koszul. The natural graded indecomposable projective
modules are of the form w7, _1,, " 1, with z € "I, _, "I _ respectively. We
must check that TU1¢7(” v—1y) = Vely 1y, for eachz e, . B

By definition of Ty, we have an isomorphism 04, o Vi ~ V3 0 Ty, of func-
tors on ”Oifij. Further, by definition of V},, we have V), (”&Z,’_lz) =B, _(z) and
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V,k (" 1y, ) = "By — (zw,). Therefore, it is enough to check that 6, 4(*B,, —(z)) =
By (zw,).
By Remark 4.42, this follows from Proposition 4.41(f) by base change. O

Remark 5.11. General facts imply that the functor Ty, has a left adjoint T, 4 :
YOy~ — "Og,—, see the proof of Proposition 4.36. By definition of T}, 4 and the
unicity of the left adjoint, the functor 7}, 4 coincides with 7}, 4 when forgetting the
grading.

Now, we prove the following lemma which is dual to Lemma 5.9.

Lemma 5.12. Assume that v € I, and d + N > f. Then, the functor T, :
YOy,— — "0, induces a surjective graded k-algebra homomorphism Ty ,, : "Alj _ —
VAl . Its kernel contains the two-sided ideal generated by {1, ; x € N2 P
Further, for x € *I§ N1, 4 we have zw, € "I}, and Ty, (1:) = lyw, -

v,—

Proof. First, note that, since v € I, _ and d + N > f, the functor Ty, : YOy _ —
YO, _ is well defined and it takes ”O“ _ into "0} _ by Proposition 4.36(c).

We'll abbreviate Ly = "L} _ and L = "L}, . By Proposition 4.36(f), we have
Ty..(Ly) = L,. Thus, since Ty, is exact, it induces a graded k-algebra homomor-
phism Ty, : 7JA“ = Extoon (Lg)P — Al _ = = Extoon (L,)°P.

Composing T¢ . with its 1eft adjoint T,,¢, we get the functor O ="T,50Ts,.
To prove that Ty, is surjective, we must prove that the counit ® — 1 yields a
surjective map Extuog’i (Ly) — Extuog’i (O(Lg), Ly).

The parabolic inclusion ”Og,_ C YOy, — is injective on extensions by Section
3.5. So we must prove that the counit yields a surjective map Ext.o, _(Lg) —
EXtvo¢ (@(L¢) L¢) -

Let us consider the graded analogue of this statement. Set © = T, 50T ,, where
T, e T¢ , are as in Lemma 5.10 and Remark 5.11. We have

Extuo¢ L :@EXtv() I_’¢’I’¢<j>)a
Extvo, (O(Lg), Ls) @Extvo (O(Ls), Lo (4))-

Thus we must prove that for each 7, j the counit 7 : © — 1 yields a surjective map
Extio, (L, Lo(j)) = Extig, (O(Ls), Lg (). (5.7)

By Lemma 5.10, we have T¢>,V(I_/¢>) = L,. Further, since ”C_)la_ = w[lg,+-gm0d
and YOy, = YAy -gmod, the gradings on YO, _ and YO, _ are Koszul by Propo-
sition 5.4. Hence, since the right hand side of (5.7) is Extfjc—)u (Ly, L, (j)), it is
zero unless ¢ = j. Y

Now, we define the integer ¢ = mln{d O(Ly)? # 0} Recall that the grading on

wA, 4 is positive. Further, since ”O¢ = YA, +-gmod, we can view O(Ly) as a
graded YA, -module. Thus O(L,)¢ is a quotlent of ©(L,) which is killed by the
radical of “Ag . We deduce that ©(Ly)" C top(6(Lg)).

Next, we claim that for any simple graded “A, _;-module L such that T (L) #
0, the map n(L) : ©(L) — L yields an isomorphism top(©(L)) — L. Indeed, n(L)
is surjective because it is non zero, and for any simple quotient ©(L) — L’ we have

)

)
0 # Homuo, (O(L),L) = Homug, (Tsv(L), Tpu(L)).
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By Proposition 4.36(d), (e) this implies that T, (L) = Tp,, (L"), and that it is non
zero. Therefore, we have L = L/, proving the claim.

Recall that E¢ is a semi-simple module, see Section 3.4. Applying the claim to
the simple summands L C Lg such that Ty, (L) # 0, we get that top(©(Lg)) =
Imn(Lg). In particular top(©(Lg)) is pure of degree zero. This implies that we
have ¢ = 0. Therefore, the kernel of (L) lives in degrees > 0. Hence, by Koszulity
of the grading of *Oy, _, we get

Exti()(%i (Kern(Lg), Ly (i)) = 0.

Hence the surjectivity of (5.7) for i = j follows from the long exact sequence of
Ext’s groups associated with the exact sequence

0— Ker(n(id))) — é(i¢> — Ed)'

This proves that the map Ty, is surjective, proving the first part of the lemma.
Next, we have Ifi7 ={zw, ; x 61577 NI, +} by Corollary 3.3(a). Further, we
have Ty »(1zw,) = 0 for @ ¢ I, _ by Proposition 4.36(e), and zw, € I, 4 if and
only if € I, . This proves the second claim of the lemma. Finally, the last claim
of the lemma follows from Proposition 4.36(d). O

Next, we prove the following.
Lemma 5.13. Assume that w € IZ—*—' Let v =w”"'. We have v € Iﬁ_. Assume

also that d+ N > f and e + N > d. There is a k-algebra isomorphism p,,, :
1

VAL L — ”fl’j,_ such that p,(1:) = 1, for each x € I}/ , where y = 2_°, and
such that the following square is commutative
wyw _ UAM
At (1)
T Ty, (5.8)
v P ygn
AL+ Ay -

Proof. We have v = w,w™ w,. Note that w,w € Iy Ny, because by Lemma

3.2 we have w™! 1

I+ NIy .

Let 7, : “*"A, 4 — "Al, _ be the composition of the k-algebra homomorphism
Ty, : "Aly _ — A}, _ in Lemma 5.12 and of the k-algebra isomorphism “*“A,, , =
vAl in (5.1).

Note thait wvwAy L ="Ay .. We must construct a k-algebra isomorphism p,, ,, :
WAy . — YA} _ such that T, = P 0 Thu-

Let x € "], .. Thus w,z™! € I, _. By Lemma 5.12, we have

€ Ilﬁer, hence w™w, € IgHr NI, - and wyw = (w™lw,)™ €

Tuw(12) #0 = Ty (lyo-1) #0 <= wpa™' €Ih N1, 4.
By Lemma 5.9, we have
Tow(lz) #0 <= z €I .
Again by Lemma 3.2, we have
wuzfl c Ig,_ Nl < zw, €ly , NI, <= x¢€ IZHr'

Hence, we have 74 ,,(15) = 0 if and only if 7, , (1) = 0. Thus, we have Ker(ry,,) C
Ker(m,,, ), because the left hand side is generated by the 1,’s killed by 7, and the
right hand side contains the 1,’s killed by T4 , .
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This proves the existence of a k-algebra homomorphism p,, ,, such that m,, =
Puw © T and py,(1z) = 1,1 for each x € I .. The map p,,, is surjective,
because the map Ty, is surjective by Lemma 5.12.

Now, we prove that p,, is injective. By Section 3.5, the parabolic inclusion
functor 4,4 : "0l _ — Y0, _ yields a graded k-algebra homomorphism i, ¢ :
”f_l’j,_ — YA, _. Set z =v"! = w,ww,. The following is proved below.

Claim 5.14. We have the commutative diagram

Wy, w
Apt

(1) O T, v

iTu,fP iiwbl iu,fol (59)
(5.1)

ZA UA To.v v A
b+ - — Ay .

Note that z € I, _, hence the map 7}, 4 is well-defined.
Now, by Proposition 4.36(g), the translation functor T}, 4 yields a map VAL L —
WAy . Consider the diagram

Wy, w w AV . VAM
A“Hr T, AM7+ Du,v AV,—

Lm lT l (5.10)

ZA¢,+ it wwujélg7Jr

By Claim 5.14, the outer rectangle in (5.9) is commutative. Thus, the outer
rectangle in (5.10) is commutative. The left square in (5.10) is commutative, by
Proposition 4.36(c). Thus, since 74, is surjective, the right square in (5.10) is also
commutative.

The middle vertical map in (5.10) is injective by Remark 4.38. Therefore, to
prove that p, , is injective it is enough to check that py , is injective.

Now, it is easy to see that the map p, , is indeed invertible, beause it is sur-
jective_by the discussion above (applied to the choice v = ¢) and dim(**+AY | ) =
dim("A,,_) by Proposition 5.4.

Finally, to finish the proof of Lemma 5.13 we must check that p, (1) =1, for
each x € "I/ ,, where y = z-L.

To do that, it suffices to observe that v_ = w,zw,, and that, by Proposition 5.1
and Lemmas 5.9, 5.12, the square of maps in (5.8) gives the following diagram

(5.1)
1, —— 1w”m*1

17—45,'/ T¢Y,,‘|vr

Pu,v
Ly —— 1y, 2-1w, -

Now, we prove Claim 5.14. The right square in (5.9) is commutative, by Propo-
sition 4.36(c).

Let us concentrate on the left square. We must prove that the isomorphisms
R ”/1%_ and YA, + = YA, _ in Proposition 5.1 yield a commutative square

wy,w L UAM
Apst (5.1) 6
lTw l (5.11)

(5.1)

ZA¢7+ ’UA¢77 .
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By Proposition 4.36(g), the module T}, 4(“*"“P,, +) is a direct summand of “Py . By
Proposition 4.41(f) and Remark 4.42, the sheaf 6, 4(*“B,,+) is a direct summand
of “Bg, +. Thus, we have the following diagram

Vi
w"wAH,J’_ —_— :El’ldwuwzm+ (w"wBH,J’_)Op

Tu/ol leiwb
\Y%

ZA¢,+ :k Endzz¢y+(ZB¢7+)0p.

Note that the horizontal maps are invertible by Corollary 4.50. This diagram is
commutative by Remark 4.42, see also Proposition 4.41(a). Next, by Proposition
4.48(c) and Corollary 4.49, we have a commutative diagram

.
Endu,uy, , (VB 4 )°P A -

H _
EIldzquw+ (ZBd)’Jr)Op _ ’UAd)’,

Finally, the horizontal maps in (5.11) are equal to the composition of H and V. O
Finally, we prove our main theorem.

Proof of Theorem 3.12. Since the highest weight categories “Oj, ,, ”Offﬁ do not
depend on e, f by Remark 3.10, we can assume that there is a positive integer d
such that d+ N > f and e+ N > d. Thus the hypothesis of Lemma 5.13 is satisfied.

By Propositions 5.1, 5.4 the k-algebra “A, + has a Koszul grading. Thus, by
Lemma 2.2 and Section 3.5, the k-algebra A}, , has also a Koszul grading.

Let us equip “Aj, | with this grading. By Lemma 2._ 1, we have wAZ’,!i = wAZi as
graded k-algebras. Therefore, the graded k-algebra “A}, | is Koszul and its Koszul
dual is isomorphic to YA}, | as a k-algebra.

We have “’AZ:! + = YA . as a k-algebra. By Lemma 5.13, we have also a k-
algebra isomorphism “A}, | = vAl, _. Thus, we have “’AZ’} L, = "Al_ as k-algebras.
By unicity of the Koszul grading, we deduce that “’AZ:! . = YA _ as graded k-
algebras.

The involutivity of the Koszul duality implies that we have also wfl,':’,!_ ="Al |
as graded k-algebras, and YA, _ = ”A‘V‘, 4 as k-algebras.

Finally, we must check that under the isomorphism wf_lZ’f L= Uz‘_lllii we have
1}, =1, with y = 2=" for each z € I

If v = ¢ this is Proposition 5.1. If ;1 = ¢ this is Proposition 5.4.

The isomorphism “JAZ’} L= “JA;; . above, which is given by Lemma 2.1, identifies
the idempotents 1}, and 1, for each x € “I}; +. Thus, by Lemma 5.13, the isomor-
phism “’AZ:! = "Al _ identifies the idempotents 1}, and 1,, where y = z”t O

6. TYPE A AND APPLICATIONS TO CRDAHA’S

Fix integers e, ¢, N > 0. Let g = gl(N).
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6.1. Koszul duality in the type A case. Let b,t C g be the Borel subalgebra
of upper triangular matrices and the maximal torus of diagonal matrices. Let (e;)
be the canonical basis of CV. We identify t* = CV, t = CV and W = Gy in the
obvious way. Put p = (0,—1,...,1— N) and o; = €; — €;41 for each i € [1, N).

We define the affine Lie algebra g of g as in Section 3.2. For any subset X C C*
and any d € C let X (d) = {(z1,...,2¢) € X; Y, ; = d}. Set ¢ = N(d) and fix
an element v € €%. Let v denote also the parabolic type {a; i # vi, v + va, ...}
Let p, C g be the corresponding parabolic subalgebra. The Levi subalgebra of p,
is the Lie subalgebra g, = gl(v1) @ --- @ gl(ry) of g consisting of block diagonal
elements.

Let P = Z~ be the set of integral weights of g and let P¥ C P be the subset
of v-dominant integral weights. Fix an element p € €%. Consider the N-tuple
1, = (1M2K2...ete). Since 1, € P+ p, the affine weight o, — = (1, — p)c is an
antidominant integral classical affine weight of g of level —e — NV, see Section 3.3.

Recall that W, C W is the parabolic subgroup generated by the simple affine
reflections s; with «; ¢ p. Let W=6 ~ X ZN be the extended affine symmetric
group. We define the e-action OfW on Z" to be such that &y acts by permutation
of the entries of a N-tuple, while 7 € Z" acts by translation by the N-tuple —e 7.
Let w - « be the result of the e-action of w on the element x € ZY. The stabilizer
of the N-tuple 1, is equal to W,,. It is a standard parabolic subgroup.

Consider the category O}, _ introduced in Section 3.3. It is canonically equivalent
to a block of a truncated category O of the affine Lie algebra associated with sl(N),
because sl(N) differs from g by a central element. Hence, all the results above
can be applied to the category O}, _. We'll write O, _, = O} _ and O, =
@Me%ﬁ O}, _.. The classes [V¥(Ac)] with A € P” form a C-basis of the complexified
Grothendieck group [O”_]. Composing the Koszul equivalence in Theorem 3.12
and the tilting equivalence, we get an equivalence of triangulated categories K =
E((e)°) : DY(OY _.) — D"(O} _,), which induces a C-linear isomorphism K :
(0], ] = [05, _].

,—€

6.2. The level-rank duality. In thist section, we’ll relate the map K above to
the level-rank duality. Consider the Lie algebra sl(e). We identify the set of weights
of sl(e) with C¢/C1°. Thus, elements of C° can be viewed as weights of sl(e), or
equivalently, as level O classical affine weights of the affine Kac-Moody algebra ;[(e).
Let {e;; i € [1,€]} be the canonical basis of C¢. For each A € P and each k € [1, N,
we decompose the k-th entry of A+ p as the sum Ag + pr. = i + ery with iy € [1, €]
and rj, € Z. Then, we can view the sum wt,(\) = Z]ngzl €4y, + (Z]ngzl ) 0 as a level
0 affine weight of sl(e), and the sum wte(\) = Z,]cvzl g5, as a weight of sl(e).

The vector spaces V., = C® @ C[z71, 2] carries an obvious level zero action of
sl(e). It induces an action of sl(e) on the space A\”(V.) = ®£:1 A7 (Ve) of tensor
product of wedge powers. Write v;yer = &; ® 2" € V, for each i € [1,¢], r € Z.
Note that a tuple a € Z" of the form a = (aj 1,a1.2,...,as,,) belongs to PV + p
if and only if we have ap1 > ap2 > --- > ap,, for each p € [1,£]. Set AV(a) =
®£:1(vap,1 AVay,, N+ " Avg,, ). Then the set {A\"(a); a € P + p} is a basis of
A (V.). Further, for each A € P” the element A” (A + p) has the weight wte()). Let
N’ (V),, be the weight subspace of A\”(Ve) of weight i = Y7, p;; with respect
to the action of sl(e). The set {A¥(a);a € (P” + p) N (W - 1,)} is a basis of
A’ (V.),. In a similar way, we equip the vector space V;, = C* ® C[z7!, z] with the
basis {vpyer; p € [1,£], r € Z}. Then, we define the ;[(E)—module N (Vi) as above.
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Next, consider the sl(e) x sl(¢)-module A" (V.,) with V., = C°®@C! @ C[z~1, 2].
Let v = Zi:l Vp €p, viewed as a weight of s[(¢). The weight subspace of /\N(Veyg)
of weight f for the sl(e)-action is isomorphic to the 5A[(€)—module N (Ve), and the
weight subspace of weight 7 for the sl(¢)-action is isomorphic to the g[(e)-module
A (Ve).

Since \” ( ©)p and A" (Vg) are both canonically identified with the weight (z, )
subspace A" (V. ) of AY ( ) for the 5[( ) x sl(£)-action, we have a canonical
linear isomorphism LR : /\ (Ve)u — A" (Vi),. More precisely, we have an isomor-
phism f,,, : A" (Vo) — AN ( eg)u » which takes the element A”(a), with a = (ap k)
in P + p, to the monomial A, ;) (vi,, ® vp ® 2"*). Here iy € [L,€], rp € Z
are such that a,r = ipr + €rpk, and the pair (p, k) runs from (1,1) to (¢,1,) in
1exicographic order. Next, there is an obvious isomorphism of sl(e) x sl(¢)-modules
7 AV (Vo) = AV (Vg ¢) which exchanges the vector spaces C¢ and C*. Then, we
define LR = (f, )"t oTo f,,. We'll call LR the level-rank duality.

Our next result compares the isomorphisms LR and K. To do so, we consider
the C-linear isomorphism 6 : [O” ] — A"(Ve) such that ([V¥(\e)]) = AY(X + p)
for each A € P¥. It takes [0} _.] onto the weight subspace \"(V.),. We can now
prove the following.

Proposition 6.1. We have a commutative square

O, -]

w—e

[0, ]
0 0

A (Vo) =25 N (Vo).

Proof. Let triv,, sgn, be the idempotents of the C-algebra of the parabolic sub-
group W, C W associated with the trivial representation and the signature.

For each tuple a € ZY we write v(a) = ®£’:1 Vg, . Let (Ve)f?N be the subspace
of (Vo)®N of weight fi relatively to the 5[( )-action. The element v(a) of (V)®V
belongs to (Ve )®N if and only if a € W -, 1,,. Therefore, the assignment - triv, —

v(x e 1,) with x € W yields a C-linear 1som0rphlsm Cw - triv, — (Vo).

Since v @0y, — = (z:¢1,—p)e, we have x € I); _ if and only if the N-tuple x-.1,, lies
in P”+p. We deduce that the 1som0rphism above factors to a C-linear isomorphism
By, :sgn,,- .CW- triv, — A"(V.), such that sgn, - z- tmv,L = AY(z-¢1,). Under this
isomorphism, the basis {A¥(a); a € (PY + p) N (W - 1 «)} of A"(V.), is identified
with {sgn,-z - triv,, ; z € IL”_}.

By Corollary 3.3, we have a bijection I); _ — I“ such that z — 27! We

claim that, under the 1somorph1sms B, and B# Vs the map LR is identified with
the C- hnear map sgn,,- -CW - triv,, — sgn,,- .CW - triv, such that sgn,,- x - triv,, —

sgn,-x " - triv,. Since, by Remark 3.13, the isomorphism K takes the element
[VV(xeo0,_)] to [V¥(z~! e0, _)], this finishes the proof of the proposition.
The claim is a direct consequence of the definition of the map LR. (]

6.3. The CRDAHA. Let I' C C* be the group of the ¢-th roots of 1. Fix v €
Z'(N) and fix an integer d > 0.

Let Ty = &4 x I'Y. Tt is a complex reflection group. Let &; be the set of
partitions of d. Write |A| = d and let [(\) be the length of A. Let 224 be the set of
C-partitions of d, i.., the set of {-tuples A = () of partitions with }_ [A,] = d.
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There is a bijection between the set of irreducible representations of I'y and ﬁs,
see e.g. [39, sec. 6].

We set h = 1/e and h, = vp+1/e — p/l for each p € Z/CZ. Let H"(d) be the
CRDAHA of I'y with parameters h and (h,,). It is the quotient of the smash product
of CI'y and the tensor algebra of (C?)®¢ by the relations

il =1—=kY > sl— > e

j#i y€T ~eD\{1}

i z] = kY sl ifi#j,

~yer

[z, 25] = [yi, y;] = 0.
The parameters are such that k = —h and —cy = Zf;;é v P(hp — hp—1) for v # 1.

Let O {d} be the category O of H”(d). It is a highest weight category with
set of standard modules A(OY {d}) = {A(N\); A € P4}, see [42, sec. 3.3, 3.6], [44,
sec. 3.6]. To avoid confusions we may write AY(\) = A(A). Let SY(\) be the top
of AY(N).

We have the block decomposition O” {d} = @, O} {d}, where = (p1, ..., puc)
is identified with i = "7 ; p; &; and it runs over the set of all integral weights of
sl(e). By [29], these blocks are determined by the following combinatorial rule.

For each A € 2% an (i,v)-node in X is a triple (z,y,p) with x,y > 0 and
y < (Ap)s such that y — x 4+ v, = i modulo e. Let nY(\) be the number of (i, v)-
nodes in A. Then, we have A{(A) € O {d} if and only if A € A}, {d}, where

y4 e—1
Afdy = e 20 Y, =) —mE) =} (6D)

The expression above should be regarded as an equality of integral weights of sl(e).

More precisely, the symbols w1, ws,...,we_1 and a1, s, ..., a._1 are respectively

the fundamental weights and the simple roots of sl(e), and the subscript v, in (6.1)

should be viewed as the residue class of v, in [1,e). See [42, lem. 5.16] for details.
By [40, rem. 4.5], the condition (6.1) is equivalent to

A {dy = {)\ € P4 wte(\+py — p) = n}.

Note that an integral weight of sl(e) can be represented by an element of Z¢(k) if
and only if it lies in wy + €ZII. Thus, since v € Z*(N), if Ay{d}y # () then p can
be represented by an e-tuple in Z¢(N). Indeed, it is not difficult to check that if
Al {d} # 0 then p € G

For each p € €5 and a € N, we write O} [a] = O}, {d} and A}/[a] = A};{d}, where
d=ae+ <Z£:1 wy, — pu 2 p). For each A € 2, we have \ € A} [a] if and only if
n§(A) = a and wt. (A + p, — p) = [i.

We are interested by the following conjecture [9, conj. 6].

Conjecture 6.2. The blocks O} [a] and Of[a] have a (standard) Koszul grading.
The Koszul dual of Oy;[a] is equivalent to the Ringel dual of O}[al.
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6.4. The Schur category. Fix a composition v € €%. Let 24 = {\ € 25;1()\) <
vp}. There is an inclusion 224 C P¥ C Z" such that

A (A 07 7HOD p0ratO) oy el

where the partition A, is viewed as an element in ZHw),

Consider the v-dominant weight p, = (v1,1 —1,..., Lo, e —1,...,1p,...1) €
PY. For each A € &%, we abbreviate V' (A\) = V¥((A + pu — p)e) and LY(N) =
LY((A+ puv = ple)-

Following [44], let A” _{d} C O, be the Serre subcategory consisting of the
finite length g-modules of level —e — N whose constituents belong to the set
{LY(N); A € &4}, By [44], it is a highest weight category with the set of stan-
dard modules A(A” {d}) ={VY(\); A € Z}}.

We have the following conjecture [44, conj. 8.8].

Conjecture 6.3. There is a quotient functor O {d} — A {d} taking S¥(\) to
LY(N) if X € 22 and to 0 else. If v, > d for each p, then we have P4 = Pq and
the functor above is an equivalence of highest weight categories.

A proof of Conjecture 6.3 is given in [40].

6.5. Koszul duality of the Schur category. Fix an integer d > 0 and com-
positions p € €5, v € €y. Let Al{d}, A%[a] be the Serre subcategories of
AY =D en AV {d} generated by the modules Ly ()\) such that A € A} {d}, A} [a]
respectively. Write A} . = @y Af _{d}

In view of Conjecture 6.3, the following claim can be regarded as an analogue of
Conjecture 6.2.

Theorem 6.4. The category A}[a] has a (standard) Koszul grading. The Koszul
dual of A} [a] is equivalent to the Ringel dual of Al[a].

Proof. Recall the C-linear map K : [O}, _.] — [0} _,]. First, we claim that
K([A}, _.]) = [A} _,]. By Proposition 6.1 and the definition of the Schur cate-
gory, we must compute the element LR(AY(a)), for each a = A + p, such that
A€ P and N (a) € N (Vo).

First, we consider the C-vector space LR(/\V(Ve)M). The map f,,, takes the
monomial A”(a), with a = (ap,x) € P”+p, to the monomial A, ) (vi, , @vp®2"*)
such that ap,, = ipk + erpr. The weight subspace \”(V.), is spanned by the
monomials A”(a) as above such that pu; = #{(p,k); ipr = i} for each i € [1,¢€].
Therefore, we have f,., (A" (Ve),) = A" (Ve.t) 1.0, which is the subspace of A™ (Vo)
spanned by all the monomials AN (x) = Nir g oy (Wi @y @2z") where (i/,p/,7') runs
over the entries of an N-tuple z € ([1,¢] x [1,£] x Z)N such that u; = #{(',p’,7’) €
x; i =i} and v, = ¢{(i',p',r") € x; p' = p} for each i € [1,¢], p € [1,4].

Next, we consider the subspace LR o 0([Al, __.]). The subspace 0([AY _]) of
A" (Ve), is spanned by the monomials A”(a) such that there is an (-partition A € A
with ap i = Apx +1vp +1 — k for each p, k. Here )\, is the k-th part of the p-
th partition A, of A. Thus, the map f,, takes 9([A,’j,_e]) to the subspace of
/\N(Ve_yg)w, spanned by all the monomials AY (z) as above such that = € ([1,¢] x
[1,4] x N)V. This implies in particular that LR o 0([AY _]) = 9([Aff,4])a proving
the claim.

Now, to finish the proof of the theorem, it is enough to observe that 6([A” [a]])
is the sum, over all affine weights i € P+ ad, of the intersection of of #([A” ]) with

the subspace of \”(V.) of weight ji for the ;[(e)—action. O
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The following is obvious.

Corollary 6.5. Conjecture 6.3 implies Conjecture 6.2. (]

6.6. Koszulity of the g-Schur algebra. Now, we consider the case ¢ = 1.

By the Kazhdan-Lusztig equivalence [28, thm. 38.1], the category A(_JZ){d} is
equivalent to the module category of the ¢-Schur algebra. This equivalence is
an equivalence of highest-weight categories. This follows from the fact that an
equivalence of abelian categories C; — C; such that C;, Cy are of highest weight
and that the induced bijection Irr(C;) — Irr(Cs) is increasing is an equivalence of
highest weight categories, i.e., it induces a bijection A(Cy) — A(Cz). See also [44,
thm. A.5.1] for a more detailed proof.

Therefore, Theorem 6.4 implies the following.

Corollary 6.6. The g-Schur algebra is Morita equivalent to a Koszul algebra which
s balanced. O

See also [9] for a different approach to this result. Note that our proof gives an
explicit description of the Koszul dual of the ¢-Schur algebra in term of affine Lie
algebras.

APPENDIX A. FINITE CODIMENSIONAL AFFINE SCHUBERT VARIETIES

By a scheme we always mean a scheme over the field k, and by a variety we’ll
mean a reduced scheme of finite type which is quasi-projective. Let T be a torus.
A T-scheme is a scheme with an algebraic T-action.

Fix a contractible topological T-space ET with a topologically free T-action.
For any T-scheme X, we set Xp = X xp ET. There are obvious projections
p: XX ET = X and q: X x ET — Xr.

We'll identify S with the T-equivariant cohomology k-space Hr(e) of a point.

A.1. Equivariant perverse sheaves on finite dimensional varieties. Fix a
T-variety X. Let D5 (X) be the T-equivariant bounded derived category. It is the
full subcategory of the bounded derived category D’(X7) of sheaves of k-vector
spaces on Xp (for the analytic topology on X), consisting of the complexes of
sheaves F with an isomorphism ¢*F =~ p* Fx for some Fx € D(X).

The cohomology of an object F € D%(X) is the graded S-module H(F) =
@D,z Hompy () (kx, F[i]). For each £, F € D% (X) we have an object RHom/(E, F)
in D®(X7) such that Extpy (x)(€,F) = H(RHom(E, F)).

If Y C X is a T-equivariant embedding, let Y be its closure in X. Let IC7(Y)
be the minimal extension of ky [dim Y] (the shifted equivariant constant sheaf). It
is a perverse sheaf on X supported on Y.

Let THr(Y) be the k-space of equivariant intersection cohomology of Y and
let Hr(Y) be its equivariant cohomology. We have IHr(Y) = H(IC7(Y)) and
Hr(Y) = H(ky). Forgetting the T-action we define IC(Y), TH(Y) and H(Y) in
the same way.

We'll say that X is good if the following hold

e X has a Whitney stratification X = | |, X, by T-stable subvarieties,
e X, = A'® with a linear T-action, for some integer I(z) € N,
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e there are integers n, ,; € N such that

JICr(X @kx —I(y) — 2p|®newr (A1)

where j, is the inclusion X, C X. Equivalently, we have

10T (X @ kx, [l — I(z) 4 2¢)P =, (A.2)

We call the third property the parity vanishing.

Proposition A.1. If X is a good T-variety, then the following hold

(a) dim Extpy v (IC(X,),IC(Xy)) = > apig N, z,pTy,2,q Where z,p,q runs over
the set of triples such that 21(z) — l(y) — l(x) + 2p + 2q = i,

(b) Extps(x)(IC(X,), IC(X,)) = kExtpy (x)(ICr(Xy), ICr(X,)),

(C) EXtDbT(X)(ICT(XI),ICT(Xy)) HomHT(X)(IHT( ) IHT(X ))

(d) Extpy () (IC(X,), IC(X,)) = Homp x) (TH(X,), IH(X,)), )

(e) TH(X,) vanishes in degrees Z I(x) modulo 2 and IH(X,) = kIHp(X,).

Proof. Part (a) is [5, thm. 3.4.1]. We sketch briefly the proof for the comfort of
the reader. Set X, = |_|p:l(z) X.. Let j, be the inclusion of X,, into X. For each
F € D?(X), there is a spectral sequence E{*? = HP9(j) F) = HP*9(F). Therefore,
if F = RHom(IC(X,),1C(X,)), we get a spectral sequence

EP? = @Hp+qRHom( 1I1C(X,),j:1C0(X,)) = Exthyty (IC(X,), IC(X,)),

where z runs over the set of elements with I(z) = p. By (A.1), (A.2) the spectral
sequence degenerates at F7, and we get

dim ExtDb(X) (IC(X, Z N ,z,pMy,2,q5

z,P,q

where z,p, q are as in (a).

Now, we prove (b). For each F € D% (X), there is a spectral sequence E5*? = SP®
HY(Fx) = HPT(F), see [20, sec. 5.5]. Thus, if F = RHom(ICr(X,),I1Cr(Xy)),
we get a spectral sequence

ED7 = 5P @ Ext? IC(X,),IC(X,)) = Ext?t? J(I07(X,), I107(X,)).

Db(X) ( DY.(X)

Db(X)(IC()_(w),IC()_(y)) =0 for ¢ # I(z) 4+ I(y) modulo 2 by (a).
Therefore, since S vanishes in odd degrees, the spectral sequence degenerates at
Fs. Thus, we have

S ® Extpy(x)(IC(X,), IC(X,)) = Extpy ) (I07(Xa), ICr(X,)).

Now, we have Ext

The proof of (d) is as in [19, sec. 1], [6, sec. 3.3]. Since our setting is slightly
different we sketch briefly the main arguments. Fix a partial order on the set of
strata such that X, = X<o = |_|y<z X,. Consider the obvious inclusions j¢, :
Xew = X, i =Jcz: Xew = Xy and j = j, : X = X,. For each y < z, we set
Fi = j, 1C0(X,) and Fp = j2 IC(X,). For s = 1,2 and p € N, there are integers
ds and d , , such that

g Fs = @ kx,[ds — 20w, G Fo = @ kx, [21(y) — dy +2¢)Pova. (A3)
p q
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Consider the diagram of graded k-vector spaces given by

Extps(x_,)(i*F1,i' Fa) — Hompx_\(H(i* F1), H(i' F2))

| la

EXtDb(ng)(fl,fg) EEEE—— HOHlH(X@)(H(]:l), H(.FQ))

| ]

Extpe(x,) (" F1, " Fa) —= Homp(x,)(H(5*F1), H(j* F2)).

In the right side sequence, the Hom’s are the k-spaces of graded module homomor-
phisms over the graded k-algebras H(X.,), H(X<,), H(X,) respectively, which
are computed in the category of non-graded modules. The horizontal maps are
given by taking hyper-cohomology.

We’ll prove that the middle map is invertible by induction on x. This proves part
(d). The short exact sequence associated with the left side is exact by (A.3), see
e.g., [17, lem. 5.3] and the references there. The lower map is obviously invertible,
because j* Fy are constant sheaves on X, for each s = 1,2. The complexes i* F, and
i'Fs on X, satisfy again (A.3) for any stratum X, C X.,. Thus, by induction,
we may assume that the upper map is invertible. Then, to prove that the middle
map is invertible it is enough to check that a is injective and that Im(a) = Ker(b).

By (A.3), the distinguished triangles i,i' — 1 — j,5*3 and jij* — 1 — i,i* 5
yield exact sequences of H (X, )-modules

0= HEF)SH(F)SHGF,) = 0,
0= Ho(j*F) S H(F)SHG*F,) — 0,

where H.(j*Fs) = H(j1j*Fs) is the cohomology with compact supports of j*F.
Thus, the map « is injective, because a(¢) = ag o ¢ o 01 for each ¢, as is injective
and 47 is surjective.

Next, fix an element ¢ € Ker(b). Since b(¢) o f1 = (2 o ¢ by construction
and f; is surjective, we have 83 0 ¢ = 0. Hence, there is an H(X¢,)-linear map
¢ : H(F)) — H(i'F,) such that ¢ = ap o ¢'. We must check that ¢’ oy, = 0.

To do that, set d = dim X,. Since X, ~ k?, the fundamental class w of X,
belongs to H2%(X,). The cup product with w restricts to 0 on X.,, because
there is an exact sequence 0 — H.(X,) — H(X<;) - H(X<;) — 0. Thus, it
yields a map gs : H(Fs) — H.(j*Fs)[2d] which vanishes on Im(as). We deduce
that g2 0 ¢ = 0. Since H.(X,) C H.(X<) and ¢ is H.(Xy)-linear, we have also
¢ogy = 0. Since gy is surjective, we deduce that ¢ o v; = 0. Hence, we have
¢’ o1 = 0, because ay is injective.

Part (c) is proved as part (d), using equivariant cohomology.

Finally, we prove (e). By parity vanishing, the spectral sequence

EP? = HPT(5 IC(X,)) = THPI(X,)

degenerates at Eq. This yields the first claim, as in part (a). The second one

follows from the first one, because the spectral sequence FY? = SP @ THY(X,) =

THPT(X,) degenerates at Fj. O

A.2. Equivariant perverse sheaves on infinite dimensional varieties. This
section is a reminder on equivariant perverse sheaves on infinite dimensional vari-
eties, to be used in the next section.
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Let X be an essentially smooth T-scheme, in the sense of [26, sec. 1.6]. In [26,
sec. 2] the derived category of constructible complexes on X and perverse sheaves
on X (for the analytic topology) are defined. Note that the convention for perverse
sheaves here differs from the convention for perverse sheaves on varieties (as in
Section A.1) : indeed ky[—codimY] is perverse if YV is an essentially smooth T'-
scheme, while ky [dim Y] is perverse for a smooth variety Y. We’ll use the same
terminology as in loc. cit. and we formulate our results in the T-equivariant setting.
The equivariant version of the constructions in [26] is left to the reader.

Let D7 (X) be the T-equivariant derived category on X. If X,V are essentially
smooth and Y — X is a T-equivariant embedding of finite presentation, let IC7(Y))
be the minimal extension of the equivariant constant shifted sheaf ky[— codim Y]
on Y. It is a perverse sheaf on X supported on the Zariski closure Y in X. If
F € Dp(X), we set H(F) = @,c, Homp,,(x)(kx, Fli]), a graded S-module. We
abbreviate [Hy(Y) = H(IC7(Y)) and Hr(Y) = H(ky). We call Hr(Y') the equi-
variant cohomology of Y. Tt is an Hp (X )-module.

Recall that for a morphism f : Z — X of essentially smooth T-schemes there is
a functor f* : D7 (X) = D7 (Z), see [26, sec. 3.7]. If f is the inclusion of a T-stable
subscheme we write Fz = i*F and I[Hr(Y)z = H(ICT(Y)z).

Now, assume that X is the limit of a projective system of smooth schemes

X =lim X, (A4)
—n
as in [26, sec. 1.3]. Let p,, : X — X, be the projection and set Y, = p,,(Y). Assume
that Y;, is locally closed in X,,. Since ky = p} ky, we have an obvious map

Hy(Y,) = @D Homp, (x,) (kx, . ky, [i])
i€z
— @ Homp,.(x) (prkx., , oy ky, [i])
i€Z
— @ HomDT(X) (kx, ky [’L])
— ;j(Y).

It yields an isomorphism Hr(Y) =lim Hr(Y,).

n

A.3. Moment graphs and the Kashiwara flag manifold. In this section we
consider the localization on Kashiwara’s flag manifold. The main motivation is
Corollary A.6 below that we used in the rest of text, in particular in Corollary 4.50
to prove that the functor Vj is fully-faithful on projectives in “’Oﬁ,_.

Let P, be the parabolic subgroup corresponding to the Lie algebra p,. Let
X = X,, = G/P, be the Kashiwara partial flag manifold associated with g and p,,,
see [23]. Here G is the schematic analogue of G(k((t))) defined in [23], which has
a locally free right action of the group-k-scheme P, and a locally free left action
of the group-k-scheme B~, the Borel subgroup opposit to B. Recall that X is
an essentially smooth, not quasi-compact, T-scheme, which is covered by T-stable
quasi-compact open subsets isomorphic to A® = Spec k[xy ; k € NJ.

Let ex = P, /P, be the origin of X. For each x € I, ;, we set X” = B~ zex =
B~xP,/P,. Note that X* is a locally closed T-stable subscheme of X of codimen-
sion {(x) which is isomorphic to A*°. Consider the T-stable subschemes

Xr=x>"=||xv, x¥=|]Xxv, Xx*=]]xv

yzx ysw y<z
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We call X« a finite-codimensional affine Schubert variety. We call XS% an admis-
sible open set.
If © is an admissible open set, there are canonical isomorphisms

1Cr(XT)q = ICr(XTNQ),  THp(X7)q = THr (X7 Q).

We can view Q) as the limit of a projective system of smooth schemes (£2,,) as in
[26, lem. 4.4.3]. So, the projection p,, : Q@ — €, is a good quotient by a congruence
subgroup B, of B~. Let n be large enough. Then, we have IC7(X* N Q) =
p;ICT(m) with m = pn(X* N Q) by [26, sec. 2.6]. Thus we have a map

THp(XE ) = @D Homp, (q,) (ka,., ICr(XE,)li])
1€EZL
— @ Homp,.(q) (ka, pp 10T (X§ ,,)[i])
€L
— IH7(X*NQ)
which yields an isomorphism
ITHp(X*NQQ) = h_r)nnIHT(XQm).

For Q = XS% and z < w we abbreviate X[®v¥] = X* 0 X<% and X,Ez’w] =
pn(X[C”’w]). Since p,, is a good quotient by B, and since X* is B, -stable, we have
an algebraic stratification X$% = Uzgw X7, where X7 is an affine space whose

]

Zarisky closure is X,[f’w .

Lemma A.2. (a) The T-variety XY is smooth and good.

(b) It is covered by T-stable open affine subsets with an attractive fixed point.
The fized points subset is naturally identified with I, 4.

(¢) There is a finite number of one-dimensional orbits. The closure of each of
them is smooth. Two fized points are joined by a one-dimensional orbit if and only
if the corresponding points in “I, y are joined by an edge in “G,,.

Proof. The T-variety X% is smooth by [26], because X S¥ is smooth and p,, is a
B, -torsor for n large enough. We claim that it is also quasi-projective.

Let Xy be the stack of G-bundles on P!. We may assume that P, is maximal
parabolic. Then, by the Drinfeld-Simpson theorem, a k-point of X is the same as a
k-point of X with a trivialization of its pullback to Spec(k[[t]]). Here t is regarded
as a local coordinate at oo € P! and we identify B~ with the Iwahori subgroup
in G(K[[t]]). We may choose B; to be the kernel of the restriction G(k[[t]]) —
G(k[t]/t™). Then, a k-point of X,, = X/B,  is the same as a k-point of Xy with a
trivialization of its pullback to Spec(k[t]/t™). We’ll prove that there is an increasing
system of open subsets U,, C Xy such that for each m and for n > 0 the fiber
product X,, X x, U, is representable by a quasi-projective variety. This implies our
claim.

Choosing a faithful representation G C SL, we can assume that G = SL,.. So
a k-point of X is the same as a rank r vector bundle on P! of degree 0. For an
integer m > 0 let U, (k) be the set of V in Xo(k) with H1 (P, V@ O(m)) = 0 which
are generated by global sections. It is the set of k-points of an open substack U,
of Xy. Note that Uy,, C Uy41 and Xo = J,,, Un. Now, the set YV, (k) of pairs (V,b)
where V' € U,,,(k) and b is a basis of H*(P1,V ® O(m)) is the set of k-points of a
quasi-projective variety )V, by the Grothendieck theory of Quot-schemes. Further,
there is a canonical GLT(mH)—action on Y, such that the morphism Y,, — U,
(V,b) =V is a GLy(m+1)-bundle. Now, for n > 0 the fiber product X,, X x, Uy, is
representable by a quasi-projective variety, see e.g., [45, thm. 5.0.14].
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Next, note that X $¥ is recovered by the open subsets V.# = p,,(V?) with x < w
Each of them contains a unique fixed point under the T-action and finitely many
one-dimensional orbits.

Finally, the parity vanishing holds : since IC(X %) = p* IC(Xp [, w]) we have

1C(X [l @kxy (y) — I(z) — 2i]®9% s

by [25, thm. 1.3]. The change in the degrees with respect to Section A.1 is due to
the change of convention for perverse sheaves mentioned above. O

Now we set V' = t* and we consider the moment graph “G".

Proposition A.3. We have

(a) Hp(XSY) = ng,#,f and H(XS") ="Z) _ as graded k-algebras,
(b) THp(X[=wl) = ng,u,—(x) as a graded “Zs,, —-module,

(c) TH(X[*w]) = “B) _(x) as a graded “Z) _-module.

Proof. Assuming n to be large enough we may assume that Hy (X S%) = Hp(X$Y),
THp(Xwl) = THA(XE™), ete. By Lemma A.2 the S-module Hp(XS¥) is free.
Thus we can apply the localization theorem [20, thm. 6.3], which proves (a).

Now, we concentrate on (b). The graded k-module IH(X*"') vanishes in odd
degree by Proposition A.1 and Lemma A.2. Thus, applying [7] to X we get a
graded " Zg,,, _-module isomorphism I H (X" w]) = "By, _(x).

Part (c) follows from (b), Proposition A.1 and Lemma A.2. O

Corollary A.4. We have a graded S-module isomorphism

UBY,, _(x), = @(S(~I(x) — 2i))®% i,

i>0

Proof. Apply Proposition A.3 and [25, thm. 1.3(i)]. O

Proposition A.5. For each x,y < w we have

() Y et dimk Exty, ccw) (IO (X)), IC (XB1) = 30 Qu(t)2,2Qu(t)y -

(b) Extp . (x<w) (107 (X)), IC (X W) = Homp, (x<w) (I Hp (X =), THp (X W),
(¢) Extis ) (IC(X ), 1O(X01)) = Hompyx <o (TH(X 1), TH(X 00,

(d) Extp(x<w)(IC(X =), IC(X W) = kExtp, (x<w) ([0 (X=1), ICH (X W01)).

Proof. Apply Proposition A.1 and Lemma A.2. O

Finally, we obtain the following.

Corollary A.6. We have a graded k-algebra isomorphism szf_H\f_ = Endel (“’B:L_)Op.

Proof. Apply Propositions A.3, A.5. (]
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