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#### Abstract

In the last years, several numerical methods have been studied and applied to the analysis of high index contrast bent waveguides. Very often, the problem is treated using a conformal mapping, which translates the bending into an equivalent graded index profile and a straight waveguide. In this article, we discuss the implementation of a full vectorial 2D mode solver by means of the Aperiodic Fourier Modal Method, developed directly in cylindrical coordinates. This does not require the conformal mapping technique. In the first part of our work, we develop a shorthand notation and the mathematical rules useful to describe the problem in a matrix form. The calculation of propagation modes is then reconducted to the search of eigenvectors of a matrix. We will at first confront our formulation in 1D with results described in the literature. In a second time, we will use the complete 2 D solver to determine the resonance frequencies and the quality factors of micro-ring resonators made on silicon surrounded by silica. These characteristics are indeed related to the real and imaginary parts of the propagation constants. By comparison with 3D-FDTD analysis, we will show that our implementation can be used to accurately describe the behavior of micro-rings having a bending radius as low as $1.1 \mu \mathrm{~m}$ in the near infrared region. This technique is general and can be applied to any micro-ring having an arbitrary cross-section and a quality factor which is less than 10000. Perspectives of this work include the study of the field propagation in a bent structure, as well as the coupling between micro-ring resonators and straight waveguides.
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## 1. INTRODUCTION

One of the most important things to be considered while designing an integrated optical device is the knowledge of the propagation characteristics of the waveguides used in the design. For this reason, several numerical methods have been implemented, in order to study a more or less arbitrary wave-guiding structure. An interesting development is the Aperiodic Fourier Modal Method (AFMM). This technique has been proposed by Lalanne and Silberstein, ${ }^{1,2}$ in order to apply to waveguide structures the Rigorous Coupled Wave Method (RCWA), originally developed for the study of diffraction gratings. ${ }^{3}$ Thanks to the refinements proposed through the years, this method has been proved to be effective to study in a very general way waveguides made in different technologies. In this article, we will discuss a novel development of AFMM in cylindrical coordinates, for the study of bent waveguides. We will start in section 2 by describing our mathematical developments. Section 3 will be devoted to the comparison with the literature of the results given by our method, in some 1D test cases. Our formulation will then be used in section 4 to study the resonance properties of micro-rings obtained by silicon on silica technology in a complete 2D study. Our results will be again compared to the literature.

[^0][^1]

Figure 1. The cylindrical coordinate system used in the developments.

## 2. THE DEVELOPMENT OF AFMM IN CYLINDRICAL COORDINATES

In this section, we will see the mathematical background of our AFMM 2D mode solver, suited for bent waveguides. At first, we will manipulate Maxwell equations in cylindrical coordinates in order to describe the longitudinal evolution of transverse magnetic and electric fields in a bent waveguide. Then, we will develop a shorthand notation which will allow us to rewrite the equations in the Fourier space using a compact matrix notation. This will allow us to treat the modal problem as a search of eigenvalues and eigenvectors. The main advantage of the AFMM is that once we have all of them, we dispose of a complete set of guided as well as radiated propagation modes, which would allow us to treat also the propagation problem.

### 2.1 Transverse fields calculation

Let us consider the Maxwell equations in an uncharged anisotropic dielectric material, without sources. We study the harmonic behavior, for the electric and magnetic fields $\vec{E}$ and $\vec{H}$. Curl Maxwell equations can be written as follows, using the complex representation of $\vec{E}$ and $\vec{H}$ vectors:

$$
\left\{\begin{array}{c}
\nabla \wedge \vec{E}=-\mathrm{j} \omega \overline{\bar{\mu}} \vec{H}  \tag{1}\\
\nabla \wedge \vec{H}=\mathrm{j} \omega \overline{\bar{\epsilon}} \vec{E}
\end{array}\right.
$$

where $\omega$ is the time radian frequency of the fields, $\overline{\bar{\epsilon}}$ and $\overline{\bar{\mu}}$ are respectively the diagonal tensors of permittivity and permeability:

$$
\begin{align*}
& \overline{\bar{\epsilon}}=\left(\begin{array}{ccc}
\epsilon_{r} & 0 & 0 \\
0 & \epsilon_{z} & 0 \\
0 & 0 & \epsilon_{\theta}
\end{array}\right)  \tag{2}\\
& \overline{\bar{\mu}}=\left(\begin{array}{ccc}
\mu_{r} & 0 & 0 \\
0 & \mu_{z} & 0 \\
0 & 0 & \mu_{\theta}
\end{array}\right) \tag{3}
\end{align*}
$$

Our goal is to calculate the propagation modes of waveguides, by taking into account the effect of a bend of constant radius. The propagation will thus been along $\theta$. Our version of the Aperiodic Fourier Modal Method is based on the definition of a propagation operator, derived from the Maxwell equations in the Fourier space. We use a cylindrical coordinate system instead of a cartesian one, as shown in figure 1.

By developing the different components the curl Maxwell equations(1), they can be rewritten as a set of 6 equations describing the field $\left(E_{r}, E_{\theta}, E_{z}\right.$ and $\left.H_{r}, H_{\theta}, H_{z}\right)$. The longitudinal components $E_{\theta}$ and $H_{\theta}$ can be calculated from the other field components, injected in the remaining four equations and the field derivatives


Figure 2. The calculation window and the effect of the periodization applied to develop fields, permittivities and permeabilities in Fourier series.
versus $\theta$ can be made explicit:

$$
\left\{\begin{array}{rr}
\frac{\partial E_{r}}{\partial \theta}= & \mathrm{j} \omega \mu_{z} r H_{z}+\frac{1}{\mathrm{j} \omega} \frac{1}{\epsilon_{\theta}}\left(\frac{\partial H_{r}}{\partial z}-\frac{\partial H_{z}}{\partial r}\right)+\frac{1}{\mathrm{j} \omega} r \frac{\partial}{\partial r}\left(\frac{1}{\epsilon_{\theta}}\right)\left(\frac{\partial H_{r}}{\partial z}-\frac{\partial H_{z}}{\partial r}\right)+\frac{1}{\mathrm{j} \omega} \frac{r}{\epsilon_{\theta}}\left(\frac{\partial^{2} H_{r}}{\partial r \partial z}-\frac{\partial^{2} H_{z}}{\partial r^{2}}\right)  \tag{4}\\
\frac{\partial E_{z}}{\partial \theta}= & -\mathrm{j} \omega \mu_{r} r H_{r}+\frac{1}{\mathrm{j} \omega} r \frac{\partial}{\partial z}\left(\frac{1}{\epsilon_{\theta}}\right)\left(\frac{\partial H_{r}}{\partial z}-\frac{\partial H_{z}}{\partial r}\right)+\frac{1}{\mathrm{j} \omega} r \frac{1}{\epsilon_{\theta}}\left(\frac{\partial^{2} H_{r}}{\partial z^{2}}-\frac{\partial^{2} H_{z}}{\partial z \partial r}\right) \\
\frac{\partial H_{r}}{\partial \theta}= & -\mathrm{j} \omega \epsilon_{z} r E_{z}-\frac{1}{\mathrm{j} \omega} \frac{1}{\mu_{\theta}}\left(\frac{\partial E_{r}}{\partial z}-\frac{\partial E_{z}}{\partial r}\right)-\frac{1}{\mathrm{j} \omega} r \frac{\partial}{\partial r}\left(\frac{1}{\mu_{\theta}}\right)\left(\frac{\partial E_{r}}{\partial z}-\frac{\partial E_{z}}{\partial r}\right)-\frac{1}{\mathrm{j} \omega} \frac{r}{\mu_{\theta}}\left(\frac{\partial^{2} E_{r}}{\partial r \partial z}-\frac{\partial^{2} E_{z}}{\partial r^{2}}\right) \\
\frac{\partial H_{z}}{\partial \theta}= & \mathrm{j} \omega \epsilon_{r} r E_{r}-\frac{1}{\mathrm{j} \omega} r \frac{\partial}{\partial z}\left(\frac{1}{\mu_{\theta}}\right)\left(\frac{\partial E_{r}}{\partial z}-\frac{\partial E_{z}}{\partial r}\right)-\frac{1}{\mathrm{j} \omega} r \frac{1}{\mu_{\theta}}\left(\frac{\partial^{2} E_{r}}{\partial z^{2}}-\frac{\partial^{2} E_{z}}{\partial z \partial r}\right)
\end{array}\right.
$$

The equations (4) represent the differential field propagation operator on the $\theta$ axis.

### 2.2 Fourier series field development

The AFMM consists in applying an artificial periodicity to the studied structure. This allows us to develop in Fourier series all fields, permeabilities and permittivities appearing in the equations. We will consider the case of a $\theta$-invariant structure, such as a waveguide having a constant bending radius or a micro-ring resonator. Thus, the Fourier developments will be done on the plane transverse to the propagation direction: $r$ and $z$. This is shown in figure 2, which also depicts the effect of the periodization. If the periods $T_{r}=2 \pi / \nu_{r}$ and $T_{z}=2 \pi / \nu_{z}$ are sufficiently long, we can expect the results of the calculations be representative even for the non-periodic waveguide.

The artificial periodization allows us to rewrite equations 4, by developing each term as a sum of Fourier space harmonics in the transverse plane. This means that a generic $A$ term can be represented as follows:

$$
\begin{equation*}
A=\sum_{h} \sum_{k} a_{h, k} \mathrm{e}^{\mathrm{j}\left(h \nu_{r} r+k \nu_{z} z\right)} \tag{5}
\end{equation*}
$$

where $h$ and $k$ are integers, $a_{h, k}$ is the $h$-order along $r$ and $k$-order along $z$ harmonic; $\nu_{r}$ and $\nu_{z}$ are the fundamental frequencies along $r$ and $z$. Equations 4 contains several products between terms which are developed in Fourier series. This leads to convolutions in the Fourier space, complicated by the fact that they sometimes involve derivatives. Three points have to be discussed:

1. We need a way to represent the convolutions in the Fourier space, as products between a matrix and a vector. This implies that we need to truncate the Fourier development to a finite number of harmonics.
2. We need to take into account in the same way the convolutions between multiple terms, which appear when taking into account the term $r$, which is present in equations 4 .
3. We have to develop a shorthand notation to represent derivatives in a consistent way.

### 2.3 The modified block-Toeplitz matrix

We will call $S_{r}$ and $S_{z}$ the number of harmonics taken in the $r$ and $z$ dimension. A product between two generic terms $M$ and $C$ in the original space thus becomes a truncated convolution:

$$
\begin{equation*}
t_{i, l}=\sum_{h=-S_{r}}^{S_{r}} \sum_{k=-S_{z}}^{S_{z}} m_{i-h, l-k} c_{h, k} \tag{6}
\end{equation*}
$$

which can be written on the form of a product between a Toeplitz matrix and a column vector:

$$
\begin{equation*}
T=\llbracket M \rrbracket[C] \tag{7}
\end{equation*}
$$

In $1 \mathrm{D}, \llbracket M \rrbracket$ is obtained by building a Toeplitz matrix from the Fourier components $m_{i, l}$. In 2D, we need to unroll the $r$ and $z$ components of the $c_{h, k}$ space harmonics in order to write the vector $[C]$ by aligning one column after the other. Doing this allows us to write matrix $\llbracket M \rrbracket$ from $m_{i, l}$ as a block-Toeplitz matrix. In the rest of the article, we will use the notation $\llbracket M \rrbracket$ to stress that this is a block-Toeplitz matrix built from the $m_{i, l}$ Fourier coefficients:

$$
\llbracket M \rrbracket=\left(\begin{array}{cccc}
\overline{\bar{M}}_{0} & \overline{\bar{M}}_{-1} & \overline{\bar{M}}_{-2} & \cdots  \tag{8}\\
\overline{\bar{M}}_{1} & \overline{\bar{M}}_{0} & \overline{\bar{M}}_{-1} & \cdots \\
\overline{\bar{M}}_{2} & \overline{\bar{M}}_{1} & \overline{\bar{M}}_{0} & \cdots \\
\cdots & & &
\end{array}\right)
$$

in which each block $\overline{\bar{M}}_{l}$ can be written as follows:

$$
\bar{M}_{l}=\left(\begin{array}{cccc}
m_{0, l} & m_{-1, l} & m_{-2, l} & \cdots  \tag{9}\\
m_{1, l} & m_{0, l} & m_{-1, l} & \cdots \\
m_{2, l} & m_{1, l} & m_{0, l} & \cdots \\
\cdots & & &
\end{array}\right)
$$

The size of the (square) $\llbracket M \rrbracket$ matrix is thus $\left[\left(S_{r}+1\right)\left(S_{z}+1\right)\right] \times\left[\left(S_{r}+1\right)\left(S_{z}+1\right)\right]$.* We will sometimes also use the notation $[C]_{h, k}$ instead of $c_{h, k}$.

### 2.4 Representing derivatives

In equation (4), we can find also more complex products, like the following term:

$$
\begin{equation*}
R=\frac{\partial}{\partial z}\left(\frac{1}{\epsilon_{\theta}}\right) \frac{\partial H_{z}}{\partial r} \tag{10}
\end{equation*}
$$

By developing in Fourier series each term and the derivatives, to calculate the term $[R]_{i, l}$ we obtain a convolution in which we have a multiplication of $\left[H_{z}\right]_{h, k}$ by $\mathrm{j} h \nu_{r}$. This is coming from the $r$ derivative of $H_{z}$. We obtain also the multiplication of $\left[1 / \epsilon_{\theta}\right]_{i-h, l-k}$ by the term $\mathrm{j}(l-k) \nu_{z}$, which comes from the $z$ derivative of $\epsilon_{\theta}^{-1}$. We can again write this convolution as a matrix by vector product:

$$
\begin{equation*}
R=\mathrm{j}^{2} \llbracket \frac{1}{\epsilon_{\theta}} \rrbracket_{z}^{(r)}\left[H_{z}\right] \tag{11}
\end{equation*}
$$

where the $\left[H_{z}\right]$ vector is built as usual from the unrolled $H_{z}$ Fourier components and $\mathrm{j}^{2}=-1$ comes from the double derivative. The shorthand notation $\llbracket 1 / \epsilon_{\theta} \rrbracket_{z}^{(r)}$ means that the matrix takes into account the products

[^2]coming from the derivatives. This can be obtained directly by using the Hadamard product of the above described bloc-Toeplitz matrix with two matrices $\mathcal{C}_{z}$ and $\mathcal{C}^{(r)}$, containing the multiplication terms:
\[

$$
\begin{equation*}
\llbracket \frac{1}{\epsilon_{\theta}} \rrbracket_{z}^{(r)}=\llbracket \frac{1}{\epsilon_{\theta}} \rrbracket \bullet \mathcal{C}_{z} \bullet \mathcal{C}^{(r)} \tag{12}
\end{equation*}
$$

\]

The first matrix $\mathcal{C}_{z}$ is the block-Toeplitz matrix built with space harmonics:

$$
\mathcal{C}_{z}=\left(\begin{array}{cccc}
C_{0} & C_{-1} & C_{-2} & \cdots  \tag{13}\\
C_{1} & C_{0} & C_{-1} & \cdots \\
C_{2} & C_{1} & C_{0} & \cdots \\
\cdots & & &
\end{array}\right)
$$

in which each block $C_{l}$ is a constant matrix:

$$
C_{l}=l \nu_{z}\left(\begin{array}{cccc}
1 & 1 & 1 & \cdots  \tag{14}\\
1 & 1 & 1 & \cdots \\
1 & 1 & 1 & \cdots \\
\cdots & & &
\end{array}\right)
$$

The matrix $\mathcal{C}^{(r)}$ is made by $\left(S_{r}+1\right)\left(S_{z}+1\right)$ identical columns, containing multiples of the fundamental space frequency arranged in the same order used during the construction of the block-Toeplitz matrix $\llbracket 1 / \epsilon_{r} \rrbracket$ seen above. We will call the matrix $\llbracket 1 / \epsilon_{r} \rrbracket_{z}^{(r)}$ a modified bloc-Toeplitz matrix, obtained from the Fourier development of $1 / \epsilon_{\theta}$. To represent in the truncated Fourier space products and derivatives, one has to write the corresponding modified bloc-Toeplitz matrix. The same principle can be applied to all terms.

### 2.5 Products of several terms

Because of the periodization and the curl expressiond in cylindrical coordinates, the evolution of the bending radius $r$ in equations appears like a sawtooth wave, which has to be multiplied to several terms. Its Fourier $n$-th order harmonics $[r]_{n}$ can be calculated analytically:

$$
[r]_{n}= \begin{cases}r_{0} & \text { if } n=0  \tag{15}\\ \mathrm{j} \frac{T_{r}}{2 \pi n} & \text { if } n \neq 0\end{cases}
$$

where $r_{0}$ and $T_{r}$ are respectively the bending radius of the center and the width of the calculation window. The $\llbracket r \rrbracket$ matrix will thus be the bloc-Toeplitz matrix containing the harmonics given by equation (15). It can be shown that a product of several terms in the original space leads to the product of Toeplitz matrices in the Fourier space, if we tolerate an error which comes from the missing harmonics in the convolution. ${ }^{4}$

### 2.6 The propagation operator in matrix form

The rules described above allow us to write the equations 4 in matrix form. The propagation along $\theta$ is a phase shift term:

$$
\begin{equation*}
[F]=[\hat{F}] \mathrm{e}^{-\mathrm{j} \beta_{\mathrm{s}} \theta} \tag{16}
\end{equation*}
$$

where $F$ can be either $E_{r}, E_{z}, H_{r}, H_{z}$. We can thus rewrite equations 4 as follows:

$$
-\mathrm{j} \beta_{\mathrm{s}}\left(\begin{array}{l}
{\left[\hat{E}_{r}\right]}  \tag{17}\\
{\left[\hat{E}_{z}\right]} \\
{\left[\hat{H}_{r}\right]} \\
{\left[\hat{H}_{z}\right]}
\end{array}\right)=\frac{1}{\mathrm{j} \omega} \overline{\bar{A}}\left(\begin{array}{l}
{\left[\hat{E}_{r}\right]} \\
{\left[\hat{E}_{z}\right]} \\
{\left[\hat{H}_{r}\right]} \\
{\left[\hat{H}_{z}\right]}
\end{array}\right)
$$

where:

$$
\overline{\bar{A}}=\left(\begin{array}{cccc}
0 & 0 & \overline{\bar{X}}_{1} & \overline{\bar{X}}_{2}  \tag{18}\\
0 & 0 & \overline{\bar{X}}_{3} & \overline{\bar{X}}_{4} \\
\overline{\bar{Y}}_{1} & \overline{\bar{Y}}_{2} & 0 & 0 \\
\overline{\bar{Y}}_{3} & \overline{\bar{Y}}_{4} & 0 & 0
\end{array}\right)
$$

A direct application of the rules described above for $\overline{\bar{X}}_{i}$ and $\overline{\bar{Y}}_{i}, i \in\{1,2,3,4\}$, gives an unsatisfying convergence for a discontinuous field. This problem has long been believed to be a consequence of Gibbs phenomena occurring at discontinuities. In 1996, Lalanne and Morris ${ }^{5}$ reported new development rules which greatly enhanced the convergence in this case. The mathematical context has been explored by $\mathrm{Li}^{6}$ in the same year. TM and TE fields can be studied separately in the 1D, but in 2D the field components are coupled. ${ }^{7}$ For that reason, it is not straightforward to study the 2D case, since one does not know a priori which field components are discontinuous. We used the following development:

$$
\begin{array}{rr}
\overline{\bar{X}}_{1} & =\mathrm{j} \llbracket \epsilon_{\theta} \rrbracket^{-1,(z)}-\llbracket r \rrbracket\left(\llbracket \epsilon_{\theta} \rrbracket_{r}^{-1,(z)}+\llbracket \epsilon_{\theta} \rrbracket^{-1,(r z)}\right) \\
\overline{\bar{X}}_{2} & =-\mathrm{j} \llbracket \epsilon_{\theta} \rrbracket^{-1,(r)}+\llbracket r \rrbracket\left(-\omega^{2} \llbracket \mu_{z} \rrbracket+\llbracket \epsilon_{\theta} \rrbracket_{r}^{-1,(r)}+\llbracket \epsilon_{\theta} \rrbracket^{-1,(r r)}\right) \\
\overline{\bar{X}}_{3}= & \llbracket r \rrbracket\left(\omega^{2} \llbracket \mu_{r} \rrbracket+\llbracket \epsilon_{\theta} \rrbracket_{z}^{-1,(z)}-\llbracket \epsilon_{\theta} \rrbracket^{-1,(z z)}\right) \\
\overline{\bar{X}}_{4}= & \llbracket r \rrbracket\left(\llbracket \epsilon_{\theta} \rrbracket_{z}^{-1,(r)}+\llbracket \epsilon_{\theta} \rrbracket^{-1,(z r)}\right)  \tag{19}\\
\overline{\bar{Y}}_{1}= & -\mathrm{j} \llbracket \mu_{\theta} \rrbracket^{-1,(z)}+\llbracket r \rrbracket\left(\llbracket \mu_{\theta} \rrbracket_{r}^{-1,(z)}+\llbracket \mu_{\theta} \rrbracket^{-1,(r z)}\right) \\
\overline{\bar{Y}}_{2}= & \mathrm{j} \llbracket \mu_{\theta} \rrbracket^{-1,(r)}+\llbracket r \rrbracket\left(\omega^{2} \llbracket \epsilon_{z} \rrbracket-\llbracket \mu_{\theta} \rrbracket_{r}^{-1,(r)}-\llbracket \mu_{\theta} \rrbracket^{-1,(r r)}\right) \\
\overline{\bar{Y}}_{3}= & \llbracket r \rrbracket\left(-\omega^{2} \llbracket \epsilon_{r} \rrbracket+\llbracket \mu_{\theta} \rrbracket_{z}^{-1,(z)}+\llbracket \mu_{\theta} \rrbracket^{-1,(z z)}\right) \\
\overline{\bar{Y}}_{4}= & -\llbracket r \rrbracket\left(\llbracket \mu_{\theta} \rrbracket_{z}^{-1,(r)}+\llbracket \mu_{\theta} \rrbracket^{-1,(z r)}\right)
\end{array}
$$

In other words, instead of using the matrix $\llbracket 1 / \epsilon_{\theta} \rrbracket$, we took $\llbracket \epsilon_{\theta} \rrbracket^{-1}$ (and the same for permeabilities), which gives exactly the same result for an infinite number of harmonics, ${ }^{4}$ but significantly increase the convergence rate in the truncated case.

In this formulation, the modes supported by the structure are the eigenvectors of the $\overline{\bar{A}}$ matrix. The associated propagation constants $\beta_{\mathrm{s}}$ are the corresponding eigenvalues. While in the rectangular case it is straightforward to define a propagation effective index, this definition in cylindrical coordinates is somewhat arbitrary. Our choice has been to normalize the propagation constant on $r_{0}$, the bending radius of the center of the calculation window. Our choice thus leads to the following definition of the effective index of bent waveguides:

$$
\begin{equation*}
n_{\mathrm{eff}}=\frac{\beta_{\mathrm{s}}}{r_{0} k_{0}} \tag{20}
\end{equation*}
$$

where $k_{0}=2 \pi / \lambda$ is the wave number in the vacuum.

### 2.7 Perfectly matched layers

A practical consequence of the periodization described in section 2.2 is that we cannot consider each single structure comprised in the calculation window as completely independent from its copies, due to the periodization. For this reason, the introduction of Perfectly Matched Layers has been proposed in order to reduce (or ideally eliminate) the influence of each repetition of the calculation window.

The method we used has been proposed by S.J. Hewlett and F. Ladouceur ${ }^{8}$ and extended by J.P. Hugonin and P. Lalanne ${ }^{9,10}$ for the case of a vectorial mode solver. The idea consists in using a nonlinear coordinate transform in order to map the finite calculation window in an infinite region. The main advantages of this technique consist in achieving a better extinction of the field far from the waveguide, thus allowing to obtain useful results even with a smaller calculation window in comparison with the anisotropic PMLs as described for example by Silberstein et al. ${ }^{2}$ The application of efficient PMLs in the calculation window is important in our case, since they are responsible for the absorption of the radiated field due to the bending.

In our calculations, we used the coordinate transform proposed by J.P. Hugonin and P. Lalanne. ${ }^{10}$

| Radius <br> $(\mu \mathrm{m})$ | real part of $\beta_{\mathrm{s}}$ |  |  | imaginary part of $\beta_{\mathrm{s}}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Hiremath | AFMM (conf.) | AFMM (cyl.) | Hiremath $^{11}$ | AFMM (conf.) | AFMM (cyl.) |
| 50 | $4.0189 \times 10^{2}$ | $4.0189 \times 10^{2}$ | $4.0189 \times 10^{2}$ | $-7.9973 \times 10^{-2}$ | $-7.9963 \times 10^{-2}$ | $-7.9999 \times 10^{-2}$ |
| 100 | $8.0278 \times 10^{2}$ | $8.0278 \times 10^{2}$ | $8.0278 \times 10^{2}$ | $-9.6030 \times 10^{-4}$ | $-9.6008 \times 10^{-4}$ | $-9.6364 \times 10^{-4}$ |
| 150 | $1.2039 \times 10^{3}$ | $1.2039 \times 10^{3}$ | $1.2039 \times 10^{3}$ | $-7.3910 \times 10^{-6}$ | $-1.0577 \times 10^{-5}$ | $-1.0004 \times 10^{-5}$ |
| 200 | $1.6051 \times 10^{3}$ | $1.6051 \times 10^{3}$ | $1.6051 \times 10^{3}$ | $-4.8965 \times 10^{-8}$ | $-1.0743 \times 10^{-7}$ | $-2.1264 \times 10^{-7}$ |

Table 1. $\mathrm{TE}_{0}$ propagation constants for medium refractive index contrast confinement with different bend radius $r_{0}$ and parameters $\left(n_{\mathrm{s}}=1.6, n_{\mathrm{c}}=1.7, n_{\mathrm{s}}=1.6\right)$, width $w=1 \mu \mathrm{~m}$ and wavelength $\lambda=1.3 \mu \mathrm{~m}$.

## 3. APPLICATION TO THE 1D CASE

Before considering the general 2D case, we test our method in 1D. This allows us to compare its behavior versus the results given by other scalar methods, such as the one proposed by Hiremath et al. ${ }^{11}$ as well as the standard conformal mapping technique. ${ }^{12}$

As a brief description, the method proposed by Hiremath et al. ${ }^{11}$ is similar to the multilayer method applied in cylindrical coordinates. Fields are expressed in terms of Bessel $\left(\mathrm{J}_{\beta_{\mathrm{s}}}(a)\right.$ and $\left.\mathrm{Y}_{\beta_{\mathrm{s}}}(a)\right)$ and Hankel $\left(\mathrm{H}_{\beta_{\mathrm{s}}}^{(1)}(a)\right.$ and $\mathrm{H}_{\beta_{\mathrm{s}}}^{(2)}(a)$ ) functions of complex order $\beta_{\mathrm{s}}$ (which corresponds to our propagation constant towards $\theta$ ) and real argument $a$. Considering a non-divergent solution inside the bend and only an outgoing wave $\left(\mathrm{H}_{\beta_{\mathrm{s}}}^{(2)}(a)\right)$ outside the bend, the system leads to a homogeneous system. The propagation constants $\beta_{\mathrm{s}}$ are determined from the zeros of the determinant of this system.

On the other hand, the standard conformal mapping technique ${ }^{12}$ consists instead in applying the AFMM method in a conformal map. ${ }^{13}$ Indeed, a bent waveguide in a cylindrical coordinate system corresponds to a straight waveguide in the conformal map. The conformal map is represented by the ( $u, v$ ) plane:

$$
\begin{equation*}
u=r_{0} \ln \left(\frac{r}{r_{0}}\right), v=r_{0} \theta \tag{21}
\end{equation*}
$$

where $r_{0}$ is the radius of curvature and the center of the bent waveguide. This transformation involves a modification of the refractive index contrast distribution, in order to keep the leaking aspect of the structure. This modification consists of a simple multiplication of the actual refractive index with an exponential function depending on $r_{0}$.

These three methods are able to compute the propagation constants $\beta_{\mathrm{s}}$ and the field profiles that characterize the modes of a waveguide. Thereby, we have chosen this quantity as a criterion.

We consider two types of confinement studied by Hiremath et al. ${ }^{11}$ for the comparison. In the two cases, the width of the waveguide core $w$ is set to $1 \mu \mathrm{~m}$ and the radius $r_{0}$ corresponds to the middle of the waveguide. The wavelength $\lambda$ is set to $1.3 \mu \mathrm{~m}$. In the first case, corresponding to a medium confinement, the substrate has a refractive index $n_{\mathrm{s}}$ set to 1.6 and the bent waveguide core has a refractive index $n_{\mathrm{c}}$ set to 1.7 . The radii $r_{0}$ range from $50 \mu \mathrm{~m}$ to $200 \mu \mathrm{~m}$. In the second case, corresponding to a low confinement, the substrate has a refractive index $n_{\mathrm{s}}$ set to 3.22 and the bent waveguide core has a refractive index $n_{\mathrm{c}}$ set to 3.26106 . The radii $r_{0}$ go from $200 \mu \mathrm{~m}$ to $1000 \mu \mathrm{~m}$.

We have chosen a simulation window of $20 \mu \mathrm{~m}$, with $2 \mu \mathrm{~m}$ width PMLs having a $\gamma$ coefficient of $0.5-\mathrm{j} 0.5$ at each side and $S_{\mathrm{r}}=100$ harmonics. As we consider the 1D case, only the fundamental harmonic is used in z-axis. These parameters have been set at the same values in the conformal mapping along the u-axis. ${ }^{12}$

Tables 1 and 2 give the propagation constants for the two test cases described above.
From these tables, it can be seen that the three methods give very close results $\left(10^{-4}\right)$ concerning the real parts of the propagation constants. For low radii, the imaginary parts are similar with less than 1 percent of relative difference. For large radii, the AFMM over-estimates these values. Indeed, in this case, the influence of the PMLs is more preponderant than the bend.

| Radius <br> $(\mu \mathrm{m})$ | real part of $\beta_{\mathrm{s}}$ |  |  | imaginary part of $\beta_{\mathrm{s}}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Hiremath $^{11}$ | AFMM (conf.) | AFMM (cyl.) | Hiremath $^{11}$ | AFMM (conf.) | AFMM (cyl.) |
| 200 | $3.1364 \times 10^{3}$ | $3.1364 \times 10^{3}$ | $3.1364 \times 10^{3}$ | $-6.2135 \times 10^{-1}$ | $-6.2118 \times 10^{-1}$ | $-6.2159 \times 10^{-1}$ |
| 400 | $6.2700 \times 10^{3}$ | $6.2700 \times 10^{3}$ | $6.2700 \times 10^{3}$ | $-4.9158 \times 10^{-2}$ | $-4.9226 \times 10^{-2}$ | $-4.9233 \times 10^{-2}$ |
| 600 | $9.4041 \times 10^{3}$ | $9.4041 \times 10^{3}$ | $9.4041 \times 10^{3}$ | $-2.5635 \times 10^{-3}$ | $-2.5588 \times 10^{-3}$ | $-2.5610 \times 10^{-3}$ |
| 800 | $1.2538 \times 10^{4}$ | $1.2538 \times 10^{4}$ | $1.2538 \times 10^{4}$ | $-1.1174 \times 10^{-4}$ | $-1.1625 \times 10^{-4}$ | $-1.1626 \times 10^{-4}$ |
| 1000 | $1.5673 \times 10^{4}$ | $1.5673 \times 10^{4}$ | $1.5673 \times 10^{4}$ | $-4.4742 \times 10^{-6}$ | $-1.1718 \times 10^{-5}$ | $-1.1466 \times 10^{-5}$ |

Table 2. $\mathrm{TE}_{0}$ propagation constants for low refractive index contrast confinement with different bend radius $r_{0}$ and parameters $\left(n_{\mathrm{s}}=3.22, n_{\mathrm{c}}=3.26106, n_{\mathrm{s}}=3.22\right)$, width $w=1 \mu \mathrm{~m}$ and wavelength $\lambda=1.3 \mu \mathrm{~m}$.


Figure 3. Module of $\mathrm{TE}_{0}$ Ez fields component computed by the analytical method and by the AFMM for the medium contrast (a) and low contrast (b) structures

Figure 3 shows the field representation of the $\mathrm{TE}_{0}$ mode of the medium contrast waveguide with a radius of $50 \mu \mathrm{~m}$ and the $\mathrm{TE}_{0}$ mode of the low contrast waveguide with a radius of $200 \mu \mathrm{~m}$.

From these plots, the great similitude of the representations can be noticed (less than $0.1 \%$ of relative amplitude difference). The effect of the PMLs can also be noticed at the edge of the simulation window where the field is indeed attenuated.

We can point out that a minimum number of harmonics is needed to obtain a suitable propagation constant and a stable field representation. With 60 harmonics, the real part of the propagation constant keep quietly close $\left(10^{-3}\right)$ and the imaginary part are similar with about 3 percent of relative difference. With less than 60 harmonics, oscillations due to the PMLs appear on the left part of the mode profile.

## 4. THE FULL VECTORIAL 2D CASE: APPLICATION TO MICRO RINGS

Given the encouraging results obtained in the 1D case, to test the behavior of our full vectorial mode solver, we consider now the study of a micro-ring shaped resonator. The properties of such a structure are very interesting for a number of applications such as lasers ${ }^{14}$ and add \& drop devices. ${ }^{15}$ Our results will be compared with the 3D-FDTD results published by of Armaroli et al. ${ }^{16}$ We thus consider a silicon micro-ring ( $n_{\mathrm{c}}=3.48$ ) immersed in silica ( $n_{\mathrm{s}}=1.44$ ). Its thickness is 300 nm , the internal and external bending radii are respectively $1 \mu \mathrm{~m}$ and $1.2 \mu \mathrm{~m}$.

The real part of the complex effective index $n_{\text {eff }}$ calculated for a guided mode is related to the azimuthal order $m$ at a given wavelength $\lambda$ :

$$
\begin{equation*}
m=\frac{2 \pi}{\lambda} r_{0} \mathbb{R}\left\{n_{\mathrm{eff}}\right\} \tag{22}
\end{equation*}
$$

where $r_{0}$ is the bending radius of the center of our calculation window. If the azimuthal order $m$ is an integer value, we do have a resonance at that particular wavelength. The quality factor $Q$ associated to that resonance


Figure 4. The convergence of the calculation of the quasi-TM resonance with order $m=11$. The dashed line in the Q graph is the reference quality factor calculated by 3D-FDTD for this resonance.


Figure 5. The convergence of the calculation of the quasi-TM resonance with order $m=13$. The dashed line in the Q graph is the reference quality factor calculated by 3D-FDTD for this resonance.
can be again determined from the complex effective index:

$$
\begin{equation*}
Q=-\frac{\mathbb{R}\left\{n_{\text {eff }}\right\}}{2 \mathbb{I}\left\{n_{\text {eff }}\right\}} \tag{23}
\end{equation*}
$$

From a computational point of view, our implementation of the AFMM method in cylindrical coordinates has been written in C++, interfacing with LAPACK and BLAS for matrix calculations. The main limitation of the 2D AFMM is due to the very large size of the matrices involved, which limits the number of harmonics which can be taken into account.

The first difficulty we have to face when treating the 2D case is to choose a correct size of the calculation window, by taking into account the shape of the waveguide core as well as its bending. This choice is a compromise between the necessity of representing a structure in sufficient detail while using a limited number of harmonics.


Figure 6. The convergence of the calculation of the quasi-TM resonance with order $m=14$. The dashed line in the Q graph is the reference quality factor calculated by 3D-FDTD for this resonance.

On the other hand, the calculation window must be wide enough to represent the evanescent fields out of the core of waveguides and leave enough place for PMLs. Since the waveguide will be lossy thanks to the bending, we need to carefully optimize the size of PML layers but, again, their size must be kept to a reasonable limit since they must be comprised inside the calculation window. The evaluation of high quality factors in resonators needs extremely efficient PMLs, since they must absorb the leaky field due to the bending. For our test case, we adopted a calculation window of $T_{r}=4 \mu \mathrm{~m}$ and $T_{z}=2 \mu \mathrm{~m}$. The wider range in the $r$ direction leaves more space to the wider PMLs, in order to absorb the field. For this reason, the total PML thickness was $1.5 \mu \mathrm{~m}$ in $r$ and $0.2 \mu \mathrm{~m}$ in $z$ with a $\gamma$ coefficient of $0.5-\mathrm{j} 0.5$. A convergence study has been done in order to determine how many harmonics $S_{r}$ should be taken in the $r$ direction, while in the $z$ direction $S_{z}$ has been fixed to 15 .

Figure 4 describe the evolution of the calculated azimuthal order $m$ as well as the quality factor $Q$ for a quasi-TM resonance with $m=11$. It can be seen that a convergence is rapidly attained when the number of harmonics $S_{r}$ increases. The difference with the 3D-FDTD may be explained by taking into account the effect of the PMLs on the propagated mode, which is not very well confined. In figure 5 , is shown a result of the convergence study for the case of the quasi-TM resonance with azimuthal order $m=13$. When the number of harmonics taken in the $r$ direction is too small (less than 40), the behavior of the quality factor $Q$ is very unstable, but attains the convergence when the number of harmonics is sufficient. It can also be seen that the calculation of the azimuthal order attains a convergence much faster than the quality factor. In other words, from equations (22) and (23), we see that it is easier to calculate the real part than the imaginary part of the propagation constant. When the quality coefficient is higher (which is the case for quasi-TM resonance with $m=14$ ), it is more difficult to obtain a convergence, like it can be seen in figure 6 . This gives the practical limit of this method for determining very high quality factors.

Like what was done by Armaroli et al., ${ }^{16}$ we compared the resonance frequencies for quasi-TE and quasi-TM modes for several azimuthal orders. Table 3 shows a comparison between the quality factors of a quasi-TE mode with the values obtained by FDTD. Table 4 shows the same analysis performed for the quasi-TM case. From tables 3 and 4, it is evident that for a same azimuthal order an higher quality factor can be obtained from the quasi-TM mode, thanks to the size of the micro-disk which allows a better confinement for quasi-TM modes.

Figure 7 shows the calculated electric fields amplitudes for the fundamental quasi-TE mode in the micro disk at a frequency of $\lambda=1.1782 \mu \mathrm{~m}$. The effect of the bending is visible by the fact that there is an evident shift of the field from the center of the waveguide core. The radiated field is also visible. The plotted amplitude of the field is arbitrary, but is coherent between the two field components. The discontinuities of the field on the $r$ axis are clearly evident for the preponderant $E_{r}$ field component. The fact that negative radii appear in the

| order $m$ | 11 | 12 | 13 | 14 | 15 |
| :---: | :--- | :--- | :--- | :--- | :--- |
| $\lambda$-FDTD | $1.2277 \mu \mathrm{~m}$ | $1.1767 \mu \mathrm{~m}$ | $1.1312 \mu \mathrm{~m}$ | $1.0900 \mu \mathrm{~m}$ | $1.0537 \mu \mathrm{~m}$ |
| Q-FDTD $^{16}$ | 142 | 371 | 1081 | 2224 | 6224 |
| $\lambda$-AFMM | $1.2310 \mu \mathrm{~m}$ | $1.1782 \mu \mathrm{~m}$ | $1.1319 \mu \mathrm{~m}$ | $1.0910 \mu \mathrm{~m}$ | $1.0532 \mu \mathrm{~m}$ |
| $Q$-AFMM | 74 | 209 | 652 | 2047 | 6126 |

Table 3. Comparison between the quality factors obtained by 3D-FDTD and by the AFMM method for quasi-TE resonances.

| order $m$ | 11 | 12 | 13 | 14 |
| :---: | :--- | :--- | :--- | :--- |
| $\lambda$-FDTD | $1.3344 \mu \mathrm{~m}$ | $1.2769 \mu \mathrm{~m}$ | $1.2248 \mu \mathrm{~m}$ | $1.1770 \mu \mathrm{~m}$ |
| $Q$-FDTD ${ }^{16}$ | 657 | 1916 | 4303 | 11369 |
| $\lambda$-AFMM | $1.3402 \mu \mathrm{~m}$ | $1.2816 \mu \mathrm{~m}$ | $1.2285 \mu \mathrm{~m}$ | $1.17929 \mu \mathrm{~m}$ |
| $Q$-AFMM | 419 | 1238 | 3848 | 12856 |

Table 4. Comparison between the quality factors obtained by 3D-FDTD and by the cylindrical AFMM method for quasiTM resonances, with $S_{r}=55$.
calculation window does not have an influence on the calculations since they are inside the PML and there is almost no field in those regions.

The comparison between the resonating wavelength obtained by our version of AFMM and the published results for 3D-FDTD shows that our method can be effectively used to evaluate the resonance behavior of high confinement, low bending radius ring resonator. Our implementation provides an estimation of the resonance wavelengths which are rather accurate in comparison with the 3D-FDTD results, albeit tending to slightly under-estimate the quality factor. This is probably due to the effect of PMLs which are the sole source of field absorption in our calculation.

## 5. CONCLUSION

In this work, the Aperiodic Fourier Modal Method has been developed in cylindrical coordinates in order to study bent waveguides. We discussed the implementation of a full vectorial mode solver able to determine the propagation modes of a structure having an arbitrary cross-section and a fixed curvature radius. The method has been first tested in 1D and then applied to the full vectorial 2D case. The first tests in 1D have shown a satisfactory agreement of our technique with a semi-analytical analysis as well as the conformal mapping technique applied to a few test cases. For the 2D case, we applied the cylindrical coordinates AFMM to the study of the resonance properties in the near infrared of a high confinement micro ring made by silicon immersed in silica. The results have shown a good agreement with 3D-FDTD studies reported in the literature.

As a perspective of this work, in order to increase the ability to absorb the field leaking from waveguides, the study of asymmetric PMLs can be fruitful. This would allow to reduce the total size of the calculation


Figure 7. Module of the $r$ (on the left) and $z$ (on the right) components of the electric field for the quasi-TE fundamental mode at a wavelength of $\lambda=1.1782 \mu \mathrm{~m}$, calculated by AFMM with $S_{r}=46$ and $S_{z}=15$.
window, thus allowing a more precise representation of the structure in the Fourier space, with a fixed number of harmonics.

The main advantage of the AFMM over other methods is that it does not need a zero finding routine to determine the propagation constants of the structure. The eigenspace resolution leads directly to a set of guided modes, a discrete set of radiated modes and a discrete set of evanescent modes. Moreover, the cylindrical formulation is far much interesting than the conformal one. Indeed, considering a set of sections along the propagation ( $\theta$-axis here) as described by Lalanne and Silberstein, ${ }^{1,2}$ this method can be used to simulate the propagation through a structure designed by either straight or bent waveguides. The conformal method needs a resampling of the field from one section to the other whereas the cylindrical method does not need it. This would lead to a complete tool of guided propagation.
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