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Abstract—A common assumption in intermittently-connected minute. Trying to transfer large contents during these tshor
(or opportunistic) mobile networks is that any contact has @ough  |ived encounters becomes impractical, as two main linaitei
capacity to transfer the required amount of data. Although sich rise. First, nodes that experience short contacts freguent

an assumption is reasonable for analytical purposes and wine . . .
contents are small, it does not hold anymore when nodes proge  Might never receive the data. Second, transfer opporésniti

contents that are larger than the capacity of a contact. In sasha are WaSt?d .Ieading to poor qvergll pgrformance. . o
case, nodes must slice data and send fragments separatelyjieh To optimize data dissemination in such scenarios, it is
allows better use of short contacts and progressive dissendtion  fundamental to adapt the size of messages to the contact
of large contents data pieces. The question here is to desigine capacity by fragmenting the transmitted data. In this paper

best strategy for deciding which piece(s) to transmit whenesr . . .
nodes mee%.)lln this pape?, we prePsent gh)e design and evaluati W€ SUPpOse that contents are divided into pieces of standard

of PACS (Prevalence-Aware Content Spreading), a completel Size. The main challenge when disseminating fragmentea dat
distributed algorithm that selects pieces to transfer basg on their  is to decide which piece(s) should be sent when two nodes
popularity. We evaluate the performance of PACS using both meet (see Section Il). One possibility is to rely on a naive
synthetic and real traces from intermittently-connected retworks. approach and transfer pieces in a sequential order, i.desno

When compared with sequential and randomized solutions, we di inate th . ith the | t identif first. A
show that PACS significantly outperforms these approachesdih ISseminate the pieces wi € lowest iaenufiers nrst. As

in terms of latency to achieve full dissemination and ratio 6 We Will show later, the main problem with this approach is
effective contacts. Moreover, PACS achieves performance ldse that it does not capture the conditions of the network and
that are extremely close to a centralized version based on an |eads to poor dissemination ratio. Another possibility ds t
oracle. disseminate pieces in a uniformly-distributed random visay,
it does not capture contact patterns either. In this paper, w
| INTRODUCTION show that: (i) the order of piece dissemination matters, (ii

Important advances in the area of opportunistic networR8d Piece selection can lead to fifeetive contacts, and (iii)
have been achieved including the conception of applicatiohniform random selection is not enough. To our knowledge,
to enable content sharing among users on the move [1], [BP_Previous work has addressed this problem.

[3]. In our daily lives, users generate, consume, and sharel® counterpart the abovementioned issues, we propose
contents that are becoming increasingly larger. We addness PACS (Prevalence-Aware Content Spreading), a popularity-

following question:how to giciently disseminate such largeP@S€d strategy to select pieces to be exchanged between
contents in opportunistic networks when contacts havedini "€ighbors solely based on node-local information. Through
capacity? This is a realistic situation, as portable deviced'€il successive contacts, nodes keep track of the dissemin
such as smartphones and compact cameras are now abl_@of?) Ieve_l of the pieces throughout the_ netwqu and use this
generate high-definition videos that are resource-corr&mmi'nformat'on to transfer less prevalent pieces first. To &mid,

As an idea, average standard videos on YouTube are 10N|Rdes exchange a small Boolean vector when in contact. By
long [4]: in HD quality, this value goes up to 40MB. If we COmbining such vectors over time, nodes are able to build a

consider Bluetooth as the underlying transport technolagy POPularity map of pieces in the network. We show that such a

suggested in several proposals), transferring such amaint SIMPle strategy significantl_y increases the system pedone.
data opportunistically would require contacts of 80 to 320 We evaluate PACS using both synthetic and real-world
seconds. at best. mobility traces from intermittently-connected networkyn-

A few experimental initiatives have shown that most contagfet'c user movements are generated using the random trip
durations in human-driven opportunistic networks fall end model [10] and the community-based mobility model proposed

the minute [5], [6], [7]* For example, Gaito et al. show inin [1_1]. Additionally, we hav_e also_ used movement _traces
their experiment that the median contact time is 48 secon&?,tamed from RollerNet, an mtermﬂtently-connected _H“Db
ie. more than 50% of the contacts last for less than rFtwork formed between 62 people during a rollerblading tou
' in the streets of Paris, which lasts for 3 hours [5].
10ther fundamental papers could not show such a behavioregsrétied In S.ummary’ the key _ConmbytlonS.Of PACS are:
on beaconing periods of 120 seconds or more [8], [9]. . Higher heterogeneity of pieces in the network PACS
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Fig. 1. A motivating example. Selecting the pieces to trang fundamental tofécient dissemination of fragmented contents.

. . ) . TABLE |
prevents nodes form getting the same pieces first, which SUMMARY OF THE VARIABLES.
leads to quick increase in the number of infected nodes. _ o
. More useful contacts.PACS leads to much higher con- Va','\"l"b'e gez'”'f“o“d B
. . . €l O noaes In the networ!
tact gfectiveness, i.e., it reduces the number of contacts N Number of nodes i
that cannot be used because nodes have the same pieces. no Data source
« Reduced dissemination delayBy turning more contacts E ﬁﬂ”mtﬁgtr ﬁ,"f gieegésssfr:?altng;i?po@
into effective opportunities, PACS significantly reduces G ith piece ofC
the latency for the contents to be fully pushed to all nodes. T Contact slot (time to transfer one piece)
an, Availability bitmap of noden;

Il. CONTENT SPREADING IN OPPORTUNISTIC NETWORKS

In this section, we provide all the necessary background

before introducing the dissemination algorithms. each time it meets a node, applies some randomized strategy

A. Problem Statement to avoid the situation described above. Heret atts, nodes
In our problem, we consider a certain number péces n, andng are able to exchange pieces turning the encounter

that compose @ontent The content must be disseminated tfito a useful contact.
a population of mobile nodes that communicate opportunis-I" @ real network composed of dozens or even hundreds of
tically. The problem we face here igiven the pieces and nodes, contact patterns are expected to be much more complex
a contact opportunity, which subset of these pieces shaaldtfan the example above. We propose a generalization to the
transferred if the contact is ingcient to transmit all of them? Solution shown in Fig. 1(b).

Our objective is to define an algorithm to select pieces to
be transferred when two nodes get into communication ran
This algorithm should generate little overhead and stibi¢o
fast content dissemination. Note that this problem is simil | ot N = {No,N1.....Nn} be the set ofN nodes in the

to file swarm in peer-to-peer networks [12]. However, in oYfetwork. Nodes are mobile, but we do not assume any a priori
case infection can only happen when nodes meet physically,qyledge of mobility patterns. For the sake of simplicity,
B. Motivating Example we assume that all nodes in the network are interested in the
nique content that is initially only available at a singlede.
‘\%\/ithout loss of generality, we call this node the data source
and denote it agy. The generalization to any number of data

%e_. Network model and assumptions

We now illustrate why the proper selection of pieces
send is important. The straightforward approach for a node
disseminate a content in an opportunistic network is tosfiem . :
pieces based on an increasing order of identifiers. We wllI cgourees and contents is straightforward. ) .
this strategysequentialin the remainder of this paper. The data source chops the content irko pieces of

We show in Fig. 1(a) the sequential approach at thré8ual size. Pieces are seql_JentlaIIy |dent|f|ed_Qs =
consecutive time instants. In the very beginning, only nod€ ¢ -- -» Ck-1}. Nodes use their contact opportunities to get
n. has the content (composed of four pieces).tAt t;, n, PI€CeS, i.e., we assume that there is no infrastructure lfp he

meetsn,. This latter has no pieces yet. The contact aIIowing'e dissemination process. Nodes can get pieces from the
the transfer of two piecesy sends then pieces 1 and 2. A ata source and from any other node in the network having

t = t,, ! meetsns (which does not have any pieces eitherj?- Each noden; stores locally ara_vailability bitmap vector

As for the previous casey, transfers the first two pieces. At@n = {@o.-...8-1}, whereac = 1 if the node has piece,

t = t3, noden; has left the network. When, andn, meet, the andax = 0 otherwise.

contact opportunity cannot be used because both nodes havBhe necessary contact time to transfer one piece is noted

the same pieces. We call this a contact slot. Thus, a contact duratiaran be
The ideal case would have been the one illustrated Wged to transfer: | pieces.

Fig. 1(b). Noden;, instead of disseminating the same pieces All the variables are summarized in Table 1.
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I1l. BASIC CONTENT DISSEMINATION STRATEGIES

Algorithm 1 n; PACS strategy

We now detail the operation of the basic strategies.
strategy specifies the pieces to transfer during a contagt
slot. We call “basic” strategies the sequential one ilatsd 4:
in Section 1I-B and a randomized one where pieces to bé

transferred are selected following a uniform law. ?f
A. Sequential content dissemination 8:

: while contact_with(n;) do

receive_from(nj, a,);

Pry =P + @ns

it (ay /\(ﬁanjﬁ # 0) and (initiate_ connexion with(n;)) then
Cs « prevalence selection from((a, A (=an,)), Py, );
send_to(n;, Cs);

end if

if (an; A(=ay) # 0) and (connexion initiated _by(n;)) then

. . . 9: receive_from(n;, cs);
In the sequential strategy, nodes transfer pieces to neighb, . e ={io,....ika) ik=0, Vk < K (k# ) andis = 1
. i =Ho...., 1) ,

in an increasing order of identifiers. This implies that ifade 11 ay —ay Ale;
has piece;, it necessarily has pieceg, YO< k < j. We note 12: end if

&, as the largest identifier node has, i.e.cy = j if aj =1 13: end while

anda;.1 = 0. Initially, all nodes in the network are looking for

the first piece (i.e.¢cg) except the data soureg that alread
has all p?eces (Form)allxqff—l vni € N\np andc,, = K —1y [fofolt]en e [a]a]] "
. i s 0 "
When two nodesn; and nj meet, they exchange their
corresponding.”Consider first the case wheeg > ¢, , which  ». [F[2]a[1]Pn, Pu[6]1]3]2] P,

means thah; has at least one piece thatdoes not have. As
long as the contact duration allows, nodetransfers pieces
following the Sequence, .1, Ce, +2 - - - » Cey - If T, < €y, the Fig. 2. Piece selection using PACS. Initially, has piecesco, c1, cz} and
same is done but from; to n;. At each transfer, the receivingn; has piecedco, c3}.
node increments its.”

Note that ifc, = Gy, the contact will be useless as the nodes ] . ]
have exactly the same contents. For a contact of durgtibie Pecome clearer later, the goalgf is to give a local view of

maximum number of pieces transferred is fiin- ¢l; Lt/]). the prevalent pieces in the network. Initially, all nodesvéna
an empty prevalence vector. When nodeandn; meet, they

B. Uniform random content dissemination exchange their availability vectors, exactly in the samg es

The idea behind the uniform content spreading strategy isttte uniform content dissemination strategy. They also tepda
select, among the pieces a neighbor has not received yet, igir prevalence vectors respectively as:
ones to be transferred in a uniformly-distributed randory.wa :
When nodesy andn; meet, they exchange their availability Pro = Pn* (2)
vectorsa, anda,, (as defined in Section 11-C). Node (resp. Pn, P + 8-
nj) computesan, A (-an) (resp.an A (-ay)), which gives  Among the candidate pieces to be transferred, nodes select
the candidate pieces to be transferradsfands for the “and” the one with the lowest prevalence. In case of tie, a piece is
operator and- is “not’). During the contact time, one or morechosen in a uniformly distributed random way. loet; be the
of these candidate pieces are chosen to be transferred basede sent byy to nj andc; be the piece sent by; to n;.
on a uniformly-distributed random way. After one round oOnce this step done, nodes update their availability veaer
exchanges, nodes update their availability vectors as: indicated in Equation 1.
. In the very beginning, the prevalence vector has a limited
8 = An Alepys (1) influence on the selection algorithm but gains importance
8; = 8nAlg. as nodes move and exchange pieces. We show an example

wherei,_, andic, , are vectors oK elements with all positions in Fig. 2. After exchanging their availability vectors, resd
equal to 0 except the position relative to the piece justivede update their prevalence vectors as indicated in Equation 2
which is set to 1. (P, = {6,1,3,2} and Pn, = {8,3,5,1} ). Then, n; transfers
to n; the piececs that is the only piece it is able to select,
while n; chooses the less prevalent piece frion c,} to send
The goals of PACS are to achieve fast content disseminatimnn;. According top,,, piecec; is less prevalent than piece
while keeping the overhead low and making better use of. Noden; sendsc; to nj. Once the exchanges are done, the
contact opportunities. The challenges of conceiving suchrespective availability vectors are setag = {1,1,1,1} and
system are mainly twofold. First, nodes must have a clag = {1,1,0,1}. The strategy is described in Algorithm 1.
on the dissemination progress of each piece, so that theyNote that PACS has some similarities with peer-to-peer
can appropriately prioritize their transmissions. Secahé systems, notably BitTorrent [12], [13]. Indeed, PACS uses a
dissemination information must remain local to reduce thHgitTorrent-like content swarming where data is dividedoint
overhead and achieve a scalable solution. several pieces. When two nodes are in range of each other,
In PACS, in addition to the availability vector, nodealso they try to exchange the pieces with the lowest prevalence
keeps a prevalence vectpf, = {po, P1...., Pk-1}. As it will first. This corresponds somehow to the rarest-first algorith

(a) State 1: select pieces. (b) State 2: update local vectors.

IV. PACS: RevALENCE AWARE CONTENT SPREADING
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TABLE Il

used in BitTorrent. Nevertheless, the notion of rarest eiec SIMULATION PARAMETERS.

is essentially dferent in the two cases. In BitTorrent, each

peer maintains a list of the number of copies in its peer Area size 300mx300m, 1,000m1,000m
set. This list corresponds to the prevalence vector destrib Number of nodes| 100,250 500, 1,000, 2,500

in PACS but contains exactly the number of copies in the act's Data size 12MB, 48MB

peer set (neighborhood). In PACS, instead, nodes update Piece size fsskﬁé %&ZEL(BéME’BS“'IZBMBmSkB'
their prevalence vector each time they initiate a connactia RanGe 16m ' ' i

with anther node. Even if b_oth strategies give the node. aBarameters of Moving speed | [0.5.15] nys

egocentric view of the rarest pieces, PACS adapts the #igori the models Throughput 125 kBps

to counterbalance the instability of a node’s neighborhaeel
to the dynamics of the environment. Indeed, the nodes tha{,jernet
are the most represented in the prevalence vector are thosafiguration
encountered often ayat during longer time intervals.

Number of nodes| 62
Trace duration 3 hours
Throughput 125 kBps

V. EVALUATION FRAMEWORK ) ) ] S
together based on social relationship among individuate T

In this section, we summarize the simulation and mOdﬁ'Iitial number of groups is set to 50. Groups are mapped

pargrrlletersd. Weluse the ONE [14] Zlmulgto.r W'}h _bOth mOb'“té(nto a topographical space corresponding to cells. The rBumb
models and real movement trace based simulations. of cells in the area is set tox3. Table Il summarizes the

A. Simulation parameters parameters of the models.
We study the impact of the following main parameters: C. Real-world trace configuration

Area size We select two areas: 300B00m and  \ye yse the RollerNet trace to evaluate the performance of
1,0Q0nx1,000m. The first area IS of the sizé O_f a traighq spreading strategies in real-world environment [5]e Th
station when the second area is large as a f:“y neighborhdpgdeq has peen generated through contact logs between Intel
Number of nodes The number of nodes varies betwegn 10R10te nodes (equipped with a Bluetooth interface). EachtéMo
and 2,500 nodes. By default, the number of nodes is setdQforms regular scans and registers the MAC addresses of
250. This parameter, associated to the area size, det&mifgg responding devices around. The RollerNet trace has been
both the network density and the network diameter. cqected during a rollerblading tour in Paris. iMotes were
Data size We consider a unique content originally availablgisyipyted to 62 participants and the total duration oftter

at a single data source. The content size is set to either 12MBg 51,4t three hours. This trace is publicly available & th
or 48MB. We select these values to fit a realistic scenario e(memunity through the Crawdad repositdry.

video dissemination. As observed in [4], videos in YouTube e nymber of nodes is set to the number of participants in
have a mean duration of 4.15 minutes for an average sizeyof oy neriment (i.e., 62). The transmission throughpubalis
10MB. In our simulations, a 12MB-file represents a standajd ¢t 1o 125 kBps that correspond to an average Bluetooth

definition video, while a 48MB-file is a high definition Video'throughput. At each simulation run, the data source is obdng
Piece size\We investigate the impact of the piece size on thg g trace configuration is summa’rized in Table 1.
effectiveness of the algorithms. The piece size is incremented

exponentially from 96kB to 12MB. By default, the piece siz&®. Benchmarking
is set to 384kB. The piece size together with the content sizeye compare PACS with the two basic strategies described

determines the number of pieces. in Section I1I: the sequential strategy and the uniform @nd
These parameters are summarized in Table Il. Bold valuggateqy. Besides these strategies, we consider a ceattali
stand for the defaults. strategy where a central entity maintains a global prevalen

vector. The global prevalence vector is used to select the
N ) ) _ piece to be transferred by nodes in the same way as in
We used two mobility models for the simulations. Firstpacs. Nevertheless, it is only updated when a node receives a
nodes follow the random trip model. We only consider thiece. The global prevalence vector reflects exactly thesotr
steady state of the random waypoint by applying the formulggssemination state of each piece in the network. We cal thi
described in [10]. Second, nodes move according t0 thgsteqy the disseminatidBracle Obviously, deploying such
community-based model formulated by Musolesi et al. [11]5 centralized strategy is impracticable in a real oppostimi

For both models, nodes move at walking speed (betweggnyork. We only use it for comparison purposes.
0.5n7s and 1.5n/8). Two nodes are able to communicate when

in communication range of 10m. Data is transferred at a VI. SYNTHETIC MOBILITY EVALUATION

throughput of 125 kBps. In addition, each model has specific\ye se two mobility models to generate synthetic traces.

parameters. For random trip, nodes may pause between ##t we study the simple case of mobility induced by the
trips. Node pause time is uniformly selected in the interval

[0,120]s. In the community-based model, nodes are groupeéhttp;/crawdad.cs.dartmouth.gtiteta.php?nameaipmgrollernet

B. Parameters of the mobility models
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Fig. 3. Dissemination delay according to the number of nobD&semination Fig. 4. Contact ffectiveness according to the number of nodes. Dissemina-
of a 12MB data divided on 32 pieces of 384kB. Random trip (R&)sus tion of a 12MB data divided on 32 pieces of 384kB. Random tRp)(versus
community-based model (CB). community-based model (CB).

random trip model. Second, we consider the community-basgie total time corresponds to the dissemination delay. The
mobility model, a more eIaboraFed quel foqnded on socCiglece dissemination is faster with the random and sequentia
network theory. Parameter details are in Section V-B. strategies. Indeed, all the nodes get the first piece aftés 17

A. Impact of the network density and the network diametepPf the total time for the random and only after 7% of the total

time for the sequential. This reflects the fact that all nclag

V(\j/e Vr? ry deth t.h € area q S:Ze afn d tiwzeMn;rfr_}berF(_)f n’;de\;ﬁQ getting the same pieces with those strategies. In opgposit
study the dissemination delay of a file (Fig. 3). With PACS and oracle, nodes start by gettin§etient pieces

define the dissemination delay as the required duratiorhfer tand no piece is fully disseminated before 82% of the tota¢tim
content to be received by all the nodes in the network. It* r Oracle and 71% of the total time for PACS

the elapsed time between the transmission of the first piec

to the first node and the reception of th? last piec_e by tri}%afection evolution. Fig. 6 shows the proportion of time
last node. We als_o measure the cpntafﬂéc&lveness (F_'g‘ 4). required, among the total time, to infect a definite perogamta
The contact fectiveness is the ration between the time used " Jdes. A node is infected when getting all the pieces

for transfers over the total contact durations (in the pb”chegardless the mobility model, we observe twdfaient
comprised between the first and the very last piece traljsrtersbehaviors. Clearly, with PACS ar,ld oracle, nodes are infecte

indirectly measures the availability of new pieces When(-:rslndVe y quickly compared to the random and sequential stragegi

?iEt' Gn ﬁictlven_ess cl(t)s?r to fzero rr:]_[e;n? that nodles MEith PACS and oracle, the first node is infected at the middle
ut seldom have pleces 1o transter, Whilee@UVENEss ClOSET ¢ 1 tota] time. On the other hand, this first node is only

to one.reflects frequent exchanges. As expected, for the f?leected at 80% of the total time. with the random and
strategies, the larger the number of nodes (denser netwbek) sequential strategies. Moreover, when the simulationezelsi

smaller the dissemination delay and contdf#&tiveness. This 90% of the total time, only 1.6% (resp. 29%) of nodes are

?S due to the increase of the num_b er of contac_t Opportunit'ﬁ‘ﬁected with the sequential strategy (resp. random gjyate
in denser networks. The sequential sirategy gives the WO(5fereas 96% of nodes are already infected with PACS and

pe_rformances. S.UCh a tendency is asserted in dense netwgl; Tle. Indeed, in a real scenario, we get more satisfiedsnode
(Fig. 3(a) and Fig. 3(b)). Regardless of the number of nodes PACS since the node infection is faster.

and the area size, PACS performs better than the sequential

and the random strategies, achieving more thanfaster ¢ o540t of the strategy on the neighborhood redundancy
dissemination delays. Furthermore, the results of PACS ten

to the ones obtained using the oracle strategy. We define the neighbor redundancy as the average fraction
. ) o ~of useless connections selected by each node at each slot. A
B. Impact of the strategy on the piece dissemination ewiuticonnection is considered useless if the two nodes involwed i
We want to understand the reason of suchfiedénce in the it have no pieces to exchange. We consider the dissemination
dissemination delay between the strategies. First, we aoepof a 48MB file divided on 128 pieces. Fig 7 shows the
the strategies regarding the piece dissemination evolutimeighborhood redundancy according to the number of nodes
Fig. 5 shows the proportion of time required, among the totm the network. For all strategies, the nodes face more ssele
time, to fully disseminate a specific percentage of piecesonnections when the network is denser. Indeed, with the

hen, we analyze the impact of the strategy on the node
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Fig. 6. Nodes infection evolution. 250 nodes. Dissemimatiba 48MB data Fig. 8. Dissemination delay according to the piece size.edanove based
divided on 128 pieces of 384kB. Area(D0m x 1,000m. on RollerNet trace. (Please note that the two graphs do reatheéssame scale,
for the sake of visualization.)

random trip model for example (Fig. 7(a)), only 1% or les ith the sequential and random strategies. Thifedgénce is

of the selected connection is useless with 100 nodes in tm%re noticeable when disseminating larger data (Fig. 8(b))
network. This proportion is 10 times larger for 250 node g arg g

: . . Thdeed, when the number of contact opportunities able to
The |mpagt of ngtwork density can be explained by ﬂ}?ansmit the piece is smaller, the impact the strategy grows
augmentation of simultaneous co-located contacts. Inahees

neighborhood, nodes can get pieces from more neighbors wigenimpact of the piece selection strategy

the network in denser. In particular, two co-located nodesThjs section investigates the importance of the piece selec
can get the same pieces at the same time but frdferdnt tjon strategy in a real environment. We analyze the impact
neighbors. As a consequence, a future contact between thgsehe strategy in the evolution of both piece dissemination
two nodes becomes useless. We observe, however, that PARS node infection. Figs. 9(a) and 9(b) confirm the observa-
limits neighborhood redundancy as compared to sequential 8ions made with the mobility models. Indeed, compared to
random strategies. For example, with 500 nodes, the nUMBeE sequential and random strategies, PACS achieves slower
of useless connection with PACS is divided by two comparingece dissemination and a faster node infection. Cleahnly, t
to the random strategy. This highlights thg fact that cated percentage of nodes having all pieces and playing the role
nodes get more heterogeneous pieces with PACS. of a source node increases faster with PACS. This observatio
reflects a higher heterogeneity of the disseminated pieiths w
PACS that explains the better dissemination delay.

In this section, we evaluate the performance of the sprgadin To see in detail how the dissemination evolves in time, we
strategies in the real-world context of the RollerNet tracestimate the piece dissemination delay (Fig. 10). We déffiae t
We vary the scenario by setting each node in the netwqgskece dissemination delay as the time required for a pdaticu
as data source. Plots represent average results. Sectibn pece to be fully disseminated. We consider the disseninati
summarizes the experimentation details. of a 48MB data divided into 32 pieces of 1.5MB. Each plot
in the figures represents afid@irent data source. We clearly
distinguish two diferent behaviors. On the one hand, the

Regardless the strategy, the dissemination delay incgeassndom and the sequential strategies (Fig. 10(c), Fig.)10(d
with the augmentation of the piece size (Fig. 8). One reasanhieve the dissemination of the first pieces very quickly.
is that the larger the piece size, the less the number of contilevertheless, they spend much more time to disseminate the
opportunities able to transmit the piece. Moreover, when tlhast pieces. This can be explained by the lack of piece diyers
piece is too voluminous, the dissemination fails in many the network that causes useless contact opportunities. O
cases. This is what happens, when trying to send pieceg lare other hand, oracle and PACS (Fig. 10(b), Fig. 10(a)} star
than 1.5MB (resp. 3MB) for 48MB data (resp. 12MB data)y spreading various pieces. This explains the slowness of
Nevertheless, comparing thefldirent strategies, the increaséhe first piece dissemination. But, because nodes gksrent
of the dissemination delay is less significant with PACS tharieces, the overall dissemination is faster.

VIl. REAL-WORLD TRACE EVALUATION

A. Impact of the piece size
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g 1 g 1 7 (Fig 12(a)). Nevertheless, even if the dissemination is no
g o g o achieved for all strategies, the node infection delay itefas
£ 06 £ 06 PACS comparing to the random and sequential strategies. In-
[ _ [ _ . . .
g o g o deed, with PACS, 95% of nodes are infected at the time 7,135
w02 wo 02 of the trace whereas the same rate is reached by the random
(@] (@]

%000 2000 3000 4000 5000 %o00 2000 3000 4000 so0  and sequential strategies at time 8,810. When node 44 is the

© Rgrr\]wg (()sr;conds) (d)Tismg q(seconds) source, PACS and orgcle Complete the dissemination wtele th

’ ' random and sequential strategies fail (represents 14.5%eof

Fig. 10. Piece dissemination delay. Dissemination of a 484 divided points in Fig 11). Here, the random and sequential strasegie
on 32 pieces of 1.5MB. Nodes move based on RollerNet trace. infect only 82% nodes when PACS achieves the dissemination.
Finally, when node 47 is the source, random and sequential
strategies achieve the dissemination while oracle and PACS

C. Impact of the data source fail (represents 1.6% of the points in Fig. 11). In this case,

The data source may have an impact on the disseminatfNCS infects 98% of the nodes at time 6,681 and fails to
success. Fig. 11 shows the dissemination delay accordingtect the last node even if it remains 30% of the total time.
the data source ID. We assume the dissemination of a 12Mg find that the last non-infected node becomes isolatedsat th
data divided on 2 pieces of 6MB. When the strategy faif§oment. This is due to the random selection of the neighbor
to disseminate the content before the end of the trace, #{h whom pieces are exchanged.
dissemination delay is set to -1. The strategies disseimmat
success depends on the data source. Indeed, for some data
sources (for example, nodes 26 and 50), the disseminatiomAs discussed in Section IV, our solution is inspired by
fails regardless the strategy. Moreover, we observe sorige dBitTorrent. Several solutions have been proposed to adapt
sources that achieve the dissemination for some stratagbs BitTorrent to opportunistic and Ad Hoc networks [15], [16],
fail for the others (for example, nodes 44 and 47). This lagt7]. Most of these adaptations, however, aim at constigcti
observation highlights the fact that the piece selectiositesly and maintaining an overlay network that enables multi-hop
remains important even when the number of pieces is smalessage routing. In other terms, nodes do not to be direct
(here, there is only 2 pieces). Furthermore, we notice tha¢ighbors to become peers. Our solution, in turn, uses the ne
PACS has the same delivery rate as oracle and outperfomwsrk layer and the immediate communication capabilities of
the random and sequential strategies by more than 13%. the nodes to disseminate data. Nadan et al. proposed SPAWN,

We further investigate the dissemination failures. Fig. 12 cooperative strategy for content downloading in vehicula
shows the node infection delay according to data source Ietworks [18]. The piece selection scheme used in SPAWN
We denote the node infection delay as the elapsed time befmrdoased on a proximity-driven strategy called rarestedts
a particular node receives the full content. We considexehrSuch a strategy selects the rarest pieces and then ranks them
particular data sources: 26, 44, and 47. When node 26biased on the distance to the closest peer that has that piece.
the data source, no strategy completes the disseminatian (fThis solution shares with PACS the same motivations, i.e.,
represents 8% of the points in Fig 11). In this case, thbey prioritize rarer pieces and consider peer locatioAVER
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