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Abstract

Just in Time (JIT) is a management philosophy thabrates improvement through inventory reductigrpboducing only
the right quantity at the right time. A kanban systis an important element of JIT philosophy. Hogrewhereas kanban
system is suitable when demand is stable, it shimulte adjusted when demand is a significantlyaldei to be efficient. In
addition, some works have proved that Petri negsuaeful to model a kanban loop. Then, the objedaivthe present work
is to exploit the analytical relation of Petri meodels in order to improve the control of kanbastem by using the real data
provided by the system or by the product. This apgh is based on the use of a continuous apprarimef a discrete Petri
net model in order to exploit a strategy of commdnaded on gradient descent. In the present papercontinuous
approximations are proposed and compared.
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1 Introduction

The Just in Time (JIT) philosophy has appearednduttie seventies in Japan [9], [18], [27]. In a 3y/Btem, a
good is produced with the right quantity at thehtigme [2]. In order to drive a JIT system, a kanlsystem is
needed. Kanban means card in Japanese. In a kaybtam, cards are used systematically to contml th
production within stations and the movement of phdtween stations. A kanban card is attachedcto gaduct
(or to each batch). Then, consumption of one pro¢hrdbatch) frees the kanban card which can laela¢d to a
new product (or batch) to product. This releaskasifban card leads to a new manufacturing order.Kehban
system is a pull control system, which can be gted by using stage notion [9]. Pull systemsnaost
successful in production environments with staldeand and lead time [28]. In this case, a kanbatesyuses
a constant number of cards which can be allocateal product (or batch) or free. In an instable emment
(high variation of demand), such a system is io&ffit in such context leading to modifying and atipg its
parameters to avoid starving or high stock levedudlly, two approaches can be used. First, the aurab
kanban cards present in the system may be adjustednd, the number of products associated to laakacard
may be modified. This is an adaptive kanban sy$&&i [28].

Petri nets (PN) are useful for the discrete evgstiesns (DES) and hybrid systems (HS) modelling [[61], [30]
because they combine, in a comprehensive way,tiirgugraphical representations and powerful analyti
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expressions [4], [5], [20]. A lot of results havedn established for the control of the DES or H& modelling

of kanban system is one of the applications ofRhetheory. In fact, numerous models of kanban systey
using PN [13], timed Petri nets [3], [9], [11], [R#24], stochastic Petri nets [21] or colouredrPeets [8], [18],
[19], [29] have been proposed. When the dynamicsa gfysical system are numerous, the corresponding
discrete PN (PN, TPN, CPN) model has too many matksh lead to a high complexity. Thus, David anthA

[7] have proposed to use continuous Petri nets vetiable speed (VCPN). Moreover, they have progpasene
methods of transformation of TPN into VCPN. A ldtresults have been established with VCPN for thetrol

of system [1], [10], [12], [16], [26]. This apprda@ppears as an interesting alternative to theatesscontrol of
DES [14].

The main contribution of this work is to proposel ampare two VCPN approximation models of a TPNieho
of a kanban system. The use of VCPN approximatidiosvs using control methods of VCPN. A gradiensdxh
controller for continuous Petri nets [16] is usedider to control the flows of products in theteys. Now, the
Petri nets theory is resumed by focusing on TPN\4G&N and the definition of notations is performéda
third part, the TPN model of a kanban system usesference is recalled and two VCPN approximatafrthis
model are proposed. In the next part, we presengitadient based controller strategy used in thefipa where
the results are presented before to conclude.

2  Petrinets

A Petri net (PN) witm places ang transitions is defined as® T, Pre, PostMy > whereP={P}i-;, . »is a not
empty finite set of place3={Tj}-1.. pis a not empty finite set of transitions, sucht tha T =0 [4], [20]. IN is
the set of integer numbers. PRex T — IN is the pre-incidence application: P, (T;) is the weight of the arc

marking vector and/lo Z7IN " as the initial marking vectorT; (respT; °) stands for the pre-set (resp. post-set)
placesof T;. A firing sequence is an ordered set of transititired are successively fired from markiivg to

the number of; firings. The markingv!' is related to the marking and to the firing sequengeéaccording to:
M =M + W.X 1)

In autonomous PN without conflict, the enabling @egof each transitio, related to the markinly!, is given
by:

X = min[ fix{ m D 2)
RO°T, \Nij

where fix(.) stands for the integer part of (.).

2.1 Timed Petri nets TPN

Two types of timed Petri nets occur, T-timed antinfed Petri nets [7]. Here, only the T-timed Petts (TPN)
are considered. A TPN is defined as < PN, Tempach @s PN is an ordinary Petri net as defined alaoe
Tempo is an application from the set T of transiiantoIR™. Tempo Tj) = d; is the temporization associated to
the transitionT;.

2.2  Continuous Petri nets VCPN

Continuous PN are a particular class of timed PMduded from TPN [23] to provide a continuous
approximation of the system behaviour [7]. A contins PN withn places angb transitions is defined as < PN,

IR" the set of non-negative real numbers. The markift) of each placeé®, i = 1,...,n,at timet has a non-
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negative real value and each transition firing soatinuous flow in continuous PN. In fact, thens#ion T; is

firing frequencies vector at timeThe marking evolution is given by the differensgktem (3):

dM(@) _
S WX() 3)

Among the existing models of continuous PN, cordisiPN with variable speeds (VCPN) are proved te gi
good approximations of TPN [7]. Components of tharking vector are continuous functions of the time;
components of the firing frequencies vectdt) depend continuously on the marking of the placesming to:

X; (1) = Xow 44 () where 24 ()= min( m(}) (4)

RO°T;

A self loop is usually associated to each transitign order to limit the number of simultaneous fiy#n

2.3 Piecewise linear state space representation for NCP

Due to the commutation function « min » and to thweducts between marking vector and maximal firing
frequencies vector in (4), VCPN models are notdineut piecewise linear systems [1], [15], [16].dmer to
bring VCPN models in the usual state space reptatien, let us introduc&(t) 7 IR" ¢ asthe VCPN input
vector at time andY (t) Z7IR" 9 asthe VCPN output vector at same instant. The ingatorU(t) is defined as the
maximal firing frequencies of some transitions. Fos purpose, the set of transitiohss divided into 2 disjoint
subsetsT., and Tyc such thatT =T: O Tye. Tc is the subset of the controllable transitions, dRd is the
uncontrollable transitions subset. As a consequdates defineXc(t) = ( X(t) )rjorc U IR™ andXyd(t) = (x®)7

o e IR according to:

X () ]

Xyl ®)

DX (t) :(

with D O IR P *P a suitable permutation matrix (i.B. is the matrix of a bijective mapping fromto T that
clusters the set of transitions into controllabled auncontrollable ones). The controllable inputstoe
U(t) = Xmaxc () O IR™ corresponds to the maximal firing frequencies @& transitions to be controlled. The
input vector is constrained < U(t) < Unya in order to limit the firing frequencies in a noegative bounded
interval. The uncontrollable maximal firing frequiées X« nc are supposed to be constant according to the
VCPN models. The output vectdi(t) = Q.M(t) O IR™ is composed of a selection of subnets marking ahat
observable. For this purpose, let us defne (0)k=1.... e =1,/ IR® " as a positive observation matrix (i@.

is the matrix of a constant projector, each rowesponds to a positive weighted sum of the PN glatarking).
The goal of the controller is to driv&t) according to some reference trajectories in thpuugpace. Equation
(3) can be rewritten as:

dM ()
dt

=Wye Xye () + We. Xc() Y= QM) (6)

Several phases occur in the VCPN behaviour. Eaesgihis active between two successive commutations of
the “min” operators in (4) and corresponds to dipalar configuration of these operators charasestiby thep
clustering functions;:

fr RY - {1..n

: (7)

M(t) - f,(M(t)) such asm, (Fu «
Each functiorf; specifies the place in the presetTfvhich has the minimal marking. During each phgsea
constant relationship between the components dbreXc(t) andM(t) and also betweeXyc(t) andM(t) occurs.
This relation can be expressed under scalar forusing the function§ or under vectorial form by using the set
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of vectorsA(¢ )/7{0,1} **" andB;(¢ )/7{0,1} * * " which are constant during each phase but which vaggd
from one phase to another:

X (0 =Y (0 A@)MD, (=10 Xe; O Kung B GIMO, = 1,.p- 0 (8)

Equation (6) can be rewritten under vectorial form;

d“gt(t):[Zuj(t).\Aei.A(¢)+§mmc,wc,.a@)].m Y)= QM) ¢=12. (©)

whereW; denotes th(,'eth column of matrixXW and Wyc; denotes th(,'eth column of matrixXWyc. Equations (9) is
piecewise bilinear representation of the VCPN Ejch phase is characterised by a set of matviges;(¢ )7
IN "*"associated to the controllable transitions #h@;.B,(#)L/IN "* "associated to the uncontrollable ones.

3 Petri net models of kanban systems

As shown in the introduction, a lot of models ohkan systems based on Petri nets have been propogbd
proposed work, a TPN model initially presented9hHas been particularly studied because of itpkiity and
its modularity. It can be noticed that the propoapgdroach can be applied to any model based onareNven
to those based on CPN since an equivalent TPN culdys be built. The considered kanban systenth®as
following characteristics: each stage consists oflg single facility comprising one or more ideatimachines;
each stage has, at most, one preceding stage anslioceeding stage; the manufacturing system pesduay
one type of part; the size of all kanbans is thaeesand is taken to be equal to one; when a karsoeamioved
from a part consumed by the downstream stage, iinisediately available to be attached to a parthef
upstream stage.

- - —~ id

\

!

(o ({ome

Stagei-1 Stagei Stage i+l

O  Free kanban card
. Part

n Part + kanban card

Kanban’sflow

—— Part’s flow

Fig. 1. Links between different stages

In a kanban system, the production system is deosetpin stages. Figure 1 presents the kanban system
mechanism at the stageind shows the flow (of parts and of kanban cab#$jveen the stagesl, i andi+1.
This system is modeled by [9] by using the TPN nhatiewn figure 2. When the stapes considered (figure 1),
each kanban card can be in three different stiiss:and waiting to be attached to a new part afest1, or
attached to a part that is in manufacturing pracatsached to a finished part that is in the ouhuffer. So, these
three states are represented by three places deresgectivelyF;, I; andO;,. The number of tokens in plate
represents the number of parts in the manufactyingess. The number of tokens in pl&erepresents the
number of parts in the output buffer when the nunaféokens inF; represents the number of free kanban cards.
The number of tokens in the plabkrepresents the number of identical machines afestaThe transitionT;
between the placdsandQ; is a timed transition. Its delaly corresponds to the processing time. The transtion
represents the synchronization between stagexli+1. This transition is an immediate transition. TheNr
shown figure 2 corresponds to the case where timad@ and the supply are supposed infinite. Di Miasebal

[9] have proposed some variations of this initiald®l in order to take into account, not infinitgoply, or lost
demands as examples. This paper focuses only ®firgtimodel.
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N;

Fig. 2. TPN model for a two-stage kanban system

The goal of this work is to drive the consideredbi@n system by using its PN model and a contrarétgn of
the VCPN. So, a VCPN approximation of the TPN modhbwn figure 2 must be constructed. The
transformation of a TPN into a VCPN is always fbkesibut some modification must be applied to tloeleh [7].

In order to do that, these different transformagionust be applied: the discrete marking of placestrbe
replaced by continuous marking; the delays assetitd transitions of the TPN are used in orderdtemnine
the maximal speeds of firing of VCPN transitiondieTmaximal speeds of firing of the transitions Hren
obtained by using the relation:

1
Xma>g = d_ (10)

To do that, the main difficulty is the immediatarisitionsn, 7; and r, of the TPN (figure 2). In fact, these
transitions have a null delay which leads to a maxifiring speed of transition infinite. To solveig problem,
two approaches can be used. The first one is teidenthese immediate transitions as timed tramsitbut with
a short delay comparing with the other dynamicthefsystem. This approach leads to the VCPN mduriis
figure 3. The resulting model is called here thmplete VCPN model.

Fig. 3. Complete VCPN model for a two-stage kankygmstem

The transitiond;, T; andTs corresponds to the immediate transitions of thBl TiRyure 2), and so, have a great
maximal firing speed. The firing speeiis and T, correspond to the processing speeds of the tvgesta he
marking of places\, and N, correspond to the number of machines constitutirgtwo stages. The second
approach is to consider that, becamser; and > are immediate transitions of the TPN, each tokeplaceO;
implies that transitiorr; is immediately fired and the considered tokenrigeth in the placé;.;. So it is possible

to aggregate these two plag@sandl;,; in order to preserve uniquely the timed transgiorhis approach leads
to the VCPN model shown figure 4 which is calledlueed VCPN model. These two approaches will be
compared in the part 5.

Fig. 4. Reduced VCPN model for a two-stage kardyastem
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It can be noticed that, in this reduced model,giozessing of a part needs that some tokens aserdri place
F corresponding to free kanban cards. This fathd@smain limitation of this model. However, becattse main
objective is to determine how many kanban cardst m@sntroduced in the real system, the numberapiban
cards must be oversized in order to allow the dhintion of new cards. So, this limitation is nodiplematic.

4  Control design for VCPN

Flow control for VCPN was investigated by sevenathars [1], [10], [12], [14], [15], [16], [26]. Theontrol
algorithm used here is those proposed by Lefebvet [15] which is inspired from the learning algornittof the
neural networks. This approach takes advantagbeofjtadient propagation through the PN nodes ierotal
minimise the square of instantaneous error betvesired and measured outputs by modifying the mealxim
firing frequencies of controllable transitions. @Gient algorithms perform the minimisation of a statost
function that evaluates the distance between tseeatk outputyy(t) and the system outpiti(t). Let us assume
that measures of the desired output are obtain#u avisampling periodit during the time horizotd. As a
consequence, the proposed controllers will be wbdkié in discrete time. This algorithm is now surmyna

4.1 Gradient based controller

For seek of simplicity, let us first consider thegée output case. The instantaneous error is ddfias
ak) = yq(k) - y(k),whereyy(k) stands for the desired output at timek.At, andy(k) stands for the marking of the
VCPN outputy at timet = k.4t obtained from the markinigl(k-1) and the input vectdd(k-1) according to a first
order numerical method:

y(k) = y(k—1)+At(Zq(k—1).QW .,jA@)+pZ__: Xone, - QW - ). M k 1) ¥ ( (11)
Let us consider the scalar cost functigk):
v(K) :%gz(k) OR (12)

Gradient-based methods result from the Taylor sexigansion of the cost functiok) in order to work out the
optimal value of the input vectdf(k). Second order terms are usually neglected in evatuaf hessian matrix,
but an adaptive term.| is added in order to approximate the inverse efttbssian matrix when it is not regular
or badly conditioned. Thus, the actualisation ef tbntrol input is given by:

A K)=~(S(R- KK +A. )" ke( Kk kO (13)

with oU (k) =U(K)-U(k-1). S(WOR? is the gradient of the outpyt with respect to the input vectdd,

calculated at time = k.At. WhenA is great, the algorithm works as a gradient metl@dthe contrary, wheh
is small, the algorithm works as a hessian methbitiwis faster but may be instable. Different methcan be
used to tuned [17]. Here\ is tuned to 1 which corresponds to hessian comgort.

The previous controller can be generalised in th#irautputs case, bgonsidering the scalar cost function:
1&
v(k):zz‘sa(k) OR (14)
a=1
that results in the following updating rule for thentroller:
-1

DW= S8R SF+1)| [T(50ke (K (15)

where S, (K OR is the gradient of the outpyt, considering the variations of the input vedthrcalculated at
time t =k.At. In order to converge quickly to the minimum oé ttost function, the learning algorithms based on
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the steepest descent of the gradient may be iteisgeeral times on each sample [16]. In order ® thss
algorithm the value of the gradiesj (K used in (15) must be determined.

4.2  Gradient of the output

Gradient algorithms are based on the evaluati@epsitivity functions. Such functions are defined¢ontinuous
time for VCPN and will be worked out in discretené according to the sampling peridil in order to be
implemented in numerical controllers. Considergg(k the gradient of the output, with respect to inputi,

(the maximal firing frequenc;xmaxcy )- The gradients, (K is determined by using a first order method ared th

classification functionsf; given by (7):

p

35, (0= G| W4, (R+D W%, -5, (KAt (16)
i=1 j=1
i#y

where g, is the cell of the"l line anda™ column of the matrix Qds,, (k) represents the variation of the gradient
0s,, (K =s3,(R- §( k1) between timek-1andk:
9s, (K =3,(R-5(k) a7)

s, (0)=0

5 Example

Now, the control of the two-stage kanban systematied thanks a TPN described figure 2 is investigalAs
seen in part 3, two continuous approximations @ PN has been built thanks VCPN theory. These two
models called complete VCPN model and reduced VG@®Nel are described by figures 3 and 4. The indéen
matrixes of these two VCPN are given by:

0000O0T1 0 0 O0-1
00000-11 0 0 0 O 0001 0 -1 0
Wopee=|0 0 0 00 0 -1 1 0 1- Wows=|0 0 0 -1 1 1 - (18)
000000 0-11 0 0 000 0-10 1

000000 0O 0-10

For the two VCPN models, Transitidn represents the arrival of parts in the system. mheking of the places
N; limit the number of simultaneous firing of thertsitions. The output transitiongs(for the complete model
and T; for the reduced one) represent the consumptidinished parts. In order to simulate this demahe, t
maximal firing frequency of these transitions, (, for the complete model ang,,, for the reduced one) is

chosen equal to 2. The transitiohsandT, for the complete model arfid andT, for the reduced model allow to
control the system. The commadg) corresponds to the maximal firing frequencieshese transitions and it is
constraint between 0 and 5. The transitidnsand T; of the complete VCPN model which correspond to the
immediate transitions in TPN have a great maxinnalg speeds comparing to the other dynamics obtrstem.
Their maximal firing speeds are fixed to 10.

Now the two VCPN models are completely definedodder to control them, the objectives must be @efirrhe
main objective of a kanban system is to supplyddamand. In order to do that, the output bufferhaef $econd
stage should never be empty. So, for our VCPN nspdiis objective results in a constraint on theking of

the place which represent this bufféx, for the complete model ar@,l; for the reduced one). So the measured
outputy of our system is the marking of the pla@gfor the complete model ar@,l; for the reduced one. This
measured output must converge to the desired yaklad..2. In a first time, the initial marking, is given by:

M, .. =(111110,2,0,300 M, =( 111,230, (19)
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This marking corresponds to a system where alkttrban cards are associated to finished partsngaibi be
consumed by the downstream system. The markingeoplaces-, andF, which correspond to the free kanban
cards are both empty.

3 3

2 T an

1 \\ // 1 \\/\/\/ \//
0 /\ 0
10 t 5 10

0 5 0 t
Marking of Q andO, (complete VCPN model) Marking of Ql, andO,l; (reduced VCPN model)

Fig. 5. Measured marking of plac®s andO;l, (dashed line) and plac&s andOsl3

The figures 5 show the marking of places correspantb the output buffer during the time. This figutshows
that the goal of 1.2 tokens in plad@s(complete) an®,l; (reduced) is reached with the two VCPN models. The
complete VCPN model is quicker than reduced motet. figures 6 show the evolutions of the commaridee
system. These figures show that the command of Edenly CPN stabilizes itself more quickly than reddc
VCPN model.

A SR N
I WAV Lo
LA IR A
ALY {IRARRNE Vi
AL ANNRITRVEL

0 5 10 t

0 5 10 t
maximal firing speeds of, BndT, (complete VCPN) maximal firing speeds of, BndT, (reduced VCPN)

Fig. 6. Maximal firing speed of commandgt) (stage 1: continuous; stage 2: dashed)

2 2.5
2
e 15 0N /\ /\
: Lo LV A A
0.5 /\ /\ 0.5 / L/\N
R AYSEE—— 1
0 5 10 t 0 5 10 t
complete VCPN model reduced VCPN model

Fig. 7. Measured marking of placésandF, (dashed line)

The figures 7 show the marking of pladgsandF, which represents the number of free kanban cartfeei two
stages. These figures show a great difference ledvder between the two models. In the Complete maddy

0.2 cards are free in the two stages when 0.68La&hdards are free in the reduced model afterlstation. This
fact implies that the complete model stocks partthé input buffer of the two staghsandl, which explain the
speed of convergence of this model. However, thapéete model is less parsimonious that the redweed
Now, a second set of initial conditions describgatsecond vector of initial marking is used:

M

11111,0,0,0,0,2)3 M, =( 11100, (20)

Oloomplete (

Olreduced

This marking correspond to a system where all #webkn cards are free. The figures 8 show the ngddin
places corresponding to the output buffer. Thigrfigshows that the goal of 1.2 tokens in pla@ggécomplete)
andOsl; (reduced) is reached with the two VCPN modelsarah quicker than in the preceding case.
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15 2

15 /

°-: / — 1 B Ava— :
b : Jﬂ

0 5 10 t 10 t

0 5
Marking of Q andO, (complete VCPN model) Marking of Ql, andO,l; (reduced VCPN model)

Fig. 8. Measured marking of plac@g andO;|, (dashed line) and plac&s andO,l; (marking M)

3 3
2 2 \
NERWAL 0
0 5 10 t 0 5 10 t
Marking of Q andO, (complete VCPN model) Marking of Ql, andO,l; (reduced VCPN model)

Fig. 9. Measured marking of plac®s andO;l, (dashed line) and plac&s andOsl; (evolution of demand)

Now, the initial marking is again the marking, efined by (19). However, the demand is doubletinz 10.

Figures 9 show the marking of places correspondinghe output buffer during the time. The variatioh
demand (demand is doubled at time 10) leads toadl sariation of the marking of plac&3, (complete model)
andO;l; (reduced model). However, the behavior of both et®d different. In fact, for the complete modbk

impact of variation of demand is mainly absorbedcbgsuming the stock of stage 1 (marking of pl@ge This

leads to another variation of the marking of pl&zeat time 13. For the reduced model, the variatibdemmand
is mainly absorbed by increasing the maximal fispgeds of the two transitiomgandT,.

6  Epilogue

A new approach of control of kanban system has peeposed based on Petri nets. A gradient basedotlen

of VCPN model has been used and two VCPN modelkaoban system have been compared on different
experiences. From these different experiencesntia characteristics of the two models can be jgteéd and
resumed in table 1. The main advantages of compietiel are speed and stability when the main adgastof
reduced model are parsimony and adaptability.

Table 1
Characteristics of the two models.

Speed Stability Parsimony  Adaptability
Complete ++ + - +
Reduced + - ++ +

This work shows that this approach can be usedderao adapt automatically the number of kanbadsa
function of the demand which can be related toatth@ptive kanban approach. The control of the Retrmodel
determines the needed number of kanban cards atidanof the demand. So, it can be used to perfarfast
simulation of the kanban system by considering\ariution of the demand to determine whether sombaa
cards must be introduced or removed from the kardyatem. The perspectives of this work are to b&e t
approach in order to design a real kanban systeoned¥er, the use of a continuous approximation dPal
model introduces some mistakes. Thus an evaluatiche error performed during this approximatioragh
must be done. Furthermore, this method must be amdpwith concurrent methods of kanban system
dimensioning.
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