
HAL Id: hal-00601725
https://hal.science/hal-00601725

Submitted on 20 Jun 2011

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Petri net control of a kanban loop
Philippe Thomas, André Thomas, Sana Belmokhtar

To cite this version:
Philippe Thomas, André Thomas, Sana Belmokhtar. Petri net control of a kanban loop. International
Conference on Industrial Engineering and Systems Management, IESM 2011, May 2011, Metz, France.
pp.CDROM. �hal-00601725�

https://hal.science/hal-00601725
https://hal.archives-ouvertes.fr


 

 

International Conference  
on Industrial Engineering and Systems Management  

IESM’ 2011 
May 25 - 27, 2011 

METZ- FRANCE 

 

 

Petri net control of a kanban loop *
 

Philippe THOMAS a, André THOMAS a, Sana BELMOKHTAR a 

a Centre de Recherche en Automatique de Nancy (CRAN-UMR 7039), Nancy-Université, CNRS 
ENSTIB 27 rue Philippe Séguin, B.P. 1041, 88051 Epinal cedex 9 France. 

 

 

Abstract  
 
Just in Time (JIT) is a management philosophy that favorates improvement through inventory reduction by producing only 
the right quantity at the right time. A kanban system is an important element of JIT philosophy. However, whereas kanban 
system is suitable when demand is stable, it should to be adjusted when demand is a significantly variable to be efficient. In 
addition, some works have proved that Petri nets are useful to model a kanban loop. Then, the objective of the present work 
is to exploit the analytical relation of Petri net models in order to improve the control of kanban system by using the real data 
provided by the system or by the product. This approach is based on the use of a continuous approximation of a discrete Petri 
net model in order to exploit a strategy of command based on gradient descent. In the present paper, two continuous 
approximations are proposed and compared.  
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1 Introduction  

The Just in Time (JIT) philosophy has appeared during the seventies in Japan [9], [18], [27]. In a JIT system, a 
good is produced with the right quantity at the right time [2]. In order to drive a JIT system, a kanban system is 
needed. Kanban means card in Japanese. In a kanban system, cards are used systematically to control the 
production within stations and the movement of parts between stations. A kanban card is attached to each product 
(or to each batch). Then, consumption of one product (or batch) frees the kanban card which can be attached to a 
new product (or batch) to product. This release of kanban card leads to a new manufacturing order. The kanban 
system is a pull control system, which can be represented by using stage notion [9]. Pull systems are most 
successful in production environments with stable demand and lead time [28]. In this case, a kanban system uses 
a constant number of cards which can be allocated to a product (or batch) or free. In an instable environment 
(high variation of demand), such a system is inefficient in such context leading to modifying and adjusting its 
parameters to avoid starving or high stock level. Usually, two approaches can be used. First, the number of 
kanban cards present in the system may be adjusted. Second, the number of products associated to a kanban card 
may be modified. This is an adaptive kanban system [25], [28].  

Petri nets (PN) are useful for the discrete event systems (DES) and hybrid systems (HS) modelling [6], [17], [30] 
because they combine, in a comprehensive way, intuitive graphical representations and powerful analytic 
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expressions [4], [5], [20]. A lot of results have been established for the control of the DES or HS. The modelling 
of kanban system is one of the applications of the PN theory. In fact, numerous models of kanban systems by 
using PN [13], timed Petri nets [3], [9], [11], [22], [24], stochastic Petri nets [21] or coloured Petri nets [8], [18], 
[19], [29] have been proposed. When the dynamics of a physical system are numerous, the corresponding 
discrete PN (PN, TPN, CPN) model has too many marks which lead to a high complexity. Thus, David and Alla 
[7] have proposed to use continuous Petri nets with variable speed (VCPN). Moreover, they have proposed some 
methods of transformation of TPN into VCPN. A lot of results have been established with VCPN for the control 
of system [1], [10], [12], [16], [26]. This approach appears as an interesting alternative to the discrete control of 
DES [14].  

The main contribution of this work is to propose and compare two VCPN approximation models of a TPN model 
of a kanban system. The use of VCPN approximations allows using control methods of VCPN. A gradient based 
controller for continuous Petri nets [16] is used in order to control the flows of products in the system. Now, the 
Petri nets theory is resumed by focusing on TPN and VCPN and the definition of notations is performed. In a 
third part, the TPN model of a kanban system used as reference is recalled and two VCPN approximations of this 
model are proposed. In the next part, we present the gradient based controller strategy used in the part five where 
the results are presented before to conclude. 

2 Petri nets  

A Petri net (PN) with n places and p transitions is defined as < P, T, Pre, Post, M0 > where P={P i} i=1,…,n is a not 
empty finite set of places, T={T j} j=1,…,p is a not empty finite set of transitions, such that P ∩ T = ∅ [4], [20]. IN is 
the set of integer numbers. Pre: P × T → IN is the pre-incidence application: Pre (Pi, Tj) is the weight of the arc 
from place Pi to transition Tj and WPR = ( wPR

ij ) i=1,…,n, j=1,…,p ∈ IN n × p with wPR
ij = Pre (Pi, Tj) is the pre-incidence 

matrix. Post: P × T → IN is the post-incidence application: Post (Pi, Tj) is the weight of the arc from transition Tj 
to place Pi and WPO = ( wPO

ij ) i=1,…,n, j=1,…,p ∈ IN n × p with wPO
ij = Post (Pi, Tj) is the post-incidence matrix. The PN 

incidence matrix W is defined as W = WPO – WPR ∈ IN n × p. Let us also define M = (mi)i=1,…,n ∈ IN n as the 
marking vector and M0 ∈ IN n as the initial marking vector. °Tj (resp Tj° ) stands for the pre-set (resp. post-set) 
places of Tj. A firing sequence is an ordered set of transitions that are successively fired from marking M to 
marking M’ . Such a sequence is represented by its characteristic vector X = (xj)j=1,…,p ∈ IN p where xj stands for 
the number of Tj firings. The marking M' is related to the marking M and to the firing sequence X according to: 

M’ = M + W.X (1) 

In autonomous PN without conflict, the enabling degree of each transition Tj, related to the marking M, is given 
by: 

min
i j

i
j PRP T

ij

m
x fix

w∈°

  
 =    

  
 (2) 

where fix(.) stands for the integer part of (.). 

2.1 Timed Petri nets TPN 

Two types of timed Petri nets occur, T-timed and P-timed Petri nets [7]. Here, only the T-timed Petri nets (TPN) 
are considered. A TPN is defined as < PN, Tempo > such as PN is an ordinary Petri net as defined above and 
Tempo is an application from the set T of transitions into IR+. Tempo (Tj) = dj is the temporization associated to 
the transition Tj.  

2.2 Continuous Petri nets VCPN 

Continuous PN are a particular class of timed PN, deduced from TPN [23] to provide a continuous 
approximation of the system behaviour [7]. A continuous PN with n places and p transitions is defined as < PN, 
Xmax > where PN is a Petri net and Xmax = (xmax j )j=1,…,p ∈ IR+ p is the vector of maximal firing frequencies with 
IR+ the set of non-negative real numbers. The marking mi(t) of each place Pi, i = 1,…,n, at time t has a non-
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negative real value and each transition firing is a continuous flow in continuous PN. In fact, the transition Tj is 
fired with a frequency xj(t) less than the maximal frequency xmax j. Let us define X(t) = (xj(t))j=1,…,p ∈ IR+ p as the 
firing frequencies vector at time t. The marking evolution is given by the differential system (3): 

)t(X.W
dt

dM(t) =  (3) 

Among the existing models of continuous PN, continuous PN with variable speeds (VCPN) are proved to give 
good approximations of TPN [7]. Components of the marking vector are continuous functions of the time; 
components of the firing frequencies vector X(t) depend continuously on the marking of the places according to: 

( )max( ) . ( ) ( ) min ( )
i j

j j j j i
P T

x t x t where t m tµ µ
∈°

= =  (4) 

A self loop is usually associated to each transition Tj in order to limit the number of simultaneous firings.  

2.3 Piecewise linear state space representation for VCPN 

Due to the commutation function « min » and to the products between marking vector and maximal firing 
frequencies vector in (4), VCPN models are not linear but piecewise linear systems [1], [15], [16]. In order to 
bring VCPN models in the usual state space representation, let us introduce U(t) ∈ IR+ d as the VCPN input 
vector at time t and Y(t) ∈ IR+ q as the VCPN output vector at same instant. The input vector U(t) is defined as the 
maximal firing frequencies of some transitions. For this purpose, the set of transitions T is divided into 2 disjoint 
subsets TC, and TNC such that T = TC ∪ TNC. TC is the subset of the controllable transitions, and TNC is the 
uncontrollable transitions subset. As a consequence, let us define XC(t) = ( xj(t) )Tj∈TC ∈ IR+d and XNC(t) = (xj(t))Tj 

∈ TNC ∈ IR+p-d according to: 

1 ( )
. ( )

( )
C

NC

X t
D X t

X t
−  

=  
 

 (5) 

with D ∈ IR p x p  a suitable permutation matrix (i.e. D is the matrix of a bijective mapping from T to T that 
clusters the set of transitions into controllable and uncontrollable ones). The controllable inputs vector 
U(t) = Xmax C (t) ∈ IR+d corresponds to the maximal firing frequencies of the transitions to be controlled. The 
input vector is constrained 0 ≤ U(t) ≤ Umax in order to limit the firing frequencies in a non negative bounded 
interval. The uncontrollable maximal firing frequencies Xmax NC are supposed to be constant according to the 
VCPN models. The output vector Y(t) = Q.M(t) ∈ IR+e is composed of a selection of subnets marking that are 
observable. For this purpose, let us define Q = (qki)k=1,…,e ,i=1,…,n ∈ IR e × n as a positive observation matrix (i.e. Q 
is the matrix of a constant projector, each row corresponds to a positive weighted sum of the PN places marking). 
The goal of the controller is to drive Y(t) according to some reference trajectories in the output space. Equation 
(3) can be rewritten as: 

( )
. ( ) . ( ) ( ) . ( )NC NC C C

dM t
W X t W X t Y t Q M t

dt
= + =  (6) 

with WC = (wC ij) i=1,…,n, j=1,…,d ∈ IR n × d and WNC = (wNC ij) i=1,…,n, j=1,…,p-d ∈ IR n × (p-d) such that (WC | WNC) = W.D. 

Several phases occur in the VCPN behaviour. Each phase ϕ is active between two successive commutations of 
the “min” operators in (4) and corresponds to a particular configuration of these operators characterised by the p 
clustering functions fj: 

{ }: 1,...,

( ) ( ( ))  such as  ( ) ( )

n

j

j

j f j

f n

M t f M t m t tµ

+ →
→ =

ℝ
 (7) 

Each function fj specifies the place in the preset of Tj which has the minimal marking. During each phase ϕ, a 
constant relationship between the components of vectors XC(t) and M(t) and also between XNC(t) and M(t) occurs. 
This relation can be expressed under scalar form by using the functions fj or under vectorial form by using the set 
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of vectors Aj(ϕ )∈ {0,1} 1 × n

  and Bj(ϕ )∈ {0,1} 1 × n which are constant during each phase but which may varied 
from one phase to another: 

  max( ) ( ). ( ). ( ), 1,... ( ) . ( ). ( ), 1,...C j j j NC j NCj jx t u t A M t j d x t x B M t j p dϕ ϕ= = = = −  (8) 

Equation (6) can be rewritten under vectorial form: 

max
1 1

( )
( ). . ( ) . . ( ) . ( ) ( ) . ( ), 1,2,...

j j j

p dd

j C j NC NC j
j j

dM t
u t W A x W B M t Y t Q M t

dt
ϕ ϕ ϕ

−

= =

 
= + = = 
 
∑ ∑  (9) 

where WCj denotes the j th column of matrix WC and WNCj denotes the j th column of matrix WNC. Equations (9) is 
piecewise bilinear representation of the VCPN (2). Each phase is characterised by a set of matrices WCj.Aj(ϕ )∈ 
IN n × n

 associated to the controllable transitions and WNCj.Bj(ϕ)∈ IN n × n
 associated to the uncontrollable ones. 

3 Petri net models of kanban systems  

As shown in the introduction, a lot of models of kanban systems based on Petri nets have been proposed. In the 
proposed work, a TPN model initially presented in [9] has been particularly studied because of its simplicity and 
its modularity. It can be noticed that the proposed approach can be applied to any model based on TPN and even 
to those based on CPN since an equivalent TPN could always be built. The considered kanban system has the 
following characteristics: each stage consists only of a single facility comprising one or more identical machines; 
each stage has, at most, one preceding stage and one succeeding stage; the manufacturing system produces only 
one type of part; the size of all kanbans is the same and is taken to be equal to one; when a kanban is removed 
from a part consumed by the downstream stage, it is immediately available to be attached to a part of the 
upstream stage.  

Free kanban card

Part

Part + kanban card

Kanban’s flow

Part’s flow

Stage i-1 Stage i Stage i+1

 

Fig. 1. Links between different stages 

In a kanban system, the production system is decomposed in stages. Figure 1 presents the kanban system 
mechanism at the stage i and shows the flow (of parts and of kanban cards) between the stages i-1, i and i+1 . 
This system is modeled by [9] by using the TPN model shown figure 2. When the stage i is considered (figure 1), 
each kanban card can be in three different states: free and waiting to be attached to a new part of stage i-1, or 
attached to a part that is in manufacturing process, attached to a finished part that is in the output buffer. So, these 
three states are represented by three places denoted respectively Fi, I i and Oi. The number of tokens in place I i 
represents the number of parts in the manufacturing process. The number of tokens in place Oi represents the 
number of parts in the output buffer when the number of tokens in Fi represents the number of free kanban cards. 
The number of tokens in the place Ni represents the number of identical machines of stage i. The transition Ti 
between the places I i and Oi is a timed transition. Its delay di corresponds to the processing time. The transition τi 
represents the synchronization between stages i and i+1 . This transition is an immediate transition. The TPN 
shown figure 2 corresponds to the case where the demand and the supply are supposed infinite. Di Mascolo et al. 
[9] have proposed some variations of this initial model in order to take into account, not infinite supply, or lost 
demands as examples. This paper focuses only on this first model.  
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F1

I1 O1

N1

T1

d1

ττττ0

F2

I2 O2

N2

T2

d2

ττττ1 ττττ2

 

Fig. 2. TPN model for a two-stage kanban system 

The goal of this work is to drive the considered kanban system by using its PN model and a control algorithm of 
the VCPN. So, a VCPN approximation of the TPN model shown figure 2 must be constructed. The 
transformation of a TPN into a VCPN is always feasible, but some modification must be applied to the model [7]. 
In order to do that, these different transformations must be applied: the discrete marking of places must be 
replaced by continuous marking; the delays associated to transitions of the TPN are used in order to determine 
the maximal speeds of firing of VCPN transitions. The maximal speeds of firing of the transitions are then 
obtained by using the relation: 

max

1
i

i

x
d

=  (10) 

To do that, the main difficulty is the immediate transitions τ0, τ1 and τ2 of the TPN (figure 2). In fact, these 
transitions have a null delay which leads to a maximal firing speed of transition infinite. To solve this problem, 
two approaches can be used. The first one is to consider these immediate transitions as timed transitions but with 
a short delay comparing with the other dynamics of the system. This approach leads to the VCPN model shown 
figure 3. The resulting model is called here the complete VCPN model.  

0

0

1

F1

I1

N1

T1

xmax 1

0

2

1

F2

O1

N2

T2

1
N3

T3

xmax 2
xmax3

0 3

1

O2

N4

T4

1
N5

T5

xmax 4 xmax 5

I2

 

Fig. 3. Complete VCPN model for a two-stage kanban system 

The transitions T1, T3 and T5 corresponds to the immediate transitions of the TPN (figure 2), and so, have a great 
maximal firing speed. The firing speeds T2 and T4 correspond to the processing speeds of the two stages. The 
marking of places N2 and N4 correspond to the number of machines constituting the two stages. The second 
approach is to consider that, because τ0, τ1 and τ2 are immediate transitions of the TPN, each token in place Oi 
implies that transition τi is immediately fired and the considered token is driven in the place I i+1. So it is possible 
to aggregate these two places Oi and I i+1 in order to preserve uniquely the timed transitions. This approach leads 
to the VCPN model shown figure 4 which is called reduced VCPN model. These two approaches will be 
compared in the part 5.  

0

2

1

F1

O1 I2

N1

T1

xmax 1

0

3

1

F2

O2 I3

N2

T2

1
N2

T3

xmax 2 xmax 3

 

 Fig. 4. Reduced VCPN model for a two-stage kanban system 
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It can be noticed that, in this reduced model, the processing of a part needs that some tokens are present in place 
F corresponding to free kanban cards. This fact is the main limitation of this model. However, because the main 
objective is to determine how many kanban cards must be introduced in the real system, the number of kanban 
cards must be oversized in order to allow the introduction of new cards. So, this limitation is not problematic. 

4 Control design for VCPN 

Flow control for VCPN was investigated by several authors [1], [10], [12], [14], [15], [16], [26]. The control 
algorithm used here is those proposed by Lefebvre et al. [15] which is inspired from the learning algorithm of the 
neural networks. This approach takes advantage of the gradient propagation through the PN nodes in order to 
minimise the square of instantaneous error between desired and measured outputs by modifying the maximal 
firing frequencies of controllable transitions. Gradient algorithms perform the minimisation of a scalar cost 
function that evaluates the distance between the desired output Yd(t) and the system output Y(t). Let us assume 
that measures of the desired output are obtained with a sampling period ∆t during the time horizon H. As a 
consequence, the proposed controllers will be worked out in discrete time. This algorithm is now summary.  

4.1 Gradient based controller 

For seek of simplicity, let us first consider the single output case. The instantaneous error is defined as 
ε(k) = yd(k) - y(k), where yd(k) stands for the desired output at time t = k.∆t, and y(k) stands for the marking of the 
VCPN output y at time t = k.∆t obtained from the marking M(k-1) and the input vector U(k-1) according to a first 
order numerical method: 

max
1 1

( ) ( 1) .( ( 1). . . ( ) . . . ( )). ( 1) 0
j j j

p dd

j C j NC NC j
j j

y k y k t u k QW A x QW B M k kϕ ϕ
−

= =

= − + ∆ − + − >∑ ∑  (11) 

Let us consider the scalar cost function v(k): 

21
( ) ( )

2
v k kε= ∈ℝ  (12) 

Gradient-based methods result from the Taylor series expansion of the cost function v(k) in order to work out the 
optimal value of the input vector U(k). Second order terms are usually neglected in evaluation of hessian matrix, 
but an adaptive term λ.I is added in order to approximate the inverse of the hessian matrix when it is not regular 
or badly conditioned. Thus, the actualisation of the control input is given by: 

1( ) ( ( ). ( ) . ) . ( ). ( ), 0TU k S k S k I S k k kδ λ ε−= − + ≥  (13) 

with ( ) ( ) ( 1)U k U k U kδ = − − . ( ) dS k ∈ℝ  is the gradient of the output y with respect to the input vector U, 

calculated at time .t k t= ∆ . When λ is great, the algorithm works as a gradient method. On the contrary, when λ 
is small, the algorithm works as a hessian method which is faster but may be instable. Different methods can be 
used to tuned λ [17]. Here, λ is tuned to 1 which corresponds to hessian comportment.  

The previous controller can be generalised in the multi-outputs case, by considering the scalar cost function: 

2

1

1
( ) ( )

2

e

v k kα
α

ε
=

= ∈∑ ℝ  (14) 

that results in the following updating rule for the controller: 

1

1 1

( ) ( ( ). ( ) . ) . ( ( ). ( )
e e

TU k S k S k I S k kα α α α
α α

δ λ ε
−

= =

   = − +   
   
∑ ∑  (15) 

where ( ) dS kα ∈ℝ  is the gradient of the output yα considering the variations of the input vector U, calculated at 

time .t k t= ∆ . In order to converge quickly to the minimum of the cost function, the learning algorithms based on 
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the steepest descent of the gradient may be iterated several times on each sample [16]. In order to use this 
algorithm the value of the gradient ( )S kα  used in (15) must be determined.  

4.2 Gradient of the output 

Gradient algorithms are based on the evaluation of sensitivity functions. Such functions are defined in continuous 
time for VCPN and will be worked out in discrete time according to the sampling period ∆t in order to be 
implemented in numerical controllers. Considering ( )S kαγ  the gradient of the output yα  with respect to input uγ  

(the maximal firing frequency max cx
γ
). The gradient ( )S kαγ  is determined by using a first order method and the 

classification functions jf  given by (7): 

max
1 1

( ) . . ( ) . . ( ) .
j j

pn

i i ij f
i j

j

s k q w k w x s k tαγ α γ γ γ

γ

δ µ
= =

≠

 
 = + ∆
  
 

∑ ∑  (16) 

where iqα  is the cell of the ith line and αth column of the matrix Q. ( )s kαγδ  represents the variation of the gradient 

( ) ( ) ( 1)s k s k s kαγ αγ αγδ = − −  between times k-1 and k: 

( ) ( ) ( 1)

(0) 0

s k s k s k

s

αγ αγ αγ

αγ

δ = − −
 =

 (17) 

5 Example 

Now, the control of the two-stage kanban system modelled thanks a TPN described figure 2 is investigated. As 
seen in part 3, two continuous approximations of this TPN has been built thanks VCPN theory. These two 
models called complete VCPN model and reduced VCPN model are described by figures 3 and 4. The incidence 
matrixes of these two VCPN are given by: 

0 0 0 0 0 1 0 0 0 1 0

0 0 0 1 0 1 00 0 0 0 0 1 1 0 0 0 0

0 0 0 1 1 1 10 0 0 0 0 0 1 1 0 1 1

0 0 0 0 1 0 10 0 0 0 0 0 0 1 1 0 0

0 0 0 0 0 0 0 0 1 0 1

T

T

complete reducedW W

− 
  −−   

  = = − −− −     −−   
 − 

 (18) 

For the two VCPN models, Transition T1 represents the arrival of parts in the system. The marking of the places 
Ni limit the number of simultaneous firing of the transitions. The output transitions (T5 for the complete model 
and T3 for the reduced one) represent the consumption of finished parts. In order to simulate this demand, the 
maximal firing frequency of these transitions (

5maxx  for the complete model and 
3maxx  for the reduced one) is 

chosen equal to 2. The transitions T2 and T4 for the complete model and T1 and T2 for the reduced model allow to 
control the system. The command U(t) corresponds to the maximal firing frequencies of these transitions and it is 
constraint between 0 and 5. The transitions T1 and T3 of the complete VCPN model which correspond to the 
immediate transitions in TPN have a great maximal firing speeds comparing to the other dynamics of the system. 
Their maximal firing speeds are fixed to 10.  

Now the two VCPN models are completely defined. In order to control them, the objectives must be defined. The 
main objective of a kanban system is to supply the demand. In order to do that, the output buffer of the second 
stage should never be empty. So, for our VCPN models, this objective results in a constraint on the marking of 
the place which represent this buffer (O2 for the complete model and O2I3 for the reduced one). So the measured 
output y of our system is the marking of the place O2 for the complete model and O2I3 for the reduced one. This 
measured output must converge to the desired value yd = 1.2. In a first time, the initial marking M0 is given by: 

( ) ( )0 01,1,1,1,1,0,2,0,3,0,0 1,1,1,2,3,0,0
complete reduced

T T
M M= =  (19) 
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This marking corresponds to a system where all the kanban cards are associated to finished parts waiting to be 
consumed by the downstream system. The marking of the places F1 and F2 which correspond to the free kanban 
cards are both empty.  

0 5 10 t
0

1

2

3

       0 5 10 t
0

1

2

3

 
Marking of O1 and O2 (complete VCPN model)                Marking of O1I2 and O2I3 (reduced VCPN model) 

Fig. 5. Measured marking of places O1 and O1I2 (dashed line) and places O2 and O2I3 

The figures 5 show the marking of places corresponding to the output buffer during the time. This figure shows 
that the goal of 1.2 tokens in places O2 (complete) and O2I3 (reduced) is reached with the two VCPN models. The 
complete VCPN model is quicker than reduced model. The figures 6 show the evolutions of the commands of the 
system. These figures show that the command of complete VCPN stabilizes itself more quickly than reduced 
VCPN model. 
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Fig. 6. Maximal firing speed of commands U(t) (stage 1: continuous; stage 2: dashed) 
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Fig. 7. Measured marking of places F1 and F2 (dashed line) 

The figures 7 show the marking of places F1 and F2 which represents the number of free kanban cards in the two 
stages. These figures show a great difference of behavior between the two models. In the Complete model, only 
0.2 cards are free in the two stages when 0.68 and 1.8 cards are free in the reduced model after stabilization. This 
fact implies that the complete model stocks parts in the input buffer of the two stages I1 and I2 which explain the 
speed of convergence of this model. However, the complete model is less parsimonious that the reduced one. 
Now, a second set of initial conditions described by a second vector of initial marking is used: 

( ) ( )01 011,1,1,1,1,0,0,0,0,2,3 1,1,1,0,0,2,3
complete reduced

T T
M M= =  (20) 

This marking correspond to a system where all the kanban cards are free. The figures 8 show the marking of 
places corresponding to the output buffer. This figure shows that the goal of 1.2 tokens in places O2 (complete) 
and O2I3 (reduced) is reached with the two VCPN models and even quicker than in the preceding case. 
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Exemple 2
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Marking of O1 and O2 (complete VCPN model)                Marking of O1I2 and O2I3 (reduced VCPN model) 

Fig. 8. Measured marking of places O1 and O1I2 (dashed line) and places O2 and O2I3 (marking M01) 
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Fig. 9. Measured marking of places O1 and O1I2 (dashed line) and places O2 and O2I3 (evolution of demand) 

Now, the initial marking is again the marking M0 defined by (19). However, the demand is doubled at time 10. 
Figures 9 show the marking of places corresponding to the output buffer during the time. The variation of 
demand (demand is doubled at time 10) leads to a small variation of the marking of places O2 (complete model) 
and O2I3 (reduced model). However, the behavior of both models is different. In fact, for the complete model, the 
impact of variation of demand is mainly absorbed by consuming the stock of stage 1 (marking of place O1). This 
leads to another variation of the marking of place O2 at time 13. For the reduced model, the variation of demand 
is mainly absorbed by increasing the maximal firing speeds of the two transitions T1 and T2. 

6 Epilogue  

A new approach of control of kanban system has been proposed based on Petri nets. A gradient based controller 
of VCPN model has been used and two VCPN models of kanban system have been compared on different 
experiences. From these different experiences, the main characteristics of the two models can be highlighted and 
resumed in table 1. The main advantages of complete model are speed and stability when the main advantages of 
reduced model are parsimony and adaptability. 

Table 1  
Characteristics of the two models.  

 Speed Stability Parsimony Adaptability 

Complete  ++ + -- + 

Reduced + - ++ + 

This work shows that this approach can be used in order to adapt automatically the number of kanban cards in 
function of the demand which can be related to the adaptive kanban approach. The control of the Petri net model 
determines the needed number of kanban cards in function of the demand. So, it can be used to perform a fast 
simulation of the kanban system by considering an evolution of the demand to determine whether some kanban 
cards must be introduced or removed from the kanban system. The perspectives of this work are to use this 
approach in order to design a real kanban system. Moreover, the use of a continuous approximation of a TPN 
model introduces some mistakes. Thus an evaluation of the error performed during this approximation phase 
must be done. Furthermore, this method must be compared with concurrent methods of kanban system 
dimensioning. 
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