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Abstract. This article presents an extension of Minimalist CateddBeam-
mars (MCG) to encode Chomskyhases These grammars are based on Par-
tially Commutative Logic (PCL) and encode properties of Mialist Grammars
(MG) of Stabler [22]. The first implementation of MCG were nggiboth non-
commutative properties (to respect the linear word ordearirutterance) and
commutative ones (to model features of different constitsle Here, we propose
to augment Chomsky’phaseswith the non-commutative tensor product of the
logic. Then we can give account of the PIC [7] just with logiseoperties of the
framework instead of defining a specific rule.

Keywords: type theory, syntax, linguistic modeling, generative tigephase,
Partially Commutative Logic

Generative theory has undergone many changes since Chargkytactic Struc-
tures [5] leading up to what is the Minimalist Program (MP). [Bhe most frequent
criticism made is certainly the non-computational and fanmal nature of such an
approach. It is nevertheless rich of a vast literature ferlthguistic approach. Fun-
damentals to the MP are the description of a main calculusiwtaikes into account
the syntax, and the production of two forms: one supposedfteat the sequence of
words, and another one for the semantic structure of theamte. Following the MP,
Chomsky claims the identification @hasesn the syntactic derivation [7]. The verb,
the main driving force of the analysis, is being transforpmukning the possibility of
specific modifications, especially the definition of the Rhismspenetrability Condition
(PIC).

The first proposal of formalization for MP was made by Stabig22]. However,
this formulation is far from the usual Montagovian approatsemantics. Therefore,
translations of this formulation into logic systems haver@roposed, in particular
[15], [13]. Much has been done, exploiting Curry’s distinotbetween the tectogram-
matical and the phenogrammatical levels, and this has ledearesting proposals [17],
[9], [18], [19]. The latest proposals of extension define&l MICG based on a fragment
of Partially Commutative Logic (PCL) [1], [2]. The authorighlighted the simultane-
ous need of commutative and non-commutative propertiesadyze a useful frame-
work .
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In this paper, we propose a reconsideration of the proesfieommutativity and
non-commutativity in MCG to account the conceptpifaseintroduced by Chomsky.
Due to space consideration, we will limit ourselves to thebpems of parsing, leav-
ing aside the semantic aspects. However, it should be nbgtdhe syntax-semantics
interface of MCG contains all the necessary material fonitsgration.

We first discuss the need for the two different relations in®dhen, we define
Minimalist Categorial Grammars (MCG). Based on these déafims, the third section
presents and encodphasesn MCG, and shows the implementation of the PIC using
only logical properties.

1 Commutativity vs Non-Commutativity in Standard MCG and
Phases

To link logic and Generative Theory, MCG's derivations areqds of a restriction of
Partially Commutative Logic (PCL), [20], seen as syntaotjgresentations in genera-
tive theory. This logic is an extension of Lambek calculuataming simultaneously
commutative and non-commutative connectivesntroduction and elimination of im-
plication and tensor). To handle the different relationsveen hypotheses in the same
framework, an entropy rule (restriction of order) is addddreover,[3] shows a weak
normalization of this calculus, to produce regular analysiMCG.

All definitions of these grammars are given iniyith a composition of rules (note
that according to these definitions, normalisation is gfjoMoreover, this restriction
does not use introduction of hypothesis. They appear ingheation only from specific
lexical entries: in the hypotheses of a given category aatiddtegory as a formula. The
lexicon will contain the entry F ¢ with ¢ as a given category.

The concrete part of the proof is achieved bpergewhose heart is the elimination
of / or\ (rules that are found in different versions from categaiammars , [12], [24]
[16]) plus the entropy rule. This is one point where commivitgtand non commuta-
tivity play a crucial role. In particular, for the word ordédris clear that the relation is
non-commutativite: being on the right or the left of a giveord/could not just be the
same. Non-commutativity is also needed here, because séttend rule in MCG.

The hypotheses are seen as special position markers inghersee of hypotheses
of the proof. They are considered as resources of promiratirfes related to a phrase.
They are unloaded by using tin@oveoperation of the generative theory. A direct im-
plication is that the sequence of hypotheses in the proabamhexactly the sequence
of available resources for further derivation. In this ¢abés sequence is a collection
of resources and could not be a strict list. Unless a canbaoiidar on the sequence of
applied rules is presupposed, the only way to express thigtlisnon-commutativity.
The Mergerule must contain a release of the order. Definitions of bages of MCG
involve commutativity and non-commutativity. We will shdvew we could use these
properties in another perspective to encode a linguisticept, more precisely by not-
ing that the changing category of the verb controls the pafew.

! These definitions contain also a syntax / semantic interfdoever, we leave this part out of
this article due to space.
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Chomsky’s theory introduces the notionpiase which corresponds to the evolu-
tion of the verb. Thus, we assume that the lexical item aasediwith the verb carries
only part of its achievement in the sentence. This is an itgmbuuse in the syntax-
semantic interface for reporting UTAH The needed hypothesis to introduce a DP is
provided by verb lexical items. And this is the corresporodenf verb’s resources with
the DP category which allows the DP to be in the proof.

In thephasés definition, Chomsky assumes that some instanecemfe(unification
of features in our formalism) must be completed before tteafrthephase Once it
is reached, the specific resources of the process are norlaogessible to the rest of
the analysis. It defines dsland in the analysis, called Phase Impenetrability Condi-
tion (PIC). Translating this definition into our formalistmplies that aphase(or its
representation) block access to part of the sequence ofttgges of the proof. We
assume that the interpretation in MCG is a non-commutaibietpn the sequence of
hypotheses.

The direct implication is that the analysis of a sentencaitameously uses rela-
tions to link noun and verb phrases, and non-commutatiaiogls to construct the
analysis (changing the category of the verb). The use ofamonmutativity involves a
strict order to control the verb’s role in the analysis. Falproperties used by items of
different categories are disjointed and it allows to fulkpbit their relations.

2 Minimalist Categorial Grammars

Minimalist Categorial grammars are based on a fragment af 8@ncode the MP of

Chomsky. Then it uses an abstract calculus to produce batimg ésequence of words)
and a semantic representation (formula). Word order andsges are synchronized
over the main calculus which uses a structured lexicon aedifp rules. First, we

briefly present rules of PCL, then we introduce labels whietogle word order, then
we define lexical items and finally introduce rules of MCG.

2.1 Partially Commutative Logic (PCL)

The logic introduced in [8] and extended in [21] is a supensipon of the Lambek cal-
culus (Intuitionistic Non-Commutative Multiplicative hear Logic) and Intuitionistic
Commutative Multiplicative Linear Logic. Connectives are

— the Lambek calculus connectives; \ and/ (non-commutatives)
— commutative multiplicative linear connectives:and—o (commutatives)

The use of these connectives is presented in figure 1.

In this logic, commutative and non-commutative relatioosld be used simultane-
ously. Then contexts are partially ordered multisets offialae and in order to relax
this order, we need antropyrule noted= which is defined as the replacement bfy
,- The restriction of elimination rules and the entropy rdecalled Minimalist Logic
(the logic used to define MCG). In the following, we ndtethe set of categories(
stands for features).

2 Uniform Theta Assignment Hypothesis or assignment of thiemales.
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F'FA AR AC AR A/C THA

I'FA AFA—-C
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<I;A>EC <A >FC (A RC
<A;F>}—C[\] <F;A>}—C[/] (A, INkEC
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[©:] —[®
<AT>FAGB (AT)FA®B
[aziom] FI—C[ ' ]
entropy — whenevef” C I”
AFA r'ec

Fig. 1. Partially Commutative Logic rules.

2.2 Labels encoding word order

Derivations of MCG are labelled proofs of the PCL. Beforewmiefj labelling, we define
labels and operations on them. To do this, we use the set ofghbgical formPh and

a setV of variables such thatPh N V' = (). We noteT the union of Ph andV. We
define the sel’, calledlabels sets the set of triplets of elements’Bf. Every position

in atriplet has a linguistic interpretation: they corres@to specifier/head/complement
relations of minimalist trees. A labelwill be considered as = (rs, rs, r.).

We introduce variables in the string triplets and a suhtstituoperation. They are
used to modify a position inside a triplet by a specific mafetntuitively, this is the
counterpart in the phonological calculus of the produchilation.

A substitutionis a partial function frond” to 7*. For ¢ a substitutions a string of
T* andr a label, we note respectivetys andr.o the string and the label obtained by
the simultaneous substitution érandr of the variables with the values associatedby
(variables for whichy is not defined remain the same).

If the domain of definition of a substitution is finite and equal ta:q, . .
o(x;) = t;, theno is denoted byt /x4, . .., t,/z,]. Moreover, for a sequenceand a
labelr, s.c andr.c are respectively denoteft, /x1, . .., t,/z,] andr[ti /1, . . ., tn/zy].
Every injective substitution which takes valueslins calledrenaming Two labelsr;
andry (respectively two strings; andss) are equal modulo a renaming of variables if
there exists a renamingsuch that;.c = ro (resp.s;.c = s2).

Finally, we need another operation on string triplets whiltbws to combine them
together: the string concatenation Bf is notede. Let Concat be the operation of
concatenation on labels which concatenates the three amngin the linear order:
forr € X, Concat(r) =rsor), 1.

We then have defined a word order structure which encodesispeomplement/head
relations and two operations (substitution and concaitemail hese two operations will
be counterparts in the phonological calculusrrgeandmove

., Ty and
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Labelled proofs. Before exhibiting the rules of MCG, we need to define the cphce
of labelling on a subset of rules of tidinimalist Logic(\., /., ®. andC).

For a given MCGG, let aG-backgroundbez : A with 2 € V andA € F, or
(G1;G2) or else(G1,G2) with G; and G2 someG-backgroundswhich are defined
on two disjoint sets of variablegi-backgrounds are series-parallel orders on subsets
of V x F. They are naturally extended to the entropy rule, nated G-sequenis a
sequent of the forml” ¢ (rs,r,7.) : B wherel' is aG-backgroundB € F and
(rs,re,mc) € X,

A G-labellingis a derivation of aG-sequent obtained with the following rules:

(s,A) € Lex
Fa (e, 8,€) 1 A

Lex]

zeV
x:Abg (e,x,€): A

[aziom]

I'tgri:A/B Atgre:B Var(ri)NVar(rz) =0
(I'; A) Fi (715,716, 710 ® Concat(ra)) + A

[/e]

Argre:B I'kgri:B\A Var(ri)NVar(rg) =10
(I'; A) Fi (Concat(rg) @ rig,714,71¢) + A

[\e]

I'tgr:A®B Alz:Ay:Bllgre:C Var(r)NVar(ry) =0 A€p,
A[I' Fg r2[Concat(r1)/z,e/y] : C

I'tgr:A I''CT
I'Fgr: A

(]

Note that aG-labelling is a proof tree of the Minimalist Logic on whichcgesnt
hypotheses are decorated with variables and sequent simtduare decorated with
labels. Product elimination is applied with a substitutionlabels and implication con-
nectors with concatenation (a triplet is introduced in Arobne by concatenating its
three components).

2.3 Lexicon

MCG encodes informations in the lexicon with types. Theyde#ned over two sets,
one of linguistic categories and the other of move featuregical items associate a
label and a formula of PCL with respect to the following graamm

L ==(B)/P |C

B ==P \(B) | P\(B)| C|D
C ==P®(C)| C

D :=P,®(D)]| ¢

CL =P
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whereL is the starting non-terminal ard andp;, are atomic formulae belonging
to set of features of the MCG (features which triggegrgeor moverules).

Formulae of lexical items get started withy as the first connective, and continue
with a sequence df. This corresponds to the sequence of selectors and liceimsiiG
lexical items. These are trigger rule features of MCGs. Tdieg the concrete part of
the derivation. A formula is ended with an atomic type, thiegary of the phrase, or a
sequence op (which contains at least a specific type, which is also thewroaiegory).

For example, the following formula could be the one of an MGBe (d\ 2\ j \

k\ (a®b®c)) /m,whereasthisisnotld\ 2\ j\k\ (a®b®c)) /m /p, because
it has two/. These formulae have the following structure :

(em\ .. \a\(hh ®...0b, ®a))/d

with a € P1, b; € P2, ¢; € Pandd € p;.
The morphism from MG lexicon to MCG ones is defined in [1].

2.4 Rules of MCG
In the same way as for MG, [22], rules of MCG are defined overpwiciples:

— combining two pieces of derivatiomerge
— redefining internal relations in a derivatianove

As we have mentioned before, MCG is defined over a restricfd?CL: elimina-
tion of / and\, and®. In the following, in order to distinguish relations in theqguence
of hypotheses, a commutative relation will be marked witarid a non-one with ’;’.

— Mergeis the function which combines two pieces of proofs togetret it needs
an non-commutative relation to correctly encode relatiamong words. But in
the same applicatiomergewill also combine hypothesis of different proofs. And
from a linguistic point of view, relations between these dityyesis should be com-
mutative because there is no reason to block access to them,mergecombines
an elimination of\ or / with the application of an entropy rule. For the same lin-
guistic reasons as in MG, MCG use two different kindsrefrgedepending on the
lexical/non-lexical status of the trigger.

For the word ordemergeis simply the concatenation of the string of one phrase in
the label of the other one (depending of right/left rela}ion
Lexical trigger:

F(rs,mh,7c) : A/ B AFs: B
AF (rg,rp,r. @ Concat(s)) : A
Al (rs,rp,mc @ Concat(s)) : A

€

[entropy]

—
F(rs,rn,re): A/ B At s:B
AF (rs,mp, e @ Concat(s)) : A

[mg]
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A mergewith a lexical item do not explicitly show the order betweegipbtheses.
But here, the entropy rule is the replacement obg a,
Non-lexical trigger:
AFs:B 't (rg,rp,re) : B\ A
A; T (Concat(s) @ rg,rh,7¢) + A
A, T+ (Concat(s) erg,rp,re) : A
=
AbFs:B It (rg,rp,re): B\ A
A, ' (Concat(s) @ rg,rh,71¢) : A
— The encoding oMovein MCG is structurally different from the one in MG. Here,
it assumes that a phrase is included in the proof if and ordlf ifs hypotheses are.
Then, we do not really reinterpret the local tree as in MG vibeidirectly produce
the final derivation tree. In this way,moveis the discharge of hypotheses bypa

For word order, the concatenation of the moved phrase iditutlesl in the position
of the newest hypothesis:

I'Fri:A®B A[u:A,v:B]}—TQ:C[ ]
mu
A[I' F ra[Concat(ry)/u,e/v] : C

Finally, to give account of [23], the framework is enricheithwules which modifies
the position of the string in the label. There are two kindsubds:

— head movementhere the head of the merged element is concatenated in #ie fin
head. This implies four rules: two to distinguish left anghti concatenation and
two over the lexical status of the triggermierge

— Affix hoppingwhere the head of the trigger is concatenated with the healoeof
merged element. In the same way, there are four rules todissh left from right
concatenations and lexical status of the trigger.

[\e]

[entropy]

[mg]

We use a simple way to encode the different possibilities efgimg with< and>.
Pointing to the connective indicates head-movement argldritlefines affix hopping.
The lexical status does not need to be represented. In tleviog of this paper, only
head movement will be used, thus we give this four rules:

Head-Movement

I+ (rspec; rtetwrcomp) tA /< B AFs: B

mg|
F7 A F (Tspecv Ttete ® Stete; Tcomp b COnCat(Sftete)) : A

I'+ (rspec; rtetearcomp) : A> /B AFs: B

mg|
F7 A F (Tspecv Stete ® Ttete, Tcomp b COnCat(Sftete)) : A

AFs: B I'F (Pspecs Ttete, Teomp) : B> \ A

A; F F (COHCQt(S,tetE) o Tspec; Stete ® T'tetes rcomp) : A

[mg]

AFs: B I'F (Fspecs Ttete, Teomp) : B \< A

A; F F (COHCQt(S,tetE) ° Tspec; Ttete ® Stete rcomp) : A

[mg]
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3 Phases

3.1 Encoding Phases in MCG

Following [7], Chomsky assumes that the analysis of a seeténdriven by the verb
which goes by two specific states: theases VRandcP. Note that neithetP nor the
decomposition over simple verb form as it is used in usual M&Z&phasegthis is
illustrated in figure 2). Moreover, Chomsky claims that sytic islands are defined by
phasesThat is, the content of phasemust be moved to its left-hand side in order to
let it accessible. This step of tinaseis called aransfer

Cpphase

/\
c tP

t/\

VPphase

/\

Vv vP
/\
Vv XP

Fig. 2. Phases in verb structure

According to this structure, items on the right side of giesecan not be moved
again. This syntactic island is called the Phase ImpeniétyaBondition (PIC). The
definition ofphasesnd the PIC are still under debate. Nevertheless, an itirgggmint
for MCG is the simultaneous use of commutative and non-cotative properties of
the framework to recognize them.

According to Chomsky, @haseis a node of the syntactic tree which triggers al-
lowed moves. Because it is a node, this implies for MCG to dombwno subproofs.
It is not possible to simulate this with a single lexical it¢which implies a terminal
node). Also transfering is the realization of possiblevesand the direct linking of
hypotheses in ayclic move

Another argument in support ghasesds in the semantic counterpart. This article
does not present this second synchronized part of the calouMCG. Many different
works claim that at particular step of the verb derivatiomecspecific thematic roles
could be assigned as in [10], [11] and [4]. [1] and [14] ddserboth arguments for
this and the semantic tiers according to these assumpBamsthey do not include the
idea ofphasesOnly remarks that simplification of derivation requiregsific points in
which continuation reductions must occur. We leave thegmadion of consequences
of phase®n semantics to future works.

The analysis of a simple sentence derivation in standard MSSS 4 items. In the
following, the verbread will be used to illustrate this presentation for a simplawvact
affirmative sentence.
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1. The deep syntactic build of the verb: the verb and all itpuarents (except the

subject). Fo/<d

2. Mode: introduces the subject category and, at leasg¢besativecase.
FENI\V /<cwv
3. Inflection: brings the inflection to the verb. FENt/cV

4. Comp: fully completes the analysis (a question mark ririseelative clause, etc.)
Fe/t

In order to keep control on the string associate to the v derivation system-
atically uses head movement excepmpwhich ends the derivation. We claim that
phasesan be encoded in MCG with a non-commutative order. The d&xéalization
of aphasdtem explicitly contains hypotheses in a non-commutaticka

Ay, Hy; Ho Ay - A 1)

This order makes a strong boundary in the derivation optieese It blocksmoveof
elements in complement position to specifier. These arertlygtems that are lexically
built with hypothesis different from the original definitimf MCG [15], [1] and [2].
Using the®, rule of the PCL, theohaserule is defined as:

AsaAthcF (SS,Sh,SC)SXQY I, X5V, .+ (T57Tharc):Z

[phase]
Fo, Ag, Ap b (rs @ 85,7h,Sp @S 07¢) : Z

The phaserule is the combination of a discharge of hypothesis in homimuta-
tive order and dransferstep. Thigransferis the realization of all possiblmovesand
parts ofcyclic ones This new rule assembles several individual rules of PClopro
It may be difficult to follow the derivation step by step. Iretfollowing, phasesare
given with more details. Thus, we ndighase;] the substitution part of thehase(the
use of®. which combines two proofs) arighases,.s) moves which can be achieved
after [phase;]. The main condition to validate phaseis A. and I, are empty after
[phasetrqns]. This correspond to a phrase in complement positionmi@edoes not
stand accessible. We note MGi;., MCG wit phases

There is a direct consequence of this encodingludiseon the structure of the
lexical item Hypotheses on its left-hand side of take theglaf the complement of
the head. Thus, all elements with which it should be combimedt be in a specifier
position. A more complex formula as in (1) will be built onlyitiv\ :

Al,Hl;HQAQ}_ (SS,S}L,SC)Bn\...\Bo\A (2)

To take into account of the definition of tiplhasegheory and the proposed encod-
ing in MCG, a simple sentence will be divided into twbasesone with themodeand
another withcomp Their lexical items are modified in this way into:

— modetr E\d\V/v=V;oFk\d\V
—compkc/t=ctkc



10 Maxime Amblard

Hypotheses on the left-hand side of formulae receive agsttfairward interpreta-
tion. They correspond to the conversion of a proof afta a proof of al” (or from a
t to ac in the second one). Thus, we need to update the two other faenmuorder to
combine them with the two previous ones:

—verbkv/d=F (Vov)/d
— inflection:- k\t /V =Fk\(cOt)/V

Note that the use ab in a formula do not imply that this item is one ofphase
It means that they take an active part in the constructiohefverb. Here, we have
extended the main category of the item to the previous omebated with the category
of the followingphasecategory with ao.

In fact, each head item drives a specific part of all elemenetin@luded under their
relation to the head. But, the unloading of hypotheses (@adization of thephasé
occurs later. Here, the logical account of the frameworlatgsithe derivation in a way
that there is no direct intuition with the syntactic tree. YWesent a simple example
of interpretation of gohasein a proof into a tree: on one hand the starting part of the
derivation and on the other the proof which results inghase

F(A®@B)/C CFC A;BFD\E DrD

[mg] [myg]
CF(A®B) D,A;B+E
Which correspond to the two following syntactic trees:

>

/\ DD <
FA®B)/

A;BFD\E €
The syntactic tree of thehaseis not a simple leaf but a tree with an empty position
in which the other derivation is substitued:

A

D
A;BFD\E
F(A®B)/C CFcC

And it is clear that all information derived in the secondettefore thgphasecom-
bination must be updated after. Finally, for the same remasrformerge Head Move-
ment and Affix Hopping are needed through gfese The same connectives are used
with the same effects. One instance is:

As;Athc = (Ssashasc) : X (OF Y FsaX;Ya Fc = (TS7Th)r(:) 2 Z

[phase]
T A AR (rg@ss,8p,01p,5.07:) 0 Z
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where the head of the triplet is the concatenation of the teads. The following
section presents an application of this rules in a full asialgf a simple sentence.

3.2 Derivation of a simple sentence

To illustrate derivation witlphasesthis section presents the complete derivation of a
simple sentence. However, extending the analysis to memplex syntactic structures
has resulted in defining the lexical entries correspondiitiy the same principles. We
present the analysis of the following example:

(1) The children read a book.

This simple sentence uses the affirmative form, the verbtaki the four previous
steps. In order to build noun phrase with MCG with generatiieory, we combine
a determinet- (k ® d) / n with a nount n. It produces a constituent of category
d (for determinal phrasewhich lacks the assignment of syntactic cakg Then, the
following lexicon is used:

articles (e the,e): k®@d/n
F(e,a,¢):k®d/n

noun F (e, chlidren,e) : n

F (¢,book,€) : n
verb F (e,read,€) : (VOv)< /d
(mode) Vv}—(eee):k:\d\V
(inflection) Fe,—€):k\(cOt) /< V
(comp) cth (e,6€): ¢

The derivation is a proof, so each main element (the headalf pharases) drives
its subproof. The consequence is that the proof is builtweise parts adjusted against
each other by the discharge of hypotheses. This propertgsrhle presentation more
complex, but the search for proofise( the parsing) could be done in parallel. In the
following, each verb step is presented. Note that the ndratadn of PCL from [3]
ensures that we could combine each step one by one as pkhente

Step 1 In the first verb step of the derivation, the first positiontod terb is saturated
by a hypothesis of categor It corresponds to the position of the main component
that occupies the object position in the sentence. The blgjewmt directly inserted in
the derivation because all its features are not yet markdw/pgtheses: the position of

k (mark of the syntactic case assignni@mt missed. This is a departure from MG, in
which all phrases are directly inserted in the derivatioard{ we only mark positions
for insertion.

F (e,read,e) : (VOv)« /d dF (e,u,¢€):d
dF (e,read,u) : (V @ o)

[mg]

3 in the semantic part of the calculus, this position is alsmiifsr the thematic role assignement.
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This is the end of the first verb step. The result must be iaddrt another proof
which contains hypothesig andv. On one hand, the interpretation of the non-commu-
tative relation betweel andwv in the type could be the saturation of all arguments of
an element of type to produce &'

Step 2 These hypotheses are in the proof driven by the second efrtng @erb:mode
which ends the firgphase First, we need to saturate all positionsnabdewith lexical
hypothesis, and then we could:

1. combine the result with the first verb step,
2. introduce the object of the sentence wittmavein the transfer part of thehase

The lexical item ofmodeis merged with a hypothesisand next ai:
kE(e,uv,€e): k Vivob (e,e,€) : k\d\V
dF (e,w,e): d k,Vivk (v,e,e) : d\V
d,k,Vivk (wuv,ee): V
At this point of the derivation, this result is combined witte first verb step with
a [phase] with head movement. Note that the string of the head of thehdiged is
concatenated to the string of the head position in order ép ledl structural informa-

tion over the verb accessible to the full derivation. Thessitaltion part of thephase
produces:

dt (e,read,u) : (Vov)e dk Vv (wuv,ee):V
d,k,d+ (wv,read,u) : V
Before ending th@hase we perform amovewith all positions of the utterance’s
object (they are now in the proof). Then it could be introdiitethe derivation with a

transfer. In parallel, the determiner phrase is built with two lexical entries "a" and
"book" by amerge

F(e,a,e): (E®@d)/n (e book,€):n
F (e, a,book) : k®d
Thereby, it is discharged in the main proof. The choice ottkéth which to carry
out the unloading is not left by chance. The derivation mestdntinued with the one

which empties the previous verb step witmave This is exactly the interpretation of
transfer partin [7].
F (e,a,bo0k) : k®d d,k,d+F (wo,read,u): V
dF (w a book,read,€) : V
This movesubstitute in the newest variable as define in [1]. It is tHer&alization
of the constituent. In thiphase non-commutativity and commutativity are both used.
Non-commutativity in order to keep the structure of the varld commutativity to
unload hypotheses of the nominal phrase. This underlieagbemption that the order
of the features of the noun could not be presupposed. Thisrnforced by the analysis
of questions where that object constituent undergoes ome maveand then must be
explicitly transfered from right to left part of thehase Now, it is the end of the second
verb step. The derivation continues by preparing the thirel o

[mg]

[mg]

[phasei]

[mg]

[phasetrans]
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Step 3 This part of the derivation must be combined with the nexiclaentry of the
verb, theinflection In this part of the verb step, it was merged with the previ@ssilt
and next with & hypothesis - the position of the subject case:

Fe,—€):k\(cOt) /< V dF (wabook,read,€):V
kb (e,z,€): k dF (e,read,w a book) : k\ (c®t)
k,dF (z,read, w a book) : (c ®t)

[mg]

my|

This allows to discharge hypothesis about the subject taaat which it also build:
F (e, the,e): (k®d) /n (¢ children,e) : n

; [mg]
F (¢, the, children) : k ®d

And unloaded:
F (e, the, children) : k®d k,dt (z,read,w a book) : (c ®t)
F (the children, read,a book) : (c ®t)

mu]

Step 4 This example stands for a very simple sentence, then thedaststep corre-
sponds only to the combination of the current bypass witHdkieal entrycompby a
phasewith nothing in the transfer part:

F (the children,read,a book) : (c®t) c¢;th (€¢€,€): ¢
F (e, €, the children read a book) : ¢

[phase]

This ends the lagphaseand thus the derivation. The proof matches the stfihg
children read a bookAn important distinction with the previous versions ofshgram-
mars is in the use of lexical item without phonological peiere, only the lexical items
used in thgphaseprocess are necessary, but the structure of itematfasesmposes a
strict order in their pooling.

3.3 Question

In the previous example, the transfer part of the phasess not really efficient. The
first one introduced the object of the utterance and the seaoly ended the derivation.
For questions, theomp item is more complex because it introduces the last feature
of the object. This time, its lexical item iscit  (e,¢,¢) : wh \ ¢. And it is only
afterward that a hypothesish is introduced that the object could be introduced in
the derivation. But it means that in the previqusase the constituent mark must be
transferred from the left to the right part of the fimtase This is done with ayclic
move the introduction of a new hypothesdis2 d F k£ ® d, which explicitly connect the
two hypotheses.

In the lexicon, onlycomp is modified and an item for which is added :

which F (e,¢,€) : (wh @ (k®d))

The derivation before thehases still the same.
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1. First step procedure:
F (e,read,€) : (VOv)e /d dF (e,u,€):d
dF (e,read,u) : (V ©v)
2. Saturation of positions ofiode:
kt(e,v,€e): bk Viuk (e,6,6): k\d\V
dF (e,w,e): d E,Vivb (v,ee) : d\'V "
d,k,VivE (wuv,ee): V
3. Construction of the object constituent:
F (e, which,e) : (wh® (k®d)) /n F (e,book,€) : n
F (e, which, book) : (wh & (k ® d))
We get all the necessary material to processpthase Its first part combines:
dt (e,read,u) : (Vov) dk,Viobk (wuvee):V
d,k,d+ (wo,read,u) : V

In the treatment of this utterance, the transfer part is bt t directly discharge
the two hypotheses of the determiner phraseyélic movds used in order to store the
access to this element. At the same time,ghasemove it on its left part:

kdb (e,Wye):k®d dk,dF- (wv,read,u) : V
d,k®dF (wW,read,e) : V

The derivation continues with the same third step and prestuc

[mg]

[mg]

my|

[phasei]

[phasetrans]

k ®dF (the children,read, W) : (c®t)

Finally, before the lagbhase the derivation introduces@ah hypothesis which will
allow themoveof object after the first part of thphaserealization. Thenoveof the
transfer part is:

F (e, which,book) : (wh ® (k®d)) wh,k® dF (ythechildren,read, W) : ¢
F (which book, €, the childrenread) : ¢

In this example, only the transfer in the fifghase which accounts for theyclic
moveof the constituent allows to complete the derivation.

[phasetrans]

3.4 Blocked derivation with PIC

A very important point in the definition of thghaserule is the fact that the complemen-
tizer part of hypothesis must be removed. This property dasthe Phase Impenetra-
bility Condition. The previous one does not contain suctfm because the transfer
part of the firspphaseachieves almovesvhich empty complementizer hypotheses.

A simple example extracted from the previous one is the casgenthe: hypothesis
in the second step of the verb is not included. Thus the d@éivanust failed because
one hypothesis is away. The lexical entry correspondingdde is:
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Vivk (e,e,€) : d\V
which produces a conclusion of a proof of tyjgewith only d in the left hand side:
d,Vivtk (wee): V
The result of the first part of thghases:
dF (e,read,u) : (Vov) d,Vivk (wuee):V
d,dF (wo,read,u) : V

And the transfer part does not contribute to this step. Thiegbghe I'. of thephase
rule is not removed. The structure of the proof which blodlesderivation is the case
where the constituent is in complementizer position of thach

We would remark that derivations witthasesmmediately block the process unlike
traditional MCG or MG which perform the full derivation be#concluding that a
specific feature stand at the end (and reject the derivation)

Even if this example is quite simple, it shows that the encgdif PIC directly uses
properties of the MCG. Unlike the other constraints, we dbrmeed to propose new
rules. That insure to keep the same generative power for MGG The derivation
strictly controls the structure and check internal reladio

[phaseq]

4 Conclusion

The main aim of this paper is to introduce the concepiledsefrom minimalism into
type logical grammars, simulating the generative theorZlémsky which has been
an open question since [7]. It involves the introduction afeav rule into the system,
and highlights commutative and non-commutative relatijps between elements of
the parsing process. Moreover, this addition is adthocas it allows full use of the
properties of PCL underlying the formalism. This new ruldghie composition of a
substitution of hypotheses in commutative relationspfgéld by a transfer that is either
the realization of anovebecame possible, or@clic moveThis proposal also involves
a new linguistic interpretation afyclic move

A full description of the system would require additionatalks [1]. However, we
emphasize the role played Iphasest the syntactic level to defirislandswhere the
encoding of PIC is simply the use of logical properties offtiaenework. Furthermore,
we claim that the use gihasesat semantic level corresponds to the introduction of
thematic role predicates (variables related to the reifinaif formulas and substitution
of variables). They also mark points in the semantic tierengtthe context must be
reduced. It plays a crucial role at the semantic level by imarkeduction point for
continuations.

The introduction of thesphasesconfirms the use of a logical system simultane-
ously handling relations commutative and non-commutatiy@ays in linguistic anal-
ysis. Distributing the properties on each component usedighanalysis can produce
fine performances A remaining issue for this descriptiorhis formalization of the
phaseas reduction point at the semantic level that would redudeiguities of scope
of quantifiers. In addition, the study of equivalence betwiée MCG withphasesand
MG remains an open question.



16

Maxime Amblard

Acknowledgments

The author would like to express his gratitude to reviewerdtlieir precise remarks,
Corinna Anderson, Sai Qian and Sandrine Ribeau for thedtinga.

References

1.

2.

11.

12.
. Lecomte, A.: Categorial grammar for minimalism. Larggiaand Grammar : Studies in

14.
15.
16.

17.
18.

19.
. Retoré, C.: Pomset logic: a non-commutative extensibrelassical linear logic. In:
21.

22.
23.

24.

Amblard, M.: Calcul de représentations sémantiquesrgasg générative: les grammaires
minimalistes catégorielles. Ph.D. thesis, université dedBaux 1 (2007)

Amblard, M., Lecomte, A., Retore, C.: Categorial minirsagrammars: from generative
syntax to logical forms. Linguistic Analysis, 6(1-4), p.3308 (2010)

. Amblard, M., Retore, C.: Natural deduction and normélisafor partially commutative

linear logic and lambek calculus with product. Computatéom Logic in the Real World,
CiE 2007 (2007)

. Baker, M.: Thematic Roles and Syntactic Structure. Inedgtsnan, L. (ed.) Elements of

Grammar, Handbook of Generative Syntax, pp. 73—-137. Kluiyerdrecht (1997)

. Chomsky, N.: Syntactic Structures. Mouton, The Hagu&7}19

. Chomsky, N.: The Minimalist Program. MIT press (1995)

. Chomsky, N.: Derivation by phase. ms, MIT (1999)

. de Groote, P.: Partially commutative linear logic: sedqumlculus and phase semantics. In:

Abrusci, V.M., Casadio, C. (eds.) Third Roma Workshop: Fs@md Linguistics Categories
— Applications of Logic to the analysis and implementatiéNatural Language. pp. 199—
208. Bologna:CLUEB (1996)

. de Groote, P.: Towards abstract categorial grammars. 2001 (2001)
. Hale, Keyser: On argument structure and the lexicalesgion of syntactic relations. The

View from Building 20. Ithaca MIT Press. (1993)

Kratzer, A.: External arguments. In: Benedicto, E., fiemJ. (eds.) Functional Projections.
University of Massachussets, Occasional Papers, AmHe984j

Lambek, J.: The mathematics of sentence structurestiéamenathematical monthly (1958)

Mathematical Linguistics and Natural Language CSLI LeztNoptes(168), 163—188 (2005)
Lecomte, A.: Semantics in minimalist-categorial graamnFormal Grammar (2008)
Lecomte, A., Retoré, C.: Extending Lambek grammars:gicéd account of minimalist
grammars. In: Proceedings of the 39th Annual Meeting of tksogiation for Computa-
tional Linguistics, ACL 2001. pp. 354-361. ACL, Toulous®(2)

Moortgat, M.: Categorial type logics. In: van Benthemter Meulen, A. (eds.) Handbook
of Logic and Language, chap. 2, pp. 93-178. Elsevier (1997)

Morrill, G.: Type logical grammar. Categorial Logic afyBs (1994)

Muskens, R.: Languages, lambdas and logic. Resouritigigynin Binding and Anaphora
(2003)

Pollard, C.: Convergent grammars. Tech. rep., The Oftaite &niversity. (2007)

de Groote, P., Hindley, J.R. (eds.) Typed Lambda Calculus Applications, TLCA97.
LNCS, vol. 1210, pp. 300-318 (1997)

Retoré, C.: A description of the non-sequential exeoutif petri nets in partially commuta-
tive linear logic. Logic Colloguium 99 Lecture Notes in Logil52—-181 (2004)

Stabler, E.: Derivational minimalism. LACL 1328 (1997)

Stabler, E.: Recognizing head movement. Logical AspettComputational Linguistics
Springer-Verlag(2099) (2001)

Steedman, M.: Combinatory grammars and parasitic ddgisral Language and Linguistic
Theory 5 (1987)



