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Abstract. The numerical solution of partial differential equations requires suitable boundary conditions.

Based on a fundamental integral relation for Legendre polynomials, Marshak type boundary conditions

are derived that can be applied if an expansion in Legendre polynomials is utilized to solve the spatially

inhomogeneous kinetic equation of the electrons in gas discharge plasmas. In particular, it is now possible

to relate directly the expansion coefficients of the phase space distribution with macroscopic quantities

at the boundaries. That is, a well-defined influx or a reflection of electrons can easily be treated on the

microscopic level.

PACS. 52.25.Dg Plasma kinetic equations – 51.10.+y Kinetic and transport theory of gases – 52.80.-s

Electric discharges

1 Introduction

The electron component determines decisively the be-

haviour of gas discharge plasmas. For a theoretical descrip-

tion, their kinetic equation has to be treated and different

methods for its solution have been developed. On the one

hand, there are expansion techniques which have been ap-

plied. Depending on the discharge conditions, expansions

Correspondence to: markus.becker@inp-greifswald.de

in spherical harmonics or in Legendre polynomials have

generally been performed [1–5], where the latter expansion

represents a special case of the spherical harmonics ex-

pansion requiring e.g. the simplifying assumption that the

electric field action and the inhomogeneity of the plasma

occur in the same direction [2]. On the other hand, sim-

ulation techniques like Monte-Carlo methods [6–11] have

been used to determine the kinetic properties of the elec-

trons.
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The treatment of boundary conditions and their repre-

sentation in terms of measurable properties is essential for

the solution of the electron Boltzmann equation and other

kinetic approaches to model gas discharge plasmas. When

solving the space-dependent kinetic equation of the elec-

trons, different approximations for the electron momen-

tum distribution function (EMDF) have been employed.

For instance, relations of the form [12–15]

f0(r, U) ∼ fr(r, U) (1)

have been adapted for the analysis of the radial inhomo-

geneous column plasma of glow discharges, in order to de-

scribe absorption and reflection of electrons at the wall of

the discharge tube within the framework of the two-term

approximation of the expansion of the EMDF in spherical

harmonics. Here, f0 and fr are the isotropic part and the

radial contribution to the distribution anisotropy, which

depend on the radial position r and the kinetic energy U

of the electrons. An alternative condition fixing the radial

anisotropyfr at the tube wall by an exponentially decreas-

ing positive function g(U) has been used in [16, 17]. This

condition has been taken to describe a positive current of

low-energy electrons to the wall, where the shape of g(U)

has been chosen to correspond sufficiently to the shape of

the positive part of fr in the inner part of the dc column

plasma. However, its physical justification remained open.

In order to analyse the axial behaviour of the electrons

in discharge between plane electrodes, relations similar to

equation (1) have been employed in [18–21] to characterize

the absorption and partial reflection of electrons at the an-

ode. A generalization of this boundary condition at the an-

ode for the multiterm approximation of the Legendre poly-

nomial expansion of the EMDF has been reported in [22].

The assumption of complete absorption of electrons at the

anode has been made in the kinetic studies of [23,24] using

a two-term Legendre polynomial expansion of the EMDF.

Boundary conditions at infinity of the solution region for

the multiterm analysis of non-hydrodynamic swarms of

electrons in situations where both conservative and non-

conservative collisions take place have been discussed e.g.

in [25]. But it is stated in that paper that these conditions

do not represent conditions at any physical boundary.

Conditions characterizing the inflow of electrons from

an electron source or from the cathode of a discharge have

been represented e.g. in [25–29]. However, a physical mo-

tivation for the condition of the emission of electrons from

the cathode of the discharge has been given for the first

contribution to the distribution anisotropy only.

The present work focuses on discharge conditions at

which an expansion of the EMDF in Legendre polynomi-

als can be applied. For the numerical determination of

the corresponding expansion coefficients of the EMDF,

the choice of suitable boundary conditions plays an im-

portant role. Based on an ansatz similar to that proposed

by Marshak [30–33] and a fundamental integral relation

for Legendre polynomials, explicit expressions for the ex-

pansion coefficients have been derived that can be used as

boundary conditions and relate macroscopic properties of

the electrons with the expansion coefficients at the spa-

tial margins of the discharge volume. In particular, the

boundary conditions presented make it possible to accu-
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Fig. 1. Axially inhomogeneous discharge geometry.

rately treat physical effects like secondary electron emis-

sion, reflection and back-diffusion on the kinetic level for

an arbitrary order of the expansion.

In order to demonstrate the superiority of the new

boundary conditions, a comparison with commonly used

boundary conditions is presented using the example of an

abnormal oxygen glow discharge.

2 Electron kinetic equation

To describe the electron component in gas discharge plas-

mas at steady state, the Boltzmann equation

( p

me
· ∇r+ Fext · ∇p

)

f̃(r,p)

=
∑

a

[

I
el
a (f̃) +

∑

i

I
in
i,a(f̃)

]

(2)

for the EMDF f̃(r,p) has to be solved. Here, Fext =

−e0E/me is the electric field force acting on the plasma

and Iela and Iini,a are the individual collision integrals for

elastic scattering and the ith inelastic collision processes

of electrons having the mass me with gas particles of kind

‘a’.

Considering the spatially one-dimensional geometry of

discharges between plane electrodes illustrated in Fig. 1,

where E and the plasma inhomogeneity are parallel to

the z direction, the EMDF gets the reduced dependence

f̃(z, p, pz/p) on the space coordinate z, the magnitude

of the momentum p, and the direction cosine pz/p =

cos ϑ. Thus, it can be expanded in Legendre polynomials

Pn(pz/p) [4], that is

f̃
(

z, p,
pz

p

)

=
∞
∑

n=0

f̃n(z, p) Pn

(pz

p

)

. (3)

The substitution of this expansion up to an arbitrary num-

ber l of expansion coefficients f̃n(z, p) into the kinetic

equation (2) and the transformation to the electron ki-

netic energy U = p2/(2me) finally lead to the hierarchy of

partial differential equations [34]

n

2n − 1
U∂zfn−1(z, U) +

n + 1

2n + 3
U∂zfn+1(z, U)

− n

2n − 1

e0

me
Ez

[

U∂Ufn−1(z, U) − n − 1

2
fn−1(z, U)

]

− n + 1

2n + 3

e0

me
Ez

[

U∂Ufn+1(z, U) +
n + 2

2
fn+1(z, U)

]

=
∑

a

2Na
me

Ma
∂U

[

U2Qmt
a (U)fn(z, U)

]

δ0n

−
∑

a

UNa

[

Qmt
a (U)θ(n − 1) +

∑

i

Qin
i,a(U)

]

fn(z, U)

+
∑

a

Na

∑

i

(U + U in
i,a)Qin

i,a(U + U in
i,a)

× fn(z, U + U in
i,a) δ0n (4)

for the expansion coefficients

fn(z, U) = 2π(2me)
3/2f̃n (z, p(U)) (5)

with n = 0, . . . , l − 1. Here, Na is the density of the

heavy particle of kind ‘a’ with the mass Ma. Qmt
a and

Qin
i,a denote the momentum transfer cross section for elas-

tic collisions and the total cross section for the ith in-

elastic collision processes with the particle component ‘a’,

respectively. U in
i,a is the corresponding energy loss of elec-

trons due to the inelastic collision process. In particular,
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Fig. 2. Natural solution region in (z, U) coordinates.

isotropic scattering of the electrons in inelastic collisions

processes has been assumed. The system of partial dif-

ferential equations (4) can be solved numerically as an

initial-boundary value problem provided that appropri-

ate initial values and boundary conditions are given at

the spatial margins z = 0 and z = zmax of the solution

region (0 ≤ z ≤ zmax, 0 ≤ U ≤ Umax) represented in

Fig. 2. Here, Umax is an appropriate upper energy limit

of the kinetic energy above which all components of the

EMDF can be assumed to be already negligibly small,

i.e., fn(z, U ≥ Umax) = 0. Such a value Umax can be found

approximately, for example, from the solution of the cor-

responding spatially homogeneous Boltzmann equation.

For the numerical solution of system (4) it is conve-

nient to replace the kinetic energy U by the total energy

ε = U + W (z) with W (z) = e0

∫ z

0
Ez(z

′)dz′ being the po-

tential energy of the electrons [35]. After the transforma-

tion of Eq. (4) to the (z, ε) coordinates and the discretiza-

tion with respect to z and ε on the centred grid points

(zi+1/2, εk+1/2) with 1 ≤ i ≤ imax and 1 ≤ k ≤ kmax,

the numerical solution as initial-boundary value problem

takes place by advancing from higher to lower total en-

ergies [34] within the transformed solution region rep-

0 z
max

z

ε
min

0

ε
max

ε

ε  = W(z)

solution area

ε  = U
max

 + W(z)

Fig. 3. Solution region in the transformed (z, ε) space. The

dotted line represents the total energy ε = Umax + W (z).

resented in Fig. 3. The space-dependence of the electric

field and of the heavy particle densities are assumed to be

given.

The numerical solution starts at εmax where all trans-

formed expansion coefficients f̂n(z, ε) = fn(z, U(z, ε)) are

negligibly small [34]. At the boundary ε = W (z), i.e. at

vanishing kinetic energy, the condition fn(z, U = 0) = 0

for all n ≥ 1 can immediately be derived when analysing

system (4) in the limit of zero kinetic energy [35]. For

the numerical solution this boundary condition is only re-

quired for all odd components.

In the following appropriate conditions at the spatial

margins z = 0 and z = zmax are discussed. Although sys-

tem (4) is numerically solved after transformation to the

total energy space, the boundary conditions are derived

for the natural solution region shown in Fig. 2. The cor-

responding relations derived can easily be transferred to

the total energy region.
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3 Derivation of the boundary conditions

The system of hierarchy equations (4) represents a set of

partial differential equations of first order. That is, the

number of necessary boundary conditions equals the the

number l of expansion coefficients. Here, ⌊l/2⌋ conditions

are applied at z = 0 to the coefficients f2n+1(z, U) with

an odd index and ⌊(l + 1)/2⌋ conditions are applied at

z = zmax to the coefficients f2n(z, U) with an even index.

According to the physical situation considered, suit-

able boundary conditions have to characterize (i) an influx

of electrons leaving the cathode at z = 0 due to the impact

of, e.g., ions, fast neutrals, metastable atoms, or photons

impinging onto this electrode and (ii) the absorption or

reflection of electrons at the anode.

Following the approach of Marshak [30], the bound-

ary conditions are derived from macroscopic properties

by considering the moments of the electron kinetic equa-

tion (2) of odd order. In general, the z component of the

kth order moments of Eq. (2) is given by [2]

Gz,k(z) =
1

2

(

2

me

)k/2
∞
∫

0

dU U (k+1)/2

×
1
∫

−1

dx xkf(z, U, x) (6)

with x = pz/p. Starting from this expression for k = 2̺+1,

the l boundary conditions needed are found from requiring

appropriate conditions at both the spatial margins.

3.1 Influx condition at the cathode

At the cathode side, a specification of the influx of elec-

trons provides a meaningful boundary condition. The in-

flux of electrons leaving the cathode and moving towards

the anode can be characterized by the moments

G
CA
z,2̺+1(0) =

1

2

(

2

me

)̺+1/2
∞
∫

0

dU U̺+1

×
1
∫

0

dx x2̺+1f(0, U, x) (7)

of the order 2̺ + 1 with ̺ ∈ N0, where the integration of

the angular variable x of the momentum space occurs over

the half-range [31] as shown in Fig 1. The substitution of

f(0, U, x) in Eq. (7) by its l-term approximation according

to Eq. (3) and the application of the integral relation (29)

given in the appendix yield

G
CA
z,2̺+1(0) =

(2̺ + 1)!

2

(

2

me

)̺+1/2
∞
∫

0

dU U̺+1

×
l−1
∑

n=0

fn(0, U)

(2̺ + 1 − n)!!(2̺ + n + 2)!!
. (8)

Note that the expansion in Legendre polynomials is not

affected by the discontinuity of the distribution function

separating ingoing and outgoing particles because the half-

range of the angular variable of the momentum space is

taken into account only.

Applying an appropriate normalized distribution func-

tion fS(U, x) at the cathode, e.g., a distribution with a

Gaussian-like energy profile and a forward directed or an

isotropic inflow of electrons into the half-range, the rela-

tion

∞
∫

0

dU U̺+1

1
∫

0

dx x2̺+1fS(U, x)

=

∞
∫

0

dU U̺+1
l−1
∑

n=0

(2̺ + 1)!fn(0, U)

(2̺ + 1 − n)!!(2̺ + n + 2)!!
(9)

is obtained by equating expressions (7) and (8) using

f(0, U, x) = fS(U, x). Clearly, this equation is fulfilled if
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the sum at the right-hand side of Eq. (9) equals the half-

range integral at the left-hand side of Eq. (9) for all values

of U , i.e., if the relation

l−1
∑

n=0

(2̺ + 1)! fn(0, U)

(2̺ + 1 − n)!!(2̺ + n + 2)!!
= C2̺+1(U) (10)

with

C2̺+1(U) =

1
∫

0

dx x2̺+1fS(U, x) (11)

holds. The required boundary conditions at the cathode

are finally obtained by splitting Eq. (10) into sums of ex-

pansion coefficients with exclusively odd and even indices,

respectively. Using definition (28) given in the appendix,

the energy-dependent boundary conditions for the expan-

sion coefficients fn(z, U) with odd n reads

∑̺

i=0

(2̺ + 1)! f2i+1(0, U)

(2̺ − 2i)!!(2̺ + 2i + 3)!!
= C2̺+1(U)

−
⌊(l−1)/2⌋
∑

i=0

(2̺ + 1)! f2i(0, U)

(2̺ − 2i + 1)!!(2̺ + 2i + 2)!!
(12)

for ̺ = 0, . . . , ⌊l/2⌋ − 1. Eq. (12) represents relations

that allow the determination of fn(0, U) with odd n in

dependence on fn(0, U) with even n and an additional

term whose energy dependence is explicitly known. For

instance, the first contribution f1(0, U) to the distribu-

tion anisotropy of the EMDF is given by the relation

f1(0, U) = 3C1(U)

− 3

⌊(l−1)/2⌋
∑

i=0

f2i(0, U)

(−2i + 1)!!(2i + 2)!!
(13)

describing the microscopic particle flux of the electrons.

The corresponding macroscopic particle flux of electrons

is obtained by means of an appropriate energy space av-

eraging of Eq. (13).

In contrast to previous studies assuming vanishing odd

expansion coefficients fn(z, U) with n = 3, 5, . . . at the

cathode [26, 27, 34], Eq. (12) provides a much better ap-

proximation of the boundary condition

f l(0, U, x) = fS(U, x) (14)

where f l(0, U, x) denotes the representation of f(0, U, x)

in l-term approximation. Notice, that the derivation of

boundary conditions that provide a mathematically exact

fulfillment of Eq. (14) seems to be impossible when a trun-

cated Legendre polynomial expansion for solving Eq. (2)

is used [32,36].

3.2 Reflection condition at the anode

At the anode side, relations that describe the reflection

or absorption of electrons provide suitable boundary con-

ditions. To characterize partial reflection of electrons at

the anode, the flux of electrons can be decomposed into a

flux towards the wall and away from it. The latter can be

described by the moments

G
AC
z,2̺+1(zmax) =

1

2

(

2

me

)̺+1/2
∞
∫

0

dU U̺+1

×
0
∫

−1

dx x2̺+1f(zmax, U, x) . (15)

It is related to the flux GCA
z,2̺+1(zmax) towards the anode

according to

G
AC
z,2̺+1(zmax) = −rGCA

z,2̺+1(zmax) (16)

for arbitrary moments of the order 2̺ + 1 with ̺ ∈ N0.

Here, r ∈ [0, 1[ is the reflection coefficient of electrons at

the anode. Starting from Eq. (16), boundary conditions

for the expansion coefficients with an even index can be
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derived by means of a procedure similar to that described

in section 3.1 using the relation (32) given in the appendix.

The energy-dependent conditions at z = zmax read

1 − r

1 + r

⌊(l−1)/2⌋
∑

i=0

(2̺ + 1)! f2i(zmax, U)

(2̺ − 2i + 1)!!(2̺ + 2i + 2)!!

=
∑̺

i=0

(2̺ + 1)! f2i+1(zmax, U)

(2̺ − 2i)!!(2̺ + 2i + 3)!!
(17)

for ̺ = 0, . . . , ⌊(l− 1)/2⌋. These equations relate a sum of

expansion coefficients fn(zmax, U) with only even indices

n to a sum of expansion coefficients with only odd indices

n. They provide an approximation of the boundary con-

dition [32]

f l(zmax, U, x)
x<0
= rf l(zmax, U,−x) , (18)

where f l(zmax, U, x) denotes the representation of

f(zmax, U, x) in l-term approximation. Eq. (17) is in agree-

ment with the relation (21) of Ref. [22], which was also

justified by comparison with Monte Carlo simulations in

that paper.

In the limit of pure diffusion, i.e. when Ez = 0, the

relation

f1(z, U) = −λm(z, U)

(

∂zf0(z, U) +
2

5
∂zf2(z, U)

)

(19)

with the mean free path of the electrons

λm(z, U) =
1

∑

a Na(z)

(

Qmt
a (U) +

∑

i

Qin
i,a(U)

) (20)

results from (4) for n = 1. The combination of (17) for

ρ = 0 and (19) at z = zmax and the subsequent integration

over the energy space finally yield in the limit of the two-

term approximation the equation

∇zne(z)

ne(z)

∣

∣

∣

∣

z=zmax

= − 3

2λm

1 − r

1 + r
(21)

for the electron density ne(z) =
∫∞

0

√
Uf0(z, U)dU , where

an average electron collisional mean free path λm has

been used. Equation (21) is in agreement with the formula

for diffusion calculations involving wall reflection and low

density derived in [37].

3.3 Comparison of boundary conditions at the cathode

In this section, cathode-sided boundary conditions are

evaluated by comparison with the distribution function

fS(U, x) assumed for the electrons emitted from the cath-

ode. In order to illustrate the effect of boundary condi-

tions, an abnormal oxygen glow discharge was investigated

by numerically solving the set of equations (4) for given

spatial profiles of the electric field Ez and the heavy par-

ticle densities Na. Details of the discharge parameters and

the underlying cross sections can be found in Ref. [34]. In

particular, the set of electron-heavy particle collisions in

the plasma includes both conservative processes, namely

elastic collisions, vibrational and electronic excitation as

well as dissociation, and non-conservative electron pro-

cesses, i.e. ionization and dissociative electron attachment.

The numerical solution of the equation system (4) was

obtained by an approximation with 20 terms in the Leg-

endre polynomial expansion (3). To solve system (4), the

boundary conditions (12) were used for each odd expan-

sion coefficient at the cathode including the angular de-

pendence of the electron influx. The required source func-

tion fS(U, x) at the cathode was chosen as

fS(U, x) = U exp

(

−
(

U − Uw

Uc

)2
)

(22)
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with the energetic width and centre of the distribution

Uw = 5 eV and Uc = 2 eV, respectively. This source func-

tion corresponds to an isotropic influx of electrons into

the half-range with a Gaussian-like energy profile. The

consideration of an isotropic inscattering is motivated by

its usage in a lot of theoretical plasma investigations, see,

e.g., Ref. [7]. The corresponding relation for the electron

flux determined by the first anisotropic component of the

EMDF reads

f1(0, U) =
3

2
U exp

(

−
(

U − Uw

Uc

)2
)

− 3

⌊(l−1)/2⌋
∑

i=0

f2i(0, U)

(−2i + 1)!!(2i + 2)!!
. (23)

Furthermore, the conditions (17) were employed at the

anode side using r = 0.36.

In the literature [26,27,34], the inscattering profile (22)

is commonly applied to f1(0, U) only, i.e.,

f1(0, U) = U exp

(

−
(

U − Uw

Uc

)2
)

(24)

and all further expansion coefficients fn(0, U) with odd

n ≥ 3 are set to zero. Higher order corrections by fn(0, U)

with even n as present in Eq. (23) are completely ne-

glected.

In Fig. 4, numerical results for the distribution func-

tion f(z = 0, U, x) at the cathode, normalized to the max-

imum of the source function fS(U, x), are compared with

fS(U, x) at x = 1/2. For the numerical computations, the

boundary conditions (12) and (24), respectively, have been

used. The comparison shows that the results based on

the new boundary conditions (12) match the distribution

function fS(U, x = 1/2). In contrast to that, appreciable

0 2 4 6 8 10 12 14
U [eV]

0.2

0.4

0.6

0.8

1.0

f(
z=

0,
U

,x
=

1/
2)

/m
ax

(f
S (U

,x
=

1/
2)

)

present BC
commonly used BC

prescribed f
S
(U,x)

Fig. 4. Comparison of the distribution functions f(0, U, x)

obtained by a 20-term approximation using the boundary con-

ditions (BC) according to (12) and (24) with the inscattering

profile (22) of the electrons at the angular variable x = 1/2.

differences between the results based on the commonly

used boundary condition (24) neglecting the contributions

of higher odd expansion coefficients and the analytically

given function fS(U, x = 1/2) are found. That is, expan-

sion coefficients of higher order have to be included if the

electron kinetic equation (2) is solved.

Notice, that the results presented here are based on

an isotropic angular dependence of the inscattering pro-

file (12) corresponding to P0(x) = 1. In the special case

that the angular distribution is assumed to be P1(x) = x,

see, e.g., Ref. [38], the commonly used boundary condi-

tion (24) yields exact expressions for the odd expansion

coefficients.

The influence of the approximation order of the Leg-

endre expansion (3) is presented in Fig. 5. It can be

seen, that the commonly used two-term approximation is

not suitable to describe the prescribed distribution func-

tion fS(U, x) at the cathode. Hence, approximately 20

terms are required to obtain good numerical results at
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0.2

0.4

0.6

0.8

1.0

f(
z=

0,
U

,x
=

1/
2)

/m
ax

(f
S (U

,x
=

1/
2)

)

  2-term
10-term
20-term
prescribed f

S
(U,x)

Fig. 5. Distribution functions f(0, U, x) obtained by different

orders of the Legendre expansion (3) using the boundary con-

ditions (12) with the inscattering profile (22) of the electrons

at the angular variable x = 1/2.

the cathode-sided boundary and the effect of the higher

order terms has to be included at the boundaries. At the

same time, less than about ten terms have been found to

be sufficient in general to yield convergent results in the

plasma volume [22,34,39].

The results presented have been obtained by prescrib-

ing an isotropic influx of electrons into the half-range

x = pz/p with 0 ≤ x ≤ 1 using the function (22), which re-

sults from the impact of e.g. ions, fast neutrals or photons

impinging onto the cathode. Electrons, which diffuse back

to the cathode e.g. after collisions and strike the electrode,

are assumed to be totally reflected and to produce no fur-

ther electrons at the cathode. An extension of the current

approach to this more general case is immediately possi-

ble by modifying the source function (22) to include the

secondary electron emission coefficients and different en-

ergy profiles for the different species as well as by combin-

ing the resulting influx conditions with the corresponding

energy-dependent reflection conditions at z = 0

−1 − r

1 + r

⌊(l−1)/2⌋
∑

i=0

(2̺ + 1)! f2i(0, U)

(2̺ − 2i + 1)!!(2̺ + 2i + 2)!!

=
∑̺

i=0

(2̺ + 1)! f2i+1(0, U)

(2̺ − 2i)!!(2̺ + 2i + 3)!!
(25)

for ̺ = 0, . . . , ⌊(l − 1)/2⌋. Note that these relations differ

from equations (17) by the minus sign on the left-hand

side of (25) only.

4 Summary

The kinetic equation of the electrons is frequently treated

by using an expansion of the electron momentum distri-

bution function (EMDF) in Legendre polynomials. This

approach leads to a system of partial differential equations

whose numerical solution requires suitable boundary con-

ditions. Based on relations for the macroscopic properties

of the electrons and a fundamental integral relation of Leg-

endre polynomials using a half-range integration technique

in the angular space, relations between the expansion coef-

ficients of the EMDF with an odd index and the expansion

coefficients with an even index have been derived. These

energy-dependent relations can be used as boundary con-

ditions for spatially one-dimensional discharge configura-

tions with plane-parallel electrodes. In particular, the new

boundary conditions at the cathode yield a numerical solu-

tion of the electron kinetic equation which almost matches

the prescribed profile. It has be shown that an improve-

ment of numerical solutions can be achieved at a slightly

higher computational cost when using Eq. (12). The ap-

proach presented makes it possible to treat correctly the



10 M.M. Becker et al.: Boundary conditions for the electron kinetic equation using expansion techniques

influx of electrons due to, e.g., ion impact onto the cath-

ode or thermionic emission as well as the partial reflection

of electrons at the wall on the microscopic level. Its exten-

sion to obtain boundary conditions for arbitrary moments

of the kinetic equation is immediately possible.

This work was supported by the Deutsche Forschungsgemein-

schaft within the SFB TR 24.

Appendix

The well known double factorial notation

n!! =



































n · (n − 2) · . . . · 3 · 1 for n > 0 odd

n · (n − 2) · . . . · 4 · 2 for n > 0 even

1 for n ∈ {0,−1}

(26)

can be extended to negative integers using the rela-

tions [40]

(−(2n + 1))!! =
(−1)n

(2n − 1)!!
(27)

(−(2n))!! = ∞ (28)

for n ∈ N. Eq. (28) is a direct consequence of the general

relation (2n)!! = 2nn! with n! = ∞ for n < −1 [40].

With the definitions (26)-(28) and n/∞ = 0 for every

−∞ < n < +∞, the fundamental integral relation

1
∫

0

dx xkPn(x) =
k!

(k − n)!!(k + n + 1)!!
(29)

for the Legendre polynomials holds for arbitrary k, n ∈

N0. Obviously, Eq. (29) is fulfilled for n ∈ {0, 1} and any

k ∈ N0. Its general validity is proven by induction. Using

the recurrence formula [40]

Pn+1(x) =
2n + 1

n + 1
xPn(x) − n

n + 1
Pn−1(x) (30)

for the Legendre polynomials with n ≥ 1, it follows that

1
∫

0

dx xkPn+1(x)

=

1
∫

0

dx xk

[

2n + 1

n + 1
xPn(x) − n

n + 1
Pn−1(x)

]

=
2n + 1

n + 1

(k + 1)!

(k − n + 1)!!(k + n + 2)!!

− n

n + 1

k!

(k − n + 1)!!(k + n)!!

=
k!

(k − (n + 1))!!(k + (n + 1) + 1)!!
. (31)

In the final step, the equation n!! = n · (n − 2)!! has been

used. It even holds for the double factorial of negative

integer arguments.

Note that Eq. (29) provides a much simpler expres-

sion for the integral at the left-hand side than the well

known solution of this integral in terms of the Gamma

function [41]. Furthermore, notice that the relation

0
∫

−1

dx xkPn(x) = (−1)k+n

1
∫

0

dx xkPn(x) (32)

holds for k, n ∈ N.
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