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Abstract

We study a model of diffusion in a brownian potential. This model
was firstly introduced by T. Brox (1986) as a continuous time analogue
of random walk in random environment. We estimate the deviations
of this process above or under its typical behavior. Our results rely
on different tools such as a representation introduced by Y. Hu, Z. Shi
and M. Yor, Kotani’s lemma, introduced at first by K. Kawazu and
H. Tanaka (1997), and a decomposition of hitting times developed in
a recent article by A. Fribergh, N. Gantert and S. Popov (2008) . Our
results are in agreement with their results in the discrete case.
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1 Introduction.

Process in random media have been introduced in order to study physical or
biological mechanisms such as the replication of DNA. The first model, in
discrete time, goes back to A. Chernov [5] and D. Temkin [23]. It is now well
understood : see, for example [2I], [20], or [I4]. A continuous time version
of this process has been introduced by S. Schumacher [19], and studied by
T. Brox [4]. It can be described as follows.

Let (W (z))zer be a one-dimensional brownian motion defined on R
starting from 0, and, for k € R,

We(x) == W(x) — gx
Let (5(t))¢>0 be another one-dimensional brownian motion, independent
of W. We call diffusion process with potential W a solution to the (formal)

equation
1
dXy =dp; — §W,;(Xt)dt. (1.1)

W/ has clearly no rigorous meaning, but a mathematical definition of (I.T)
can be given in terms of the infinitesimal generator. For a given realization
of Wy, X; is a real-valued diffusion started at 0 with generator

w4 [ ~wua) 4
26 dx € de )

This diffusion can also be defined by a time-change representation :
Xe = AT (B(TH(1),

where

Au(z) = /O W) dy,
t

To(t) = / ¢ 2Wel AT (B g
0

and B is a standard Brownian motion. A, is the scale function of this

process, and its speed measure is 2e~Wr(®) dg:.

Intuitively, for a given environment W, the diffusion X; will tend to go
to places where W, is low, and to spend a lot of time in the “valleys” of
W,. If the environment is drifted (k > 0), the process will be transient to
the right, but it will be slowed by those valleys (see figure [Il). This will be
explained more precisely in section [

For general background on diffusion processes and time-change represen-
tation we refer to [17, [16], [10].

We will call P the probability associated to W, Py the quenched proba-
bility associated to the diffusion, and P := P ® Py the annealed probability.
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drift

Valley X

Figure 1: A “valley”.

T. Brox gave a result concerning the long time behavior of the diffusion
in the case k = 0. Namely, under the probability P,
Xi
Ly,
(logt)?
where U follows an explicit distribution.
The case k > 0 was studied both by K. Kawazu and H. Tanaka ([13]) and
Y. Hu, Z. Shi, M. Yor ([9]) and exhibits a “Kesten-Kozlov-Spitzer” behavior:
when k > 1, the diffusion has a positive speed; when k = 1, under P,

Xilogt
t —

in probability, while, when 0 < k < 1,
Xy
tK/

in distribution, where V follows the inverse of a completely asymmetric

stable law.
We are interested in the deviations between X; and its asymptotic be-

havior, in the case 0 < k < 1.

This questions have already been studied in the other cases, we refer to

[8] for estimates in the case k = 0, and to [22] for large deviation estimates

in the case k > 1.

4

-V

Our study will split into four different problems, indeed the quenched
and annealed settings present different behavior, and for each of them we
have to consider deviations above the asymptotic behavior (or speedup) and
deviations under the asymptotic behavior (or slowdown).

We start with the annealed results. For u and v two functions of ¢, we
note u > v if u/v —_ 5 0.
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Theorem 1.1 (Annealed speedup/slowdown) Suppose 0 < k < 1, and
u — 00 s a function of t such that for some € > 0, u < t' "¢, then there
exist two positive constants Cy and Co such that

—logP (X} > t"u)
1

lim = (1, (1.2)
t—00 wi—r
and if logu < t*,
tKi
tlim ulP (Xt < E) = (Cs. (1.3)

Furthermore, the results remain true if we replace X; by sup,, Xs.

This is in fact a easy consequence of the study of the hitting time of a
certain level by the diffusion. We set H(v) = inf{t > 0 : X; = v}. We have
the following estimates.

Theorem 1.2 Suppose 0 < k < 1 and e > 0. For u — 0o v — 00 two
functions of t such that for some e > 0, u << v'™F7¢, there exist two positive
constants C'1 and Cy such that

u

~10gP [H(v) < (2)""]

lim 1 = Cl, (14)
t—oo ul—r
and if logu < v,
lim uP [H(v) > (vu)l/”] = O, (1.5)

The proof of this result involves a representation of H(v) introduced in [g].

We now turn to the quenched setting. We have the following estimates
for the speedup

Theorem 1.3 (Quenched speedup) Suppose 0 < k < 1, and u — oo is
a function of t such that for some € > 0, u < t'7"7¢, then there exists a
positive constants Cs such that
. —log Py (X} > t"u)
lim -

t—o00

=(C3, P—a.s..

ul—-r
Furthermore the result remains true if we replace Xy by sup,<; Xs.

As before, the proof of this will reduce to estimates on the hitting times.

Theorem 1.4 For u — oo v — oo two functions of t such that for some
e>0,u << v 8, then
—log Py [H(v) < (%)1/,@}

T =C3, P—a.s.. (1.6)

ul—~x

lim
t—oo
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For the slowdown, our result is less precise.

Theorem 1.5 (Quenched slowdown) Suppose k > 0. Let v € (0,1 A k),

then
log(— log Py |H (t¥
i SECIRPVH) > ) _ 2y, 5 p g
t—00 logt K k+1
log(— log Py | X v
lim 108(= 108 Pw[ Xy < ¢7]) (1= r " Poas. (19)
t—o0 logt K k+1

Corresponding results for Random Walk in Random Environment have
been developed in a recent article from A. Fribergh, N. Gantert and S. Popov
[7]. Our proof of the last result is quite inspired from theirs.

The article will be organized as follows :

e In Section 2 we show Theorem [I.T] and [T.2],
e In Section 3 we show Theorem [L.5]

e In Section 4 we show Theorem [[.3] and [[-4]

2 The annealed estimate.

For any nondecreasing function u(t), we will denote by u~'(t) := inf{v :
u(v) > t} the inverse function of u. We start with some preliminary state-
ments.

2.1 Preliminary statements.

We first recall the Ray-Knight Theorems, they can be found in chapter XI
of [16]. Let LY be the local time at = before ¢ of a brownian motion 7, and

T = (LQ)_I(t) the inverse function of LY. Let o(z) be the first hitting time
of x by ;.

Statement 2.1 (First Ray-Knight Theorem) The process {Lg(_at) beso is
a squared Bessel process, started at 0, of dimension 2 for 0 <t < a and of
dimension 0 fort > a.

Statement 2.2 (Second Ray-Knight Theorem) Let u € RT, The pro-
cess {Li(u)}tZO is a squared Bessel process of dimension 0, starting from
U.

We have a useful representation of H(v), due to Y. Hu and Z. Shi (2004).
Let

H(v)
b1(v) = / 1ix,>01ds,
0
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and
H(v)
0a(v) :/0 Lix,<0yds,
such that H(v) = 61(v) + 02(v).

Statement 2.3 Let k > 0 and v > 0. Under P, we have

(01(v), 0(v)) 2 <4 /0 ' (eE"‘(S) - 1) ds, 16To_o, (eidv)/? . 1)> .

Where Yo_o.(x ~> y) denotes the first hitting time of y by a Bessel process
of dimension (2—2k) starting from x, independent of the diffusion =, which
1s the unique nonnegative solution of

t
EAQ:/\M—@EMM@+/iQ£+1+Kfa@>@ﬁzo.Qﬂ
0

t
o L2 2

B being a standard brownian motion.
We shall use the following lemma from [22](Lemma 3.1).

Statement 2.4 Let {R:}+>0 denote a squared Bessel process of dimension
0 started at 1. For all v,d > 0, we have

(14 0)v 52
P 1 PN AL/ (U |
(f;igpv e =11 > 5) SR S T

We now turn to the proof of Theorem

2.2 Proof of Theorem

Our proof will be separated in two parts : in the first part we will deal with
the positive part of H(v), 0, then we will focus on 65.

2.2.1 The positive part.

In view of statement [2.3] we set
Zt = EEK(t) — ].,

then Z; is the unique nonnegative solution of

1-— 1
dZy =\ Zi(1 + Zy)dB; + < 5 "7+ 5) dt,

and

01 (v) :4/ Zydt.
0
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We call - .
f(z):/1 ﬂds (2.2)

S

the scale function of Z;.

We have .
[P+ Zy)
f(Zy) = /0 Tdﬁs-

By the Dubbins-Schwartz representation (see chapter V, Theorem (1.6) of
[16]), there exists a standard Brownian motion () such that

t 2k+1
1) = ([ S s ) = oo, (23

(NI

We introduce

—1 ! ZOCS
A A T

t _1 .
:/0 [1+;—1((,::))]1+2nd3 3:/0 h(vs)ds. (2.4)

We obtain easily the following equivalents

~z—0 IOg 2

~z—00 (“Z)l/na

We continue with a lemma, whose proof is postponed. Let 74 be the
inverse local time of ~.

Lemma 2.1 Let ¢ > 0, ¢, = [;° h(z)dz. Let w(t) — oo, such that
w(t)/t — 0. Then fort large enough,

P <p(t) > T+> < exp (—w),

(1—3€)cy,

and

P (o) <7y ) < ewicu).

(143€)cy,

Let ¥ < v, in view of (Z3)),
2

B v B p(v) (f—l(%)) B p(v) )
0w =4 [ 1 ops =4 [ U+f%MMMM%A m?%
2.5
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0

Using lemma, [Z.1], with probability at least 1 — e~ 7,

01 (v) _ /(H) g(r)ds. (26
0

[ o) g0 < 500 <
0

1_
K

One can easily check that g(z) ~o (k2)% 2, and g(x) ~_o €?*. In view
of this it is clear that the most important part of the preceding integral will

come from the high values of v,. To be precise, for w € [(ng)cw (1—§e)ch

and some large constant A, we have

Tw A Ajw
[ tncads = [ gz as =t [ gowpns, as
0

—00 —00

—Alog(w)®/ Afw
= w2/ g(sw)L3 ds + w2/ g(sw)L3, ds := Jy + Jo.
—Alog(w)® /w

— 00

(2.7)

Using statement 24 for some constant C' > 0, P(J; > wlog(w)’) <
Ce™". Recalling that, under the assumption of theorem [[.2], v < (“)1/ " we

get that, for any § > 0, as t — oo,
v l/li _ v
PlJy >0 (—) < (e (log )10
U

We postpone the proof of the following

Lemma 2.2 for every d >0, ast — oo,

v l/li _ v

P [Jl > 6 (—) } < Ce o™,

U

As a consequence, for every § > 0, as t — oo,
Tw v l/li _ v
P {/ 9(7s)1y,<ads > 20 (—) } < Ce (000 (2.8)
0 u

It remains to deal with fOT“’ 9(7s)14,>4ds. Due to the equivalent of g, for
every € > 0, for A large enough

19 (/ ws)l/“—zlwods—f’)g | 0010
0 0
T 1/k—2
<0 [0V s, (29)
0

where

Tw Ajw
0 0
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by the same computations as above. Using statement [2.4] for some constant
C’ > 0, with probability at least (1 — e‘Cl”), Lg(l) is lesser than, say, 100
on [0, A/w]. Therefore

Ajw
I' < 100w'/" / Y5 2dy < 1000AY L, (2.10)
0

By the same proof as on page 218 of [I1], the process

U, = / () 521,
0

is an asymmetric k-stable subordinator, more precisely

A
E [exp —EUS} = exp (—scx\"),

.\ 2
where ¢x = 5 (%) . From a result of de Bruijn (see p 221 of [1I]),

there exists a constant Cj such that

U, 1 1/k 1 1/k |
log P n < <—> =logP |U; < (—) ~oo —Cout-r.  (2.11)
s U U

Similarly, by standard estimates on stable laws, for u — oo, there exists a
constant C{; such that

P Us > ul/f] ~ 26.
sl/k *

(2.12)

This, together with (26]), (2.8), (Z9) and 2I0), implies that, for u — oo,
u < v 7" there exists positive constants C; and C5 such that,

—log P |61 (v) < (2)/"
lim [1 - () ] =0
t—00 ul-r

and for u < e,

where c
Cl — 41*& i
11—k
,
and o
Cy = 4820
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2.2.2 The negative part.
To finish the proof of Theorem [[.2] we need to deal with #;. Note that for

e >0,
p [Hv < (%)W] <P [01(11) < (%)l/“} , (2.13)

hence the lower bound in (4] is direct.

We now turn to the upper bound. We recall that v and v are two
functions of ¢ such that u < v'=#7¢. This implies in particular that u < v.
Note that

P [01(2)) <1-9 (%) 0w < (3)”“} <P [H(v) < (3)”“} |

u u u
(2.14)
Using statement [Z3] we obtain
v\ 1/k v\ 1/k
P [01(11) <(1-¢) (5) 0a(v) < ¢ (5) ]
_ Ee(v)/2 v\ 1/x VAL
—P {THK (e 1) <c (u) 01 (v) < (1—¢) (u) . (2.15)

By a scaling argument, we get, for a > 1

a

1
P(YTo-9x (Va~1) <a) =P (Tg_gn <1 ~ 7) < 1) >C>0. (2.16)
We recall from section [2.2.1] the representation

=) — 1 = 1 (y(p(t))).

Let 0 < € < £/1000, and 6 < €/3 we call A the event that the condition of
lemma, [2.1] is fullfilled, that is

A= {7 /1430)en < P(V) < Ty/(1-3)ep | »

Set € < (ek)Y/* /2, we introduce the event

(
B:= sup y(s) < €= 3.
Tv/(l+35)ch<8<Tv/(1735)ch u

Formula 4.1.2 page 185 of [3] (and the Markov property) implies
P[B] > e
for some positive €. We recall from section 2.2.1] the representation

=) — 1= 1 (y(p(t))),
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where f~! is an increasing function such that f=1(2) ~ 2%/k. Therefore
for ¢ large enough, on BN A,

&) < ¢ (%)1/“.

Recalling equation (2.14]), (2.I5]), and Lemma 2T we get for ¢ large enough

P [H(v) < (%)W]
> P(B)P [THK (eE~<v>/2 . 1) <c (%)”“ 01(v) < (1—¢) (3)1/” \B}
rea (= (8) ) <o (9"

emv><<1_5>(%)”“uﬂ-—P«Bﬂ%AﬂB)

> P(B)P

Recalling lemma 2.1l we get

P(B)P(A°|B) < ¢ Tosv.
On the other hand, To_of ( € (%)1/'{ ~ 1> is independent of B and 61,
v\ /K v\ 1/K
T (D) 1) <<(2)] >

by (2.10)); therefore the upper bound in (LZ]) will follow as soon as we show
that

and

P

—logP [0,(v) < (1 —¢) ()" |B
—los Lu<€ @@)\]SQ+M¢

t—00 ul-r

where p(e) — 0 as ¢ — 0. We recall from equation (2.0]) that
_ 2
(f 1(%))
[+ 2] T

where f has been defined in ([2.2]).
We now recall from equation (Z.6]) that, on A

91 (’U)

g(z) =

T v
g/ ((1*3€)Ch>g(f}/s)ﬂ%>0d57

0
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therefore

Once again, P[A°|B] is easily bounded. On the other hand, by Ito’s brownian
excursion theory (see for example chapter XII of [16]), for every [ € R, v(7;+
t) is a brownian motion started at 0, independent of (y(t)),<,,. Therefore

P [/OT(u—ébch) g(ys)ds < (1 —¢) (%)W |B]
>Pp U()T<u+f5e>ch> g(vs)ds < (1 — 2) (%)W \B}

P /T(m) g(vs)ds < e (%) e |B

The event in the first probability on the right hand side is independent
from B, therefore the conditionnal expectation is equal to the expectation
and we can apply the results of section 2Z22.T] to get

v 1

logP [/O(W) g(ve)ds < (1 — 2) (5)1/” \B} < (Crpm () +o(1))uT.

On the other hand, using the Markov property,

P /YW) g(vs)ds < e (%) Hn |B

Tsv ]./Ii
=P [/ g(vs)ds < € (2) | sup s < ¢ ,
0 u u

0<t<Tsy

_ 1 1 o .
where § = =39 ~ [=39a)" Note that, as the positive and negative
excursions are independent, fOT‘s” 9~ (7s)ds and B are independent, therefore
we only need to bound

Tou e (v\1/r U
P [/0 g(vs)ds < - (—) | sup s <e E]

2 \u 0<t<Tsy

o . e (o\/m
—P UO 9(@)L%, dv < (E) e = o} .
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where o = €' 2.

Intuitively, it seems clear that fooo g(x)L%, dx will have better chances
to be small if L2, = 0, we are going to give a rigorous proof of that.

Note that, using the second Ray-Knight theorem (Statement 2.2), L7,
is a squared Bessel process of dimension 0 starting from dv. On the other
hand, under P[-|L = 0], L7, is a squared Bessel bridge of dimension 0
between dv and 0 over time « (we refer to section XI of [16] for the definition
and properties of the Bessel bridge).

We are going to use Girsanov’s theorem in order to compute the equation
solved by the squared Bessel bridge of dimension 0. Let P, and P7, be
respectively the distributions of the Bessel process of dimension 0 started at
x and the distribution of the Bessel bridge of dimension 0 between x and 0
over time a. Let E; and Ef ; be the associated expectations. Let X; be the
canonical process and F; its canonical filtration.

Using the Markov property, we get, for every F-measurable function F,

E.[F(Xs,s <t),Xq=0]
P.[X, =0]

PXt [X(a—t)

P.[X, =

rolF(Xs, s <)) =

—E, |F(X,,s<t) :] 0]] = B, [F(Xs, s < h(Xs, 1)];

where h(s,t) can be explicitely computed (see for example Corollary XI.1.4

of [16]). We get
X Xt

Using Ito’s Formula, we can transform this expression to get

b X
h(Xy, t) = — ——dX; — % _ds).
o) =ew (= [[ gyt [ o)
Recalling that, under P, X; is a solution to
dXy = 2+/ X1 d0,

where 3 is a Brownian motion, we get

h(Xy,t) = exp <—/Ot VX dﬂs—F/Otz(Lds).

(o — s) a—s)?

Therefore, thanks to Girsanov’s theorem (see for example Theorem VIII.1.7
of [16]), under P,

t
X
Xt:a:+/ \/X5d58—2/
0

t
ds.
o (@—3s)
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Coming back to our original problem, we obtain that, under P(-|L$, = 0),
L7, is a solution to

t
Xt:5v+/ \/Xsdﬂs—2/ Xs
0

t
ds.
o (a—s)

while, under PP, L7 " is a solution to

t
X, = dv +/ VX ,dBs.
0

Therefore, as there is pathwise uniqueness for these equation (see for ex-
ample Theorem I1X.3.5 of [16]), the comparison theorem (see [24]) allows us
to construct a couple (X, X®) such that X follows the same distri-
bution as L7, ~under P, X () follows the same distribution as L7, ~under

P(-[Ly = 0) and X M > X@ almost surely. Then one gets easily that
the distribution of [ g(x)LZ, dx under P(-|L% = 0) is dominated by its
distribution under P. Then the upper bound in (L4)) follows easily by the
results of section 2.2.1]

We now turn to the proof of (LE]). We have the trivial inequality

P[01(v) > (vu)/"] < P[B1(v) + 02(v) > (vu)'/"]
< P[01(v) > (1 — &) (vw) ] + P[fa(v) > e(vu)/*],

therefore the lower bound is direct. To get the upper bound, note that 62(v)
is increasing, so we have to show that for every £ > 0, and some s > 0,

P |:T2_2,{ (eE“(HS)/z ~s 1) > (vu)l/“} =0 <l> )

u

Recalling the diffusion Z; from the last part, we need to bound

P [YQ—QK (\/m > 1) >e€ (W)l/n}
= [P (VT - 1) > 200 dira ), (207

where p,(y) is the distribution of Z,. By scaling,

P [THH (Vztiw1)>e (w)l/ﬂ
>> (vu)l/”

1/k
) (vu)
z+1

z+1

=P

<P

1
Yo 9|1~ Yo 9. (1~~0)>¢
22< NEES 22k ( )
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It is known (see for example [25] page 40) that To_o, (1 ~~ 0) has the same
distribution as % where I' follows a distribution I'(k, 1), therefore, easy
(vu)l /K

computations leads to
K
< 1 (1+2) AL
z+1 kI'(k)(2¢)F  wv

Recalling ([2.I7)), we have, for all A >0

P (92 = E(uv)l/n) = /oA mF(ﬂ;(Qe)’“‘ - ZUZ)RdMMS(Z) " /AOO tots(2)

Using for example exercise VII.3.20 of [16], the diffusion Z; has speed
measure dm(z) = Wdz so by Theorem 54.4 of [I7] and a change of
variable in order to lift the natural scale assumption, for any ¢ bounded and

measurable,
/ §b dﬂv—l—s —>s—>oo / (b

with 7(dz) = Qiz . Therefore as s goes to infinity, and for some finite
constant c(e),

P (92 > s(uv)l/”) <

Now, taking A such that (14 A) > u!'/* and log(14 A) < v (this is possible
due to the assumptions on u and v), we get the upper bound in (L.5]).

P (Yo o (1 ~ 0) >

ole)

log(1+ A 14+ A)7"
= log(1+ 4) + (1+ 4)

2.3 Proof of Theorem [I.11

In this section we use the results for the hitting times to get the results for
the diffusion itself. We begin with the proof of (L2)). We have the trivial
inequality

P (X > t"u) <P[H(t"u) < t];

by taking v = t"u in Theorem [[.2] we get the upper bound in (I2]). The
condition u < v becomes u < t177.
To get the lower bound, note that, for every € > 0,

logP (X; > t"u)
>log [P[H((1+ e)t"u) < t]P (X > t"ulH((1 4 &)t"u) < t)]

> (1 +e)u)T7 + log P (X; > t5u|H((1 + &)t*u) < t). (2.18)

The bound in the first term coming from (L4]). To treat the second term,
note that

P (X, < t*u|lH((1 +¢)t"u) < t) < E [Pé&*‘f)t““ [igg X, < m” —

P [inf X < —Et“u} )
s>0
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by invariance of the environment.
By [12],

. B -3/2 _ 2
P [ggXt < u} <Cxzx exp (—(k/2)°z/2),

(note that ¢ in K. Kawazu and H. Tanaka’s article corresponds to —x/2 in
our setting). Therefore we get easily that, for ¢ large enough,

P(Xy < t"ulH((1+e)thu) <t) < 1/2. (2.19)

The lower bound in (L2]) then follows from equations (ZI8]) and (2.19]).
To prove (L3]), we use the fact that, for every € > 0,

ACRDIE R

o (O ] < S (022) ]

u

Taking v = t"/u, Theorem implies the lower bound, and the upper
bound follows easily by the same argument as before.

It remains to prove Lemma [2.1] and Lemma
2.4 Proof of Lemmas 2.1] and 2.2l

We begin with the proof of Lemma 211 It will turn out that once the tools
for this Lemma will we introduced, Lemma will be quite obvious. We
recall from equation (24)) that

a=p(t)" = /0 h(vs)ds,

where h is some positive, integrable function. We have

Qg = / h(z)L%, dx = tcy, —I—/ h(z) (L%, —t) da.

— o0

Our result then follows as soon as we show that, for ¢ large enough

P H/_Z h(z) (L%, —t) do > 3te

] < exp (—w).
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Let s such that s — oo and ¢/s* > w, then

/OO h(z) (L%, — t) dz = /S h(z) (L%, — t) dx

+ / " h) (L7, — 1) da
+ / " h() (L7, — 1) de

—00

=1+ Ir + Is.

By a scaling argument, and using the fact that h is bounded, we have

s s s/t
L] <C \Lft—t\dxlazvv(]t/ Lil/t—l‘dm:OtQ/ |LY — 1| dy.

—s —s/t
Then, for t large enough,
€
P(|11| > te) <P sup |LY —1] > —
vel-s/ts/t] 2Cs
€
<2P| sup |LY —1|>—1,
<ye[o,s/t}‘ 1 203)

the last bound coming from the symmetry of LY, in y. On the other hand,
using statement 221 LY, is a squared Bessel process of dimension 0 started
from 1, therefore using statement 4] with § = 55, v = s/t, we get

’t
P(|I1| > te) < C'sexp (—65—3> < exp(—w).

It is clear that, for large ¢, P(|I3] > te) < IP(|I2| > te). To bound I3, we note
that, for ¢t large enough,

s L2 s 1 aw + OOLf
\I3|§2</ —T;daz—i-t/ —2dm>1:2<—+/ —21da:>7
o T o T s Jop o

by the same scaling argument. The first part is negligible, and, using state-

ment 2.2] 1o -
/ —5-dx :/ —du,
s/t L s/t L

where Z; is a squared Bessel process of dimension 0 started at 1. The
following result from [15] allows us to compute the Laplace transform of
this random variable.
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Statement 2.5 (J. Pitman and M.Yor) Let Z; be a squared Bessel pro-
cess of dimension d, starting from x, and p a positive (Radon) measure on
(0,00) such that, for all n, u(0,n) < oco. Then one has

E [exp (— / thmt)ﬂ = du(o0) " exp (501,(0)).

where ¢, 1s the unique decreasing and convex solution of
1 /!

L(E
We note n = s/t, and A; = fnoo —5-dz. The preceding statement implies
that

1
Blexp -] = exp (3040)).
where ¢,, is the solution of:

(;5”(1’) = 2)\% 195277.

A decreasing solution on (n,00) of this equation is

(3

The condition ¢(0) = 1 and the fact that ¢’ is constant on [0, 7] implies that
C (1 — L=V/148A Véw‘) =1, thus

1—v148X
2

E [exp —\A;] = exp <2 Lo m) >

(14+v1+8\)n

As this function is analytic, for some A > 0 (not depending on t),

1—+v1-8X >
(1+vV1I=8\)n)’

E [exp AA;] = exp (2
then
1—+1—-8A >
— Xet |,
(14++v1-8X\)n

from which the result follows, as 1/n < t.
Let us now prove Lemma We recall from (2.7)) that,

—Alog(w)® /w —Alog(w)® /w 1
Ji = w2/ g(sw)L3 ds < 2/ — L3 ds.
S

—0o0

P(Iy > et) < exp <2

—00

Then the proof follows easily as a corollary of the proof of Lemma 2.1
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3 Quenched slowdown.

We now turn to the proof of Theorem As before we first recall some
useful facts.

3.1 Preliminary statements.

We recall the time change representation of X; (see, for example [9])

X, = A (B(T; (1)),

K

where

Ag(z) = /0 VW) dy,
t

() = / o~ 2Wa(AT (BO)) gg
0

and B is a standard Brownian motion.

We also need a result about Sturm-Liouville equations. Let V(t) be a
positive function of t > 0, and V (t) = fg V(u)du. We are interested in the
solution of the differential equation

2'(t) = = AV (t)z(t), t >0, z(0) =1, 2'(0) = 0. (3.1)
We have the following statement from [2] (corollary 3.2)
Statement 3.1 Let A\(V') be the supremum of all A > 0 for which a solution
to the problem (3.1)) is positive in [0,1), then

_ 1 _
1-)V(i) < — <4 1 -tV ().
A R A

We recall the following inequality from lemma 1.1.1 of [6]

Statement 3.2 Let y(t) be a one-dimensional brownian motion, then

x t x?
P sup Y(s2) =v(s1)| > 5 | Sc—exp——.
<0<81<82<t,52—51<u | ( ) ( )| 2 u 9u

We finish with a useful lemma

Lemma 3.1 let a > 0, and p a Radon measure on [0, a], and suppose there
exists ¢ a positive solution of the Sturm-Liouville equation

= 6, t>0, 9(a) =1, ¢'(a) = 0. (3.2)

Let Xy be a squared Bessel process of dimension 6, starting at x, then

E [exp ( /0 ’ Xtd,u(t)>] < ¢(0)" % exp (%%Q
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Remark: This lemma is a extension of Statement 2.5, but we do not get
equality in this case.

Proof: Let F,(t) = ¢'(t)/¢(t), by the concavity of ¢ this is a right
continuous and decreasing function, thus we can apply the integration by
parts formula to get

F,(t)X, = F,(0)z + /0 F(s)dX, + /0 X,dF,(s).

Using ([3.2), we can compute the last part

[ - [ x50 [ Sonote
/Xdu /XF

Recalling that My = X; — 0t is a local martingale, we set

Z,(t) = exp (% /Ot F,(s)dM; — % /Ot XsFu(s)2ds> ,

which is a positive local martingale, hence a supermartingale. Using the
previous computation, we get

Z“(t):exp<% [Fu(t) :13—5/ Fy( ds+/Xdu D

As Z,, is a supermartingale, E[Z,(a)] < E[Z,,(0)] = 1. Therefore the result
follows easily.

3.2 Quenched slowdown for the hitting time.

In this section we show (LJ]). The idea of the proof is to decompose the
environment in valleys of a certain size, then to study the process of the
valleys visited and the time spent in the valleys. We first give a formal
definition of what a valley is. For¢ > 0, v > 0 and ¢ € N, we set Ky = —|¢],
and

Kz'—i—l = inf {ZL‘ > K, WH(KZ) — inf W4 ( ) élothJ,
yE[Ki,x] K

W) = sup Wily) — 1} .
y>x

K; is finite almost surely, due to the transience of the drifted brownian
motion. The intervals [K;, K;+1] will be called “valleys”. An example of
such valleys is given in figure 2.
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Figure 2: Decomposition in Valleys

We introduce the sequence defined, for k& > 0 by
so=20
Sp1 = inf{t > sp, Xy € {Kj,j > 0}}.
We call Vi, = X, , Iy = max{i : s; < H(v)} and
§(i) =8{J € [0,11], Y} = Ki1, Y1 = Ki}

We set ig = max{j, K; < 0} and i; = max{j, K; < v}. By convention we

note K; 41 =wv. Let
i1—1

B=">"¢) (3:3)
i=1

denote the number of times the "walk” Y}, backtracks. Let 6(t) be the time-
shift associated to the diffusion, we set for 0 < i < iy

next(i) =inf{t >0: Xy = K;, H(K;41) 0 0(t) < H(K;—1) o 0(¢t)}
and
H™ ' (3) = H(K;11) o O(next(i)) — next(i).
We have the following decomposition of H, :
H(v) = Hingt + Hair + Hyaer + Hiepr + Hyigne,
where

Ho o — { H(Kig11) if H(Kig11) < H(Kj)
ot H(K;,) + H™(ig) 0 (H (K;,)) else ’
(3.4)
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is the time the diffusion takes to get to K,11,

t
Hleft:/ 1x, <k, dt, (3.5)
0

is the time the diffusion spends at the left of K7,
Hyight = H(v) o O(next(ir)) — next(i1), (3.6)
is the time spent to get from K; to v

i1—1

Hyr = Y H™™(i) (3.7)

i=ig+1
is the time used for the direct crossings of the valleys and

i1—1 I

Hyuer, = § E 1Yj=Ki+1,Yj+1=Kj

i=ig+1 j=0
X (H(KZ) 00(sj) —s; + H™(4) 0 O(H (K;) o «9(5]-))) (3.8)

is the time “lost” as a consequence of the different backtracks of Y.
We introduce D; = supg, «s<t<k,,, Wi(t) —Wi(s), to which we will refer
as the “depth” of the valley [K;, K;11], and

N(s,t) = {i > 1,[K;, K; + 1) [s, 1) # 0).

Note that, as seen on figure 2 there are some valleys of depth 0.
We have the following lemmas, whose proof will be postponed

Lemma 3.2 (environment estimates) Let v = t” and € > 0. P-almost
surely, for m > my, for t large enough, W € Q where Q = Q(t,m) =
A)NG({t)NGw)NB(t,m)NK(t)NL(t) and

A(t) = {maxi<;, (Kit1 — Ki) < (log(t))*},
G(’LL) = {Sup—u§r<s§u WH(S) - Wn(r) < %(IOgu + 310g IOg u)} )
B(t,m) = ﬂ;n:_ll {ﬁ{z € N(—v,v) : D; > %logvk/m + 4loglog(v)} < vl_ﬁ} ,
K(t) = {sup_t<t1<t2<t |W(t2) — Wi(t1)| < (log t)1/2 log logt} ,

|t2—t1|<l

L(t) = {Sup0<r<s<v WK(S) - W,{(T‘) > % IOgv} .

Furthermore, whenever u — o0, the event G(u) is fullfilled for u large
enough.
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We now turn to some quenched estimates: let [a,c] be an interval of R. We
call

D, = sup <max Wi(y) — min W,{(y)> , (3.9)
z€la,c] \YE[T,d] y€la,x)
D_ = sup <max Wi(y) — min W,i(y)> , (3.10)
z€[a,d \YEla,z] y€(z,q])
and
D=D_AD,.

We also introduce M := sup,¢(q,q We(z) — minge(q,q Wi(z) We have

Lemma 3.3 (quenched estimates) Let a,c, and D be as above, and W €
Q, then for some constant C, and u > 1

max P, [H(a) A H(c) > Cu(M V 1)(1V (c— a)4))eD] <e " (3.11)

z€[a,c]
We also have a bound on the number of backtracks. For f — oo, f = O(t)
Py [B> f] < Cze /. (3.12)

Finally, i+f W € Q, for some constant v, for every 1 <i <11, and fort large
enough,

P [H(Kiv1) > uy(log )PP =YD H(K; 1) < H(Ki—1)] <e™, (3.13)
PR [H(K—1) > uy(log t)?eP VP H(K; 1) < H(K;1)] <e™®, (3.14)
Py [H(Kiy) A H(Kig11) > uy(log t)2OeDio—1VDi0] <e " (3.15)

Thanks to these lemmas, we are able to finish the proof of Theorem

3.2.1 Upper bound.

We recall v = t¥. Suppose (¢, m) is fulfilled, by the previous decomposition,

t t
Py (H(v) > t) < Pw <Hinit > g) + Py <Hdi,« > g)

t t t
+ Py <Hback > B) + Py <Hleft > 3) + Py <Hm'ght > B) .

We begin with H;,;;. We recall from (B8.4]) that H;,;; is the time the diffusion
takes to get to Kj,+1. Using the precedent estimates, on G(v), we have, for
t large enough

1
Di, V Dj 41 < ;(logv + 3loglogv).
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Thus, for every e > 0,

t
Py <Hz'nz't > S)

0 tl—y//@
< Py | H(Kig11) >

TeDioVDio+1 N H(Kiy+1) < H(KZO))

tl—y//@
10

+ Py, <H(Ki ) > ePioVPio+1 0 H(K;,) < H(Kioﬂ))

K; tl—l//li D, VD: tlfu/ﬁfe
By | H (Kig 1) > —g—e 70 "ot | H (Kig 1) < H(Kig-1) | < 3e” :
Similarly, we have

t Kz t _4l—v/k—e¢
Py <Hright > g) = PW ! <H(’U) > 3|H(U) < H(Ki1—1)> <e t .

It is also a direct consequence of lemma [3.3] that, on A(t), ig > m,
whence, recalling the definition of B in (33]),

t t t
Pw (Hepn>L) <Py (B> <oxp(——1 ).
W( left 5>— W< _4log2t>_ p< 4log2t>

To deal with Hg;,., note that

i1—1
Hdir: Z T(O)(i)7

i=ip+1

where TJ(FO) (7) is the first crossing of the interval [K;, K;11]. The TJ(FO) (1) are

independent random variables, and TJ(FO) (1) follows the same law as H (K;41)
under Piyi[-|H(Ki1) < H(Ki_1)).

On the other hand, if Hg;- > t/5, then the process spends an amount of
time greater than t/20m in the valleys of depth in

(k+1)

k
— logv + 4loglog v, 1ogv—|—4loglogv] .
Km

On Q(t,m), the number of such valleys is at most vl_ﬁ, we call o(k) the
time spent in those valleys. By lemma [3.3] and the precedent remarks, for
some constant C,

o (k)
C(log t)llv(k‘i‘l)/lim

< 20(=k/m) 4 T (2[1;(1—’“/"1)], 1) ,
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where we note A <1 B for “ A is stochastically dominated by B”, and T'(k, 3)
is the Gamma distribution of parameter (k, ().

For m large enough, one can check easily that v(1—k/m) < 1—v(k+1)/m
for all £ < m, whence, for t large enough,

1—v(k+1)/km
(1—k/m) e
) >

L h 1—v(k+1)/km
< gt (1—k/ )exp e
(log t)12

< exp (—Ztl‘”(’““)/ (k) 1 log(4)t”(1—k/m)) _

P [a(k:) > %} <P

Therefore, as t — oo,
Py [Hgir > t/5] < mexp (—tl_”(k+2)/(”m)) < mexp (—tl_(H%)%) )

We now deal with Hpgep-

t
Py <Hback > g)

m—1
<> Py <Hback > é,B S [t’f/m,t(’“Jfl)/m]) + Pw[B > t].
k=0

By lemma B3] Py (B > t] < e, and
Py <Hback > %,B e [tk/m,t(k“)/m]) < Cexp (—tk/m). (3.16)

On the other hand,

i1—2 &(4)

Hback = Z ZT-E-])(Z) + TEJ)(Z)v

i=1 j=1
where
o ng)(z') is the j — th crossing of the interval [K;i1, K;].

° T(j)(z’) is the first crossing of the interval [K;, K;11] after the j — th
crossing of the interval K1, Kj].

The TJ(FJ)_(Z) are independent variables, and TJ(rj)(z') follows the same law

as H(K;11) under P§1[|H(KZ +1) < H(K;_1)], and 7'9)(1') follows the same
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law as H(K;) under PIfVQ“HH(KZ) < H(K;42)], (with the convention that
K;,+1 = v). Therefore, thanks to lemma B3],

@) ¢;
Ty (i)
- - -7 < 1
CeH (logt)10 e
for some constant C' and
H = max

Z.EN(_t(lﬂ—l) log2 ¢ ﬂf)
m

Then, for W,, € Q(n,m)NG (MLmIOth) on the event {B € [th/m, t(k+1)/m]}

H back

O(t(k’-i-l)/m/i y vl/ﬁ)(log t)lO < 2t(k+l)/m 4 P(2t<k+1)/m7 1).

Therefore, when 1 — 1 (1/ \Y% %) > ktl

K m

Py <Hback: > é,b’ € [t’“/m,t(’””/m]) < Cexp (_C'tl—é(w%)) .

Putting this together with (8I6]), we obtain

Py <Hback > é,B c [tk/m7t(k+1)/m]>
< Cexp (~CImR VIV
Putting together all the estimates, we get

i i log(—log Py [H (") > t])
t—00 logt

>  min <£v<1—l<uvu>> —i>/\<1—(1+3)5>
ke[—1,m+1] \' M K m m m’' K

2(1—5)/\ o 5 , P—a.s..
K k+1 (IAK)M

By taking the limit as m goes to infinity, we get the upper bound for
Pw[H(t") > t], namely

lim inf

log(—log Py [H (") > t]) S (1 B K) PR
t—00 logt -

K k+1

We now turn to the proof of the lower bound.
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3.2.2 Lower bound.

We suppose that L(t) is fullfilled, therefore there is one valley of depth
greater than % log v before v. Let b be the bottom of this valley, and ¢
such that b < ¢ and

1—e¢

Wi(c) — Wi(b) = - logv.

It is easy to see that H(v) > H(c) — H(b), whence
Pw[H(t") > t] > Py [H(c) > t].

We can suppose, without loss of generality, that b = 0. By the time
change representation from the preliminary statements, under Py, H(c) =
T.(0(Ak(c))), where o(x) is the first hitting time of x by a brownian motion
B. Therefore

o(Ax(c
H(C)Z/( ) W4 B g,
0

Ak(c)
- / exp (—2W (A5 ())) L 4o

— o0

B c Ag(u)
_/ exp (=W (w) Ly (s (o)) du-

— 00

The last equality coming from a change of variable in the integral. By a
scaling argument, we get

He)™ / exp (~Wi(w)) Au(Q) L2/ g,

— o
We suppose Wy, € K(t), so

A(e) > Wi(0)=(logt)*/® o (1-26) %

and Ag(—1) > —e~(080** Hence

H(c) > t1739% inf 0
(C) relAn-1)/An0)0) 7D
For t large enough, A.(—1)/Ak(c) > —1/2. Therefore by the first Ray-
Knight theorem (Statement [2.1))

PY[H(c)>t]>P| inf L >t1—2+5]
RCCEUET I

sup |Zu|<t1_%+5 ,

> P [Z{ > 2t1—%+€} P
u€(0,1/2]
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where Z; is a squared Bessel process of dimension 0 started at 0 and Z; is
a squared Bessel process of dimension 2 started at 0. The last probability
is greater than 1/2 for ¢ large enough, and the first one is explicitly known
(see for example [3]). We obtain that, for all € > 0,

1, v
Pw[H(v) > t] > exp (—Etl_erg) .

To obtain the other lower bound, note that, similarly to lemma [3.2],

almost surely, there is a valley of depth at least ;jri logt in [—t’“‘/ (k+1) 0],

let b’ be the bottom of such valley, and ¢/ > ' such that

1—¢

W, () — W, () >
() = Wult) = —

logt.

We have
Pw[H(v) > t] > Pw[H(b) < H(t")| Py [H(c) > t].
Recalling the time change representation,

Ag(t”)
Aﬁ(ty) - Aﬂ(b) ‘

when W, € K(t), we can easily show that for every ¢ > 0, as n goes to
infinity,

By [H(b) < H(t")] =

Pw[H(b) < H(t")] > exp —t=1 1,
By the same computations as for the first bound, we get
PY[H(c) > 1] > exp —tmii ¢,
Putting together both inequalities, we get

log(—log Py [H (tV) > t]) < (1 B K) A S
- k) k+1’

lim inf
t—0o0 logt

which finishes the proof of Theorem

3.3 Quenched slowdown for the diffusion.

In this section we finish the proof of Theorem[[.5l The lower bound is trivial,
since
Pw[Xt < tu] > Pw[H(tV) > t].

To get the upper bound, let m € N, note that

Py Xy < t'] < Py[H(t") > t]
= v+E v+ Bl ek v
+;PW[H<t ><t<H(t )}PW [H(t") < ]

+ Py [H@" ™) < P HE) < 1)
(3.17)
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Using the explicit distribution of the supremum before ¢ of a drifted brownian
motion (see page 197 of [3]) and the Borel-Cantelli lemma, we can easily see
that for every k € {1,m}, the event

Up(n) = sup Wi(s) — Wi(t)

(n+1)'/<s<t<n”+%

v

is fullfilled for all n large enough, therefore so does
U, = | J Uk ().
k=1

Hence on Upy, there exist i <a <b < #+% such that

W,o(a) — We(b) > gt”ﬁ

By the same computations as in part B.2.2] we get that, on U([t]),

K+ . z
Pi[H(a) < t] < Py |es? inf n Ly <t

]

v
xE[O,efgt

. _K V+%
< Pw inf . Z, < te” st ,
+_
"]

v
uE[l,l—ef_gt

where Z, is a squared Bessel process of dimension 2 started at zero. We
have

. _ Ko
inf . Zy < te”s
u€ll,1—e” &4

Py

< Pw |:Zl < 2t€_%ta:| + Py sup |Zu — Zl| > te_gta
ue[l,l—e_%ta}

Using statement with u = te~ 5" and the fact that L1y — 271 18
the Euclidean norm of a two dimensional Brownian motion, we get

Ko t
Py sup |Zy — Z1| > te” 8! ngXp—E.
te[l,1—e 847
On the other hand, by the exact distribution of Z1,

P(Zy<z)=1—e? <.
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Therefore we get that for some constant C'
Tk v b _ctrtm
Py "[H(t") <t] < PylH(a) <t]<e .
On the other hand, the bound for the hitting time implies that
Py [H (t”+%) <t<H (t”+%)] < exp (—t(l—(”“—if)/“%(ﬁl)—i)’

indeed the bound is trivial when v + k/m > k.
The same arguments apply to the other terms of ([B.I7), whence

_ v
i i log(—log Py [X: < t7])
t—00 logt

[ ()

Minimizing over k and taking the limit as m go to infinity, we get the desired
upper bound.

3.4 Proof of the lemmas.

We begin with the estimates on the environment.

3.4.1 Proof of lemma

Note that, as an easy consequence of statement 3.2 almost surely for ¢ large
enough i1 < 2t. Therefore

AW At = { o 1Kua- Kl <o) . 6y
Let us show that .
PlA(n)] = O(1/n?). (3.19)
We have
_ 2n—+1
PlA(n)] < ) PlKip1 — K; > (log (n))?]. (3.20)
=0

By invariance of the environment,
PIE: — Ko 2> (log (n))?] = PIK;1 > (log (n))?],

where

K| = min {t >0:— min Wg(s) > glogn, Wi (t) > sup Wi(s) — 1} .

s€[0,n] s>t
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On the other hand, conditionally to K;, the process W, (K; + s) — Wy (K;) is
a drifted Brownian motion conditionned to have its supremum lesser than
1. Therefore

P[Kiy1 — K; > (logn)?] = P[K; > (logn)?|sup W, < 1]
>0
< PIK; > (logn)?]
= Plsup;sq Wi < 1]

For £ > 0, P[sup;>q W, < 1] is a positive constant. It remains to bound
P[K; > (logn)?], note that if

W, ((logn)?) < —% log n,

and 3
sup Wy(t) — Wy ((log n)z) < p, logn,

t>(logn)?
then there exists one point z* before (logn)? such that infief . Wi(t) <

—3logn and W,(z*) > SUPg> .+ Wi(s) — 1 (see figure 3), therefore K <
(logn)?. Taking the complementary events, we get

PIK; > (logn)?]

<P |W, ((log n)2) > —g logn or t>(slup ; We(t) — Wi ((log n)2) > %logn .
>(logn

—%logn———— SN- - - - === - -

—glogn ———————— - == - = -

Figure 3: K,
By standard gaussian estimates,
P [I/V,.i ((logn)z) > —glog n] =0(mn™?)
and

P [ sup W (t) — W, ((logn)?) > §logn] =P [sup Wi (t) > §logn .
t>(log n)?2 K t>0 K
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By formula 1.1.4(1) from page 197 of [3], the last probability is equal to
n~3. Therefore recalling equation ([320)), this finishes the proof of (Z.I9).
Therefore, using the Borel-Cantelli lemma and (BI8]), A(t) is fullfilled for
every t large enough.
We now turn to G. We consider the process
Up:= sup Wy(t) — Wg(s). (3.21)

—o00<s<t

Note that for n = [t],

{ sup U < l(logn + 3log logn)} C G(t).
—(n+1)<t<n+1 K

The process Uy is called a Reflected Brownian Motion with drift. This
kind of process appears naturally in some queueing system models. It is
a positive and stationnary diffusion, with stationnary law the exponential
law of parameter . It is also reversible in time, therefore we can reduce to
proving that, as n goes to infinity, the event

1
{ sup U; < —(logn + 3loglog n)} (3.22)
0<t<n+1 K

is fullfilled.
In [I8] it is shown that the length of the excursions away from zero (or

busy periods) of U; follows a gamma distribution T’ (%, %) , and that the
supremum mg over one excursion of U; has an explicit law, given by
2e” ™Y
P(mo > y) = m(ﬁy — (]. — e_”y)). (323)

Let C be some large constant. We call F'(n) the event that U; makes more
than C'n excursions between time 0 and time n 4+ 1. We have

P(F(n)) <P <r (% %2> <n+ 1> - y(cgfgn%)7

where 7(-, ) is the incomplete gamma function. By Stirling’s formula,
P(F(n)) = O(((n + 1)&*/8)°"/*(Cn/2e)"“/>1/2) = o(n™*)

for C' large enough. Therefore by the Borel-Cantelli lemma, almost surely
there exists ng such that F'(n) is fullfilled for all n > ng.

On the other hand, we call G(k) the event that the maximum during the
k — th excursion is lower than 1/k(log k + 3loglog k). Recalling ([8.23]), for
k > 10,

; 1
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By the Borel-Cantelli lemma, we get that there exists ko such that G(k) is
fullfilled for all £ > kg. Take n > ng V kg, and such that

1
—(logn + 3loglogn)
K

is greater than~the supremum over the kg first excursions of U;. Then on
F(n) N pp, G(k) the event in 322)) is fullfilled. This implies the result
for G(t).

Let us turn to B(t,m). Let n = [v]. We call, for 0 <a < 1
~ 4
B(n,a):{ﬁ{ieN[—(n+1),n—|—1] : Dy > — logn—l— loglogn} <n1_“}.

Recalling the definitions of the K; and U;, we note that the event that two
different K; belong to the same excursion of U; implies that the maximum
during this excursion is at least 3/k log n, therefore, by the same argument as
before, when n is large enough, this does not happen. We can also suppose
that U; makes less than Cn excursions between time —(n + 1) and n + 1.
Thus, on these events,

ﬁ{z’ eN[-(n+1),(n+1)]: H; > %logn—i—llloglogn}

is stochastically dominated by a Binomial(2n + 1,p), where

—a

p= P[mt logn+4loglogn}<2
logn?

Whence, using Chebyshev’s exponential inequality,

P[B(n,a)‘] < exp (—n' ") exp ((2n + 1) log(1 + p(e — 1)))
< exp (4np — nl_“) .
The estimate on p, together with the Borel-Cantelli lemma, implies that,
almost surely for n large enough,

m—1
ﬂ (n,k/m) C B(t,m)
1

is fullfilled.

We finally prove that L(t) is fullfilled for ¢ large enough. Recalling the
notations concerning U; from (B.21]), we call f(n) the event that U; makes
more that m excursions before time n. Using the explicit distribution
of the length of the excursions of U, we have

P(f(n)) <P (r <m %2> > n> |
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Recalling that a I'(k,#) distribution has expectation k@ and variance k6?,
by Bienaymé-Chebyshev’s inequality, for n large,
10
C < S
PU0)) S o
Now the Borel-Cantelli lemma implies that f(n) is fullfilled for all n large
enough.

Now suppose that f([v]) is fullfilled, Note that U; and supg.s<; Wi (t) —
Wi.(s) are equal after the first 0 of U;. Call L(t) the event that there exists
one excursion of height at least 1_6 log(n + 1) between the second and the
2J -th excursion of U;. It is easy to see that

f(lw)) N L(t) C L(t).
On the other hand, by (3.:23)),

I— (log n

. 1— Toam)?
P (L(t)c) <P [mt <> Clog(n+ 1)] toar)

< (1 — (179 logn+1) (log )2

This is summable, therefore we can apply the Borel-Cantelli lemma to get
the result on L(t), then on L(t).

The result on K (t) is a direct consequence of statement
We now turn to the quenched estimates.

3.4.2 Proof of Lemma [3.3l

We begin with the proof of (8I1]). Without loss of generality we can suppose
x =0 and D = D;. We suppose |c — a| > 1, the proof being similar when
lc —al < 1.

Recalling from the preliminary statements the time change representa-
tion of Xy, we get that, under Py, H(v) = T (c(Ax(v))), where

/ eWEW) g

(1) :/ W (A (B g,
0

and o(x) is the first hitting time of # by a Brownian motion B. Therefore

o (An(@)Ao(As(e) ]
H(a) A H(c) = / o~ 2Wa(A N (B) g

0

Ak(c)
:/A " oxp (=2Wi (AL (@) LY 4, (a))ro(An () 22
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We are going to use the second Ray-Knight Theorem (Statement 2.2]) : note
that

Lo(an@nro(ane) < Loace)
and that L(f( A(0) is stochastically dominated by the local time at x before
0(Agk(c)) of a Brownian motion started at a. Therefore

Ar(c)=Ar(a)
H(a)NH(b) < / V(s)Xsds,
0

where V(x) = exp (—2W,(A;1(Aq(c) — x))), and X, is a Bessel process
of dimension 2, started at 0. We call a := A,(c) — Ax(a), and A(V) the
supremum of all A such that a solution to

y'(t) = =AV()y(t), t 2 0y'(a) =0, y(a) =1

is positive in [0, ). A(V) is usually known as the spectral gap, or Poincaré’s
constant associated to V.

By a standard change of variable in the previous differential equation,
and an application of statement 3.1}, we get

AV)

¢

< 32(Ax(c) — Ag(a))* sup (1 — t)/ e~ 2Wn(AL (Ax(@)+5(An (€)= Ax(@))) g
0<t<1 0

/An(a)'i‘t(AK(C)—AK(a))

o 2Wi (A5 () g

= 32(Ax(c) — Ak(a)) sup (1 —1t) u

0<t<1 Ax(a)

d(t)
— 32(A,(c) — Ax(a)) sup (1 — t)/ el g,
0<t<1 a

where d(t) = A (Ak(a) + t(Ax(c) — Ax(a))). Easy computations show that

C

(1= )(Au(c) — Ay(a)) = /d Lo

whence, recalling from (B.9]) that
D, = sup <max Wi (y) — min W,{(y)> ,
z€la,c] \YE[T,d] y€la,z)

we get

1 T B c .
—— <32 su e W”(v)dv/ Ve dy < 32(c — a)eP” .
)‘(V) o aﬁwgc/a T o ( )

From Lemma B we get that E[exp A(V)U] is finite, but we need an
explicit bound. Toward this goal we are going to extend the interval : let ¢/
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be such that (¢’ —a) = 2(c —a) and let us extend W, on [c, '] by a constant
function (equal to Wy(c)). We call V(z) = exp (—2W, (A (Ak(c) — 2))),

for x € [Ax(c) — Ax(d), Ax(c) — Ax(a)] and A(V') the supremum of all A such
that a solution to

y'(t) = =AV()y(t), t > y'(a) =0, y(a) =1 (3.24)

is positive in [Ax(c) — Ak (), af.
By the same calculations as before we get

# <32 sup / e_W"(”)dv/ Ve gy < 32(c’ — a)eD+
)\( ) a<z<c' Ja T

= 64(c — a)eP".

For A < A(V), let ¢ be a solution to (324]) on [A,(c) — A.(c'), o], then ¢ is
a solution to ([B:24]) on [0, o, and by concavity,
Au(d) = Alc) _ eM

A() — An(a) = 2

¢(0) >
Together with lemma 31} we get
Ewlexp(AH (a) A H(c))] < 2eM.
This, together with Markov’s inequality, finishes the proof of the first part
of lemma [3.3]
In order to prove ([B.12), note that, due to the time change representation,
and for W € Q,

K; Kiy1 - Kit1 . -1
PWZ [H(Kz‘—l) < H(Kz'—i-l)] :/ W) 10 / Wi (@) g
Ki Ki1
LW ()

e _3/2
= IZI%%:{(KZ ‘K'Z_l)eVVm(Ki—l)—(IOgt)l/2 loglogt st ’ (325)

using the fact, that, by definition of the K;, on K () N G(t),

3 2 3
; > i — > i — - — .
W (Ki—1) > Ki,lugl:{gKi W (z) + - logt > W(K;) + - logt - log log ¢
Then we have to distinguish two cases : either the walk Y} gets to the level v
in more than 3n steps or in less than 3n steps. In the first case there are at
least n steps back before H(v), and in the second case the number of steps
back is dominated by a Binomial(3n,n=%/?). Thus

3n

Pw B> f(t)] < < ; ) <#>H+P [Bz'nommz(sn,n—?’/?) > )] .
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The result follows easily from Stirling’s formula and Chebyshev’s exponen-
tial inequality.

We now turn to the proof of (B13]),(314) and (BI5). We start with
(BI3). First note that
Py [H(Kit1) > uy(log t)*eP—YPi | H(K;y1) < H(K; )]
. P‘fV(i [H(Ki_l) NH(Kiy1) > uy(log t)zoeDi—l\/Di)]
- Py [H(Kig1) < H(Ki-1)]

)

As a direct consequence of ([B.20]), we have, P — a.s., for n large enough,

Py H(Ki1) < H(EK; 1)) > %

We are going to use (B.I1) in order to bound the numerator. Note that,
due to the definition of the K,

sup Wi(s) — Wg(t) > D;—1 V D;.
Ki_1<8<t<Ki+1

On the other hand, on A(t) N K(t),
Kz'—i—l — Kz'—l § 2(log t)z,
and then

sup W (x) — min  Wy(z) < (logt)®.
wE[Ki_l,Ki_H] IE[KiflyK'H»l]

Therefore, the result follows easily by application of ([BIT]).
We now turn to the proof of (B.I4]). As before,
P [H(Ki—1) > uy(log t)PeP—1VPi H(K; 1) < H(Kit1)]
< Pl [H(K; 1) N H(Kiy1) > uy(log t)20eDi-1VDi)]
a Py [H(Ki1) < H(Ki11)]

The numerator is the same as in the proof of (8.I3]), so we only have to deal
with the denominator. We recall from (B3.25]) that

Kit1
Pl H(K;—1) < H(Ki1)) :/ @) 1y (/
Ki Ki—1

On K (t) N G(t), we obtain easily
Wﬁ(Ki)—WK(Kifl)—logt
(logt)?

Note that on A(t)NK (t), Wi (K;—1) — Wk (K;) < (logt)3. (314) follows then
easily.
The proof of (3.15]) is similar and omitted.

PR [H(K;_y) < H(Kip1)] > &
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4 Quenched speedup.
In this part we show Theorem [[.3l We first recall some facts.

4.1 Preliminary statements.

Our proof is mainly based on “Kotani’s formula”, expressed in [13],

Statement 4.1 (Kotani’s lemma) Let A > 0. Then fort >0

t
Ew [e_)‘H(t)} = exp (—2)\/ U;(s)ds), P—a.s.,
0

where Uy(t) is the unique stationnary and positive solution of the equation

1—
2

dUA(t) = Ux()dW () + (1 +—"u) - 2)\UA(t)2> dt.

(Here W (t) is the Brownian motion defined in the introduction).
We shall also use the following result from [§] (Lemma 2.4)
Statement 4.2

lim1 sup <Lf(r) — r) =0, a.s.,

T |z|<u

whenever u — oo and r > uloglog u.

4.2 Proof of Theorem [1.4l

We use the same time change method as in the annealed case, in order to
get almost sure estimates for Uy. Let

x 62/3—1—4)\3
g(m):/l pye ds.

One can easily check that g is a scale function of Uy . By the same arguments
as in section Z2.1] we get

' _ wo 1-2k 4
[oais= [ e e (s - 997 0w ) du

where y(u) is a standard brownian motion,

wu(t) = /Ot Us(s)*F exp <%(3) + 8)\U>\(3)> ds,

and

1 - ! -1 s —2neX _ 4
i = [ ) e (-t

We have the following lemma, whose proof is postponed

_ SAQ‘I(V(S))> ds.
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Lemma 4.1 Let v € R, and

D)= [ o) e (—m - 8Ag-1<w<<s>>>ds.

Then, whenever A — 0 and r > log(1/\)loglog(1/\),

Do) = (1 + 0(1))%;

and for some positive constant D,
D_5.(r) = Dr(1+o0(1)).

Let us use this lemma to finish the proof of Theorem [[L4l We get easily that
(7)) = D_g,(r). Whence, for some constant D’,

TDr(1—o(1))t < M(t) < TDr(140(1))t
almost surely, as A — 0 and ¢ > log(1/A) loglog(1/A). Therefore, under the
same assumptions, for some constant D",
I'(l—k)
(4)\)l—n

I'(l—k)

D"(1 - o(1))t =R

< /0 Ux(s)ds < D"(1+o(1))t

Thus, going back to Kotani’s lemma, for ¢ > 0, and for some constant C,
we get, as A — 0, v > log(1/\) logloglog(1/\),

exp (—C(1 + o(1))Nv) < Eyy [e-wv)] < exp (—C(1 — o(1))\v), P—a.s..

(4.1)
By application of Chebyshev’s inequality, for A as before,
v\ 1/k v\ 1/k
- < — _ — K
log Py [H(v) < (u) ] <\ (u) C(1 — o(1))vA

We call A\(x) the value of lambda that minimizes Az — Cv\". It is clear that
A(z) is a decreasing function of x, such that

Mz)z = CorA(z)"™. (4.2)

Let A* =\ ((%)1/ R) , we get easily the expression

ul—=x

A = (Ck) TR (4.3)

v

One can easily check that A* — 0, v > log(1/\*) logloglog(1/A*). Therefore
we can apply the precedent estimate to get

u

log Py [H(v) < (2)""]

lim sup —— <(k— 1)Oﬁﬁﬁ.

V—00 e
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In order to get the lower bound, we introduce a small 6 > 0. For the
sake of clarity we call € := (%)I/R. Note that for A > 0

Ey [e—A*H(U)} — By {G_A*H(v)lH(uK(l—a)a}

+ Ew [G_A*H(v)1(1_6)E§H(v)§(1+6)5} + Ew [e
=J1+ Jo + Js.

—AHE) 1H(v)>(1+6)6]

We are going to show that J; + J3 < Ew [e_)‘*H(”)]. We call F(z) =
Pw[H(v) < z]. By the Cramer-Chernoff inequality, for < e, one gets

F(x) <exp(A(x)x — C(1 —o(1))vA(z)")

= exp (=C(1 —o(1))v(1 — k) A(2)")

= exp [ (1 - 0(1))CTR (1 — k)KT-F TR g 7T 1] C(44)
Recall that .

E [e—A*H(v)} _ 6_0(1+o(1))(cn)ﬁuﬁ_

1

We deduce that for o = 2(1 — m)%,
F(ae) < Ew [e_)‘*H(“)} )

For this «, we have

(1-d)e .
J1 < F(ag) +/ e N EAF (x)

€
) (1-9)e )
= IV (1= g)e) + (- e R () + N [ e NP,

- (4.5)

Our goal is to use (£4]) in order to bound F in the last equation. The
problem is that the o(1) in (@4 depends on x. We are going to use the
monotonicity of F'(z) in order to get an uniform bound. Let n < §/1000,
n > ﬁn)n For 1 < k < n, we set zx = ke/n. Using ([&4]), there exists vy
such that, for all v > vy, and 1 < k < n,

F(xy) < exp [—(1 — ) CTR (1 — k)RR (%) 1] .

Note that for zp_1 < x < xp, T > ae, and v > vy,

K

F(x) < F(zx) < exp [—(1 - n)Cﬁ(l - /@)/@ﬁvi (a: + %)m} .
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By the concavity of the function x — azﬁ, and the condition € > x > ae,
we get easily

K
K

n - na(k—1) -

We deduce that for every € > x > ae,
P k1 Kk G
F(x) <exp [—(1 —n)°C1-+(1— /@)/ﬁlfﬂvl*fﬂa}vl} = G (4.6)

Therefore, replacing F' by e“ in ([&H), and doing the integration by parts
in the other direction, we get

1-9
Jp < e~ (1=0)eX* G((1=08)e) (1— e—as)eG(ae) 4 /( e N G(a) g

ag

(1-d)e .
= ¢Clee) +/ e N 7de®) (4.7)

£

Recalling the definition of «,
Cle) o [e—A*H(U)} 7

and the integral can be bounded by

K (1-0)e 1 2 G
C'vT=r / rriTe MG gy
QO

£

Therefore, recalling (Z1]), and (&3)) for estimates on By [e=* #()], and the
expressions of A(x) and G respectively in ([A.2]) and (4.6), one gets

Ji <EW [G_A*H(U)D_l <o(l)+ P [ S?p 5 ]exp (—Cﬁmﬁvﬁ
w€fac,(1-6)e

[(1 )21 — K)a TR 4 keTT — T (1 4 0(1))]) .

where P is some polynom in (u,v) and the terms between the brackets come

. . -1 .
respectively from e“, e and (EW [e_)‘ H (”)]) . By a change of variable
in the sup, we get

J1

—EW [e—)\*H(v)] <o(l)+

Pexp (~(ComF @™ it [(1- s+ rs 1 0l1)] ).
s€[a,(1-6)]
(4.8)
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For n and o(1) very small,

inf 1—n)2sm1(l— —1+o0(1
ot P ) s = 1 o(1)

is positive by concavity of the function s — sﬁ(l — k) , therefore as an
easy consequence

J, < Ew [e—”’ (ﬂ .

We now deal with J3. As before we get

J3 < e_(1+5)5)\*F((1 + 5)5) + Xk/ e_A*xF(a:)da:
(14+9)e

for >0, as F(x) <1
A /00 e NTF(z)de < e PN = exp (—ﬁ(Cl@)ﬁuﬁ)
€
therefore for some 8 depending on x,
R(e) := \* /00 e NTF(2)de < Ew [e_)‘*H(”)] .
€

by the same argument as for J;, we get that, for any € < z < (¢, for v large
enough,
F(z) < %@,

therefore

B
Js —R(E) < e—(1+6)€>\*eG((1+6)6) +)\*/ ‘ e—A*xeG(x)dx
(146)e

By the same computation as we did to get to (L)), we have

J3

_— 1
By JexAwm] < oWF

Pexp (—(C’v)llﬁ(sm)lnw Se[(igfa 5 [(1 - n)2sﬁ(1 —RK)+Krs—1+ o(l)]) .
’ (4.9)

As before, we can take 1 small and get
J3 < Ew [e‘**H (ﬂ :
Therefore we get that, as v — oo,

Jo > %EW [e_)‘*H(U)} .
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Recall that
Jo = By [E_A* 101 §)e<Hw)<(146)e } < e My [H(v) < (1+0)e].
Note that the preceding computations remain true for v’ := (149)"u, whence

log Py [H(v) < (2)"/"] . L.
lim inf . > (146)Tw (1 — 0k — 1)CTrrTw,

vV—00 wir

Taking the limit as § — 0, we get the result.
It remains to prove lemma [£.1], which is the purpose of the next section.

4.3 Proof of Lemma [4.1].
Let v =1 — 2k, and

™ . 4 B
D= M) e (—m—wg 1<v<s>>>ds.

_ /OO g (s)" exp < g—%) - 8)\9_1(3)) Ls ds.

</ / " /g<> eXp( %(S) _8)‘9_1(5)>Lird8

= ]i + Jé + ]37

where a is such that ¢ > 1/ and

€4Aa

el
4)\a_0g

A

1
log log log .

We shall use the following consequence of the law of large numbers : let
f:R — R such that [ |f(z)|dz < oo, then

lim 1 f VL7 dv = / f(x (4.10)

r—oo T

Note that, for x < 1 and A < 1/4,

2/5+4A5 2/x+l
|<>\—/ ds <

S xl—n’

therefore, for some constant ¢ > 0, for all x <0 and A < 1/4 we have

> log —. (4.11)
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On the other hand
0 1 4 1
I:/ - s”exp<—7—8)\_ s)Lids
1 - g ( ) g_l(S) g ( ) r

< /_(; g 1(s)” exp (-g_%)L;ds.

Using (@I1)), it is not difficult to check that g~1(s)” exp (—
grable on (—o0,0), therefore an application of (£I0) lays

%@)) is inte-

.[1 = O(T’)
Let us now treat I3. Note that for y > a, yA — oo and for some constant
¢>0 40 4\
1 [Y e* Y s
2/1 Sl_ﬁds <g(y) < c/l Sl_ﬁds
and
Y 64)\5 1 4y es 64)\y
——ds = —ds=1(1 1 — . 4.12
J; st =g, e = o) <4Ay> (412

As yA — oo, we get
g(y) < 2ce™.

Therefore, for © > g(a), 20eM97 (@) > 1 50 g Yz) > ﬁlog 5. Therefore,

using (EI0) we get, for some constant ¢ > 0,

> -1 w0 _—8\g~ () 7= / > 10g((1)/20) vV 27z
I3 < (g7 " (x))""Pe oM LI dx <c — x~°L7 dx
9(0) ' glo) \ AA '

_ > (og(z/2¢) " _ r

/ 1/2 3/2rx 3.

< (g(a) ™ /1 <T 2L da = 0<W)
To deal with I5, note that, by the definition of a and (£.12]),

r > g(a)loglog g(a).

Therefore we can apply statement to get

g(a)
IL=r(1+ 0(1))/0 g 1(s)" exp <_%((9) —

By a change of variables ¢g~!(s) =y, as A — 0, the last integral is equal to

8)\g_1(s)> ds.

/‘(L e—%—4Ayd _(1+ (1)) 1 /‘4)\0, e~ J
| gyt T Oy [, e
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Recalling the definition of v we have v +x =1 — kK > 0, then

L =r(1+ 0(1))%.

This finishes the proof of the first part of lemma[dIl as 1 —x > v V0.
To treat the case v = —2k, let b < 1 be such that b — 0 and —g(b) =

0 (#) . As before, we separate the integral as follows
g logr

g(b) g(a) oo ) 4 )
D, = / —I—/ —I-/ g (s)" exp <_T —8\g~ (s))Ldes
—0o0 g(b) g(a) g (S)
=1+ Ih + I
I is similar to the precedent case, with v < 0, so we get I = o(r). We have

easily
0
3
I < e_ll;/ “L(s)” exp (—7
=t L e g

The integral is a O(r) by the same proof as for Iy, therefore

—8\g ! (s)> L3 ds.

By the same proof as for Iy, we get

Iy =r(1+o0(1))I3,

2 2 2
a 6—5—4)\31 1 e—§—4>\y a 6—5—4)\31
ﬂ=/ ———@:/-———@+/———wy
2 ) yltr b yltr 1 yltr

The first part converges, by dominated convergence, to

with

and the second part is equal to

4ra ,—8A/u—u
4N ”/ ——du.
( ) AN ultr

One can easily check that the integral is bounded, therefore this part goes
to zero. This finishes the proof of lemma [£.1]
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4.4 Quenched Speedup for the diffusion.

In this section we prove Theorem [[.3l The upper bound is a trivial conse-
quence of Theorem [[.4], since

Pw[Xt > t“u] < Pw[H(tH’u,) < t].
To get the lower bound, let € > 0. Note that
Pw[X, > t"u] > Py [H((1 + &)t*u) < | PUTI  [H (#7u) > 1).

Note that almost surely, for ¢ large enough, we can find t"u < b < ¢ <

(1 + &)t"u such that

W,o(b) — Wi(c) > %t“u.

It is clear that
P H (tu) > t] > PG, [H(b) > t].

By the same computations as in [3.2.2] one gets easily that
Py [H((b) >t] >1/2

for t large enough. Taking the limit as ¢ — 0, this finishes the proof of
Theorem [I.3]
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