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#### Abstract

This paper revisits models of typed $\lambda$-calculus based on filters of intersection types: By using non-idempotent intersections, we simplify a methodology that produces modular proofs of strong normalisation based on filter models. Non-idempotent intersections provide a decreasing measure proving a key termination property, simpler than the reducibility techniques used with idempotent intersections.

Such filter models are shown to be captured by orthogonality techniques: we formalise an abstract notion of orthogonality model inspired by classical realisability, and express a filter model as one of its instances, along with two term-models (one of which captures a now common technique for strong normalisation).

Applying the above range of model constructions to Curry-style System $F$ describes at different levels of detail how the infinite polymorphism of System $F$ can systematically be reduced to the finite polymorphism of intersection types.
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## 1 Introduction

Intersection types were introduced in [CD78], extending the simply-typed $\lambda$-calculus with a notion of finite polymorphism. This is achieved by a new construct $A \cap B$ in the syntax of types and new typing rules such as the one on the right, where

$$
\frac{M: A \quad M: B}{M: A \cap B}
$$ $M: A$ denotes that a term $M$ is of type $A$.

One of the motivations was to characterise strongly normalising $\lambda$-terms, namely the property that a $\lambda$-term can be typed if and only if it is strongly normalising. Variants of systems using intersection types have been studied to characterise other evaluation properties of $\lambda$-terms and served as the basis of corresponding semantics [BCDC83, Lei86, vB95, Ghi96, DCHM00, ABDC06].

In particular, intersection types were used to build filter models of $\lambda$-calculus as early as [BCDC83]. For instance, [ABDC06] reveals how the notion of intersection type filter can be tuned in different ways so that the corresponding filter models identify those $\lambda$-terms that are convertible by various restrictions of $\beta$ - and $\eta$-conversion. Here we rather develop the approach of [CS07] showing how filters of intersection types can be used to produce models of various source typing systems; [CS07] provides a modular proof that $\lambda$-terms that are typable in some (dependent) type theory (the source system) are typable in a unique strongly normalising system of intersection types (the target system), and are therefore strongly normalising.

The contributions of this paper are threefold:

## A new target system.

First, we show an improvement on the methodology of [CS07], changing the target system of idempotent intersection types to a target system that uses nonidempotent intersection types (which also departs from [ABDC06]). In other words we drop the assumption that $A \cap A=A$, which corresponds to the understanding of the judgement $M: A \cap B$ as follows: $M$ can be used as data of type $A$ or data of
type $B$. By dropping idempotency the meaning of $M: A \cap B$ is strengthened in that $M$ will be used once as data of type $A$ and once as data of type $B$.

The benefit of that move is that the strong normalisation of this new target system follows from the fact that typing trees get strictly smaller with every $\beta$-reduction. This is significantly simpler than the strong normalisation of the simply-typed $\lambda$ calculus and, even more so, of its extension with idempotent intersection types (for which [CS07] involves reducibility techniques [Gir72, Tai75]). Strangely enough there is no price to pay for this simplification, as the construction and correctness of the filter models with respect to a source system is not made harder by non-idempotency.

While this improvement concerns any of the source systems treated in [CS07], we choose to illustrate the methodology with a concrete source system that includes the impredicative features of System $F$ [Gir72], as suggested in the conclusion of [CS07]. As explained below, this choice is motivated by an original study of polymorphism.

We propose as a target system a variant of the system in [BL11], which refined with quantitative information the property that a $\lambda$-term is strongly normalising if and only if it can be typed: the length of the longest $\beta$-reduction sequence starting from a strongly normalising $\lambda$-term can be read off its typing tree. That system was inspired by the pioneering work of [KW99, NM04] as well as [dC05, dC09], where these ideas were connected to the tradition of resource and differential $\lambda$ calculi [BCL99, ER03, BEM10] and semantics of linear logic [Gir87]. Although from linear logic have emerged typing systems providing control over the complexity of functional programs [Bai02, BM03, Laf04, GR07], let us emphasise that no linearity constraint is here imposed and all strongly normalising $\lambda$-terms can be typed (including non-linear ones). In this we also depart from the complexity results specific to the simply-typed $\lambda$-terms [Sch82, Bec01].

## Orthogonality models.

The second main contribution of this paper is to show how the above methodology can be formalised in the framework of orthogonality. Orthogonality underlies linear logic and its models [Gir87] as well as classical realisability [DK00, Kri01, MM09], and is used to prove properties of proofs or programs [Par97, MV05, LM08].

We formalise here a parametric model construction by introducing an abstract notion of orthogonality model, which we illustrate with three different instances:

- one instance based on strongly normalising $\lambda$-terms, which captures the traditional
use of orthogonality to prove strong normalisation (adapted from [Par97, LM08])
- one instance based on $\lambda$-terms that are typable with intersection types
- one instance based on filters of intersection types

To our knowledge, this is the first time that some filter models are shown to be captured by orthogonality techniques. Also, the systematic and modular approach offered by the abstract notion of orthogonality model facilitates the comparison of different proof techniques, e.g. while studying polymorphism.

## Polymorphism.

The third contribution of this paper is to use the above technology to shed some new light on finite and infinite polymorphism:

System $F$ and its extensions can assign a type $\forall \alpha \mathfrak{A}$ to a $\lambda$-term $M$, a form of infinite polymorphism, as $M$ can then be used with any of the infinitely many instances of $\mathfrak{A}$ as its type. Terms that can be typed in System $F$ are strongly normalising [Gir72, Tai75], and strongly normalising terms can be typed with intersection types [CD78], so a direct corollary is that terms that can be typed with infinite polymorphism can in fact be typed with finite polymorphism.

We are not aware of any literature investigating this phenomenon any further, and our model constructions analyse this at various levels. The finer-grained analysis is obtained from our filter models, as these give some insight on how the typing trees of System $F$ are transformed into typing trees with finite intersections, where the useful instances of System $F$ types have been computed.

Section 2 presents a target system $\lambda_{\cap}$ of non-idempotent intersection types and its basic properties like strong normalisation. In Section 3 we build filters of non-idempotent intersection types, showing how the use of a target system such as $\lambda_{\cap}$ simplifies the methodology of [CS07]; full details are given for concrete examples of source systems such as System $F$. Section 4 presents the abstract notion of orthogonality model, for the source systems already mentioned. Section 5 presents three instances, one of which captures the construction of a filter model by orthogonality techniques. In Section 6 we discuss how the infinite polymorphism of System $F$ is reduced to the finite polymorphism of intersection types, comparing the different models we have built; then we conclude.

## 2 Non-idempotent intersection types, improved

Our first goal is to show how non-idempotent intersection types simplify the methodology introduced in [CS07]. We can use for that the system of non-idempotent intersection types of [BL11], yet we take in this section the opportunity to make this paper self-contained and present a more syntax-directed variant $\lambda_{\cap}$ that makes the proofs even simpler.

### 2.1 Grammar of types and properties

- Definition 1 (Types). Intersection types are defined by the following syntax:

$$
\begin{array}{lll}
F, G, \ldots & ::=\tau \mid A \rightarrow F & F \text {-types } \\
A, B, \ldots & ::=F \mid A \cap B & A \text {-types } \\
U, V, \ldots & ::=A \mid \omega & U \text {-types }
\end{array}
$$

We extend the intersection as follows: $A \cap \omega:=A, \omega \cap A:=A$ and $\omega \cap \omega:=\omega$.
Note that we do not assume any implicit equivalence between intersection types (such as idempotency, associativity, commutativity).

- Remark. For all $U$ and $V$, we have $U \cap \omega=\omega \cap U$, and if $U \cap V=\omega$ then $U=V=\omega$.
- Definition $2(\approx)$. We inductively define $U \approx V$ by the following rules:

$$
\begin{array}{|clll}
\hline \overline{F \approx F} \quad \overline{A \cap B \approx B \cap A} & \frac{A \approx A^{\prime} \quad B \approx B^{\prime}}{A \cap B \approx A^{\prime} \cap B^{\prime}} & \frac{A \approx B \quad B \approx C}{A \approx C} \\
\overline{(A \cap B) \cap C \approx A \cap(B \cap C)} & \overline{A \cap(B \cap C) \approx(A \cap B) \cap C} \quad \overline{\omega \approx \omega} \\
\hline
\end{array}
$$

The intersection types that we use here differ from those of [BL11], in that the associativity and commutativity (AC) of the intersection $\cap$ are only featured "on the surface" of types, and not underneath functional arrows $\rightarrow$. This will make the typing rules much more syntax-directed, simplifying the proofs of soundness and completeness of typing with respect to the strong normalisation property. More to the point, this approach reduces the use of the AC properties to the only places where they are needed.

- Lemma 3. For all $U, V, W, F, U^{\prime}, V^{\prime}$,

1. $\approx$ is an equivalence relation.
2. If $U \approx \omega$ then $U=\omega$ and if $U \approx F$ then $U=F$.
3. $U \cap V \approx V \cap U$ and $(U \cap V) \cap W \approx U \cap(V \cap W)$.
4. If $U \approx U^{\prime}$ and $V \approx V^{\prime}$ then $U \cap V \approx U^{\prime} \cap V^{\prime}$.
5. For all $U$ and $V$, if $U \cap V \approx U$ then $V=\omega$.

Proof. See Appendix C.

We equip intersection types with a notion of sub-typing, which will be used in the notion of filter.

- Definition $4(\subseteq)$. We write $U \subseteq V$ if there exists $U^{\prime}$ such that $U \approx V \cap U^{\prime}$.
- Lemma 5. For all $U, U^{\prime}, V, V^{\prime}$ :

1. $\subseteq$ is a partial pre-order for intersection types, and $U \approx U^{\prime}$ if and only if $U \subseteq U^{\prime}$ and $U^{\prime} \subseteq U$.
2. $U \cap V \subseteq U$ and $U \subseteq \omega$
3. If $U \subseteq U^{\prime}$ and $V \subseteq V^{\prime}$ then $U \cap V \subseteq U^{\prime} \cap V^{\prime}$

### 2.2 Typing contexts

We now lift those concepts to typing contexts before presenting the typing rules.

- Definition 6 (Contexts). A context $\Gamma$ is a map from variables to $U$-types such that $\operatorname{Dom}(\Gamma):=\{x \mid \Gamma(x) \neq \omega\}$ is finite.

If $x_{1}, \ldots, x_{n}$ are distinct variables and $U_{1}, \ldots, U_{n}$ are $U$-types, then $x_{1}: U_{1}, \ldots, x_{n}$ : $U_{n}$ denotes the context $\Gamma$ mapping every variable $x_{i}$ to $U_{i}$ for $1 \leq i \leq n$ and every other variable to $\omega$.

The intersection of contexts $\Gamma \cap \Delta$, as well as the relations $\Gamma \approx \Delta$ and $\Gamma \subseteq \Delta$, are defined point-wise; and () denotes the context mapping all variables to $\omega$.

- Lemma 7 (Properties of contexts). For all contexts $\Gamma, \Gamma^{\prime}, \Delta, \Delta^{\prime}, \Gamma^{\prime \prime}$,

1. $\Gamma \cap()=\Gamma=() \cap \Gamma$
2. If $\Gamma \cap \Delta=()$ then $\Gamma=\Delta=()$ and if $\Gamma \approx()$ then $\Gamma=()$
3. $\approx$ is an equivalence relation on contexts
4. $\Gamma \cap \Delta \approx \Delta \cap \Gamma$ and $\left(\Gamma \cap \Gamma^{\prime}\right) \cap \Gamma^{\prime \prime} \approx \Gamma \cap\left(\Gamma^{\prime} \cap \Gamma^{\prime \prime}\right)$
5. If $\Gamma \approx \Gamma^{\prime}$ and $\Delta \approx \Delta^{\prime}$ then $\Gamma \cap \Gamma^{\prime} \approx \Delta \cap \Delta^{\prime}$
6. $\Gamma \subseteq \Delta$ if and only if there exists $\Gamma^{\prime}$ such that $\Gamma \approx \Delta \cap \Gamma^{\prime}$.
7. $\subseteq$ is a partial pre-order for contexts, and $\Gamma \approx \Delta$ if and only if $\Gamma \subseteq \Delta$ and $\Delta \subseteq \Gamma$.
8. $\Gamma \cap \Delta \subseteq \Gamma$
9. If $\Gamma \subseteq \Gamma^{\prime}$ and $\Delta \subseteq \Delta^{\prime}$ then $\Gamma \cap \Delta \subseteq \Gamma^{\prime} \cap \Delta^{\prime}$.
10. $(\Gamma, x: U) \subseteq \Gamma$, in particular $\Gamma \subseteq()$.

### 2.3 The target system $\lambda_{\cap}$

We finally present the typing rules for system $\lambda_{n}$, and its basic properties.

- Definition 8 ( $\lambda$-calculus). Let $\Lambda$ be the set of $\lambda$-terms defined by the grammar

$$
M, N::=x|\lambda x \cdot M| M N
$$

$\lambda x . M$ binds $x$ in $M$, the free variables $f v(M)$ of a term $M$ are defined as usual and terms are considered up to $\alpha$-equivalence. The reduction rule is $\beta$-reduction:

$$
(\lambda x \cdot M) N \longrightarrow\{N / x\} M
$$

The congruent closure of this rule is denoted $\longrightarrow_{\beta}$. SN denotes the set of strongly normalising $\lambda$-terms (for $\beta$-reduction).

$$
\begin{array}{|c}
\frac{\Gamma, x: U \vdash M: F \quad A \subseteq U}{x: F \vdash x: F} \\
\frac{\Gamma \vdash \lambda x \cdot M: A \rightarrow F}{\Gamma \cap \Delta \vdash M N: F} \\
\frac{\Gamma \vdash M \rightarrow F \Delta \vdash N: A}{\Gamma \cap \Delta \vdash M: A \cap B}
\end{array} \frac{\Gamma \vdash M: A \Delta \vdash M: B}{\vdash M: \omega}
$$

- Figure 1 System $\lambda_{n}$
- Definition 9 (Typability in System $\lambda_{\cap}$ ). The judgement $\Gamma \vdash_{\cap} M: A$ denotes the derivability of $\Gamma \vdash M: A$ with the rules of Fig. 1. We write $\Gamma \vdash_{\cap}^{n} M: A$ if there exists a derivation with $n$ uses of the application rule.

Note how the introduction rule for the intersection is directed by the syntax of the type: deciding which rule instance is at the root of a derivation tree typing a term with an intersection, is entirely deterministic. We are not aware of any intersection type system featuring this property, which is here a consequence of dropping the implicit AC properties of intersections, and a clear vantage point over the system in [BL11]. Interestingly enough, the idea of not using an equational theory beneath functional arrows is suggested in [ABDC06], Remark 3, but not investigated.

- Lemma 10 (Basic properties of $\lambda_{\cap}$ ).

1. If $\Gamma \vdash_{\cap}^{n} M: U \cap V$ then there exist $\Gamma_{1}, \Gamma_{2}, n_{1}, n_{2}$ such that $n=n_{1}+n_{2}$, $\Gamma=\Gamma_{1} \cap \Gamma_{2}, \Gamma_{1} \vdash_{\cap}^{n_{1}} M: U$ and $\Gamma_{2} \vdash_{\cap}^{n_{2}} M: V$.
2. If $\Gamma \vdash_{\cap} M: U$, then $\operatorname{Dom}(\Gamma)=f v(M)$.
3. If $\Gamma \vdash_{\cap}^{n} M: U$ and $U \approx U^{\prime}$ then there exists $\Gamma^{\prime}$ such that $\Gamma \approx \Gamma^{\prime}$ and $\Gamma^{\prime} \vdash_{\cap}^{n} M: U^{\prime}$
4. If $\Gamma \vdash_{\cap}^{n} M: U$ and $U \subseteq V$ then there exist $m$ and $\Delta$ such that $m \leq n, \Gamma \subseteq \Delta$ and $\Delta \vdash_{\cap}^{m} M: V$

Proof. The first point generalises to $U$-types the previous remark (that if $U=A$ and $V=B$ then only the intersection rule applies and $\Gamma_{1} \vdash_{\cap}^{n_{1}} M: U$ and $\Gamma_{2} \vdash_{\cap}^{n_{2}} M: V$ are its premises). The second point is by induction on the typing tree. The third point is by induction on the derivation of $U \approx U^{\prime}$, and the fourth one combines the previous points.

### 2.4 Strong normalisation of $\lambda_{\cap}$

This is where non-idempotent intersections provide a real vantage point over idempotent ones, as every $\beta$-reduction strictly reduces the number of application rules in the typing trees. The following proofs are easily adapted from those in [BL11].

- Lemma 11 (Typing substitutions). If $\Gamma, x: U \vdash_{\cap}^{n} M: A$ and $\Delta \vdash_{n}^{m} N: U$ then there exists $\Gamma^{\prime}$ such that $\Gamma^{\prime} \approx \Gamma \cap \Delta$ and $\Gamma^{\prime} \vdash_{\cap}^{n+m}\left\{\frac{N}{x}\right\} M: A$.

Proof. By induction on the derivation of $\Gamma, x: U \vdash_{\cap} M: A$. See Appendix C.

- Theorem 12 (Subject Reduction). If $\Gamma \vdash_{\cap}^{n} M: A$ and $M \longrightarrow_{\beta} M^{\prime}$ then there exist $m$ and $\Delta$ such that $m<n, \Gamma \subseteq \Delta$ and $\Delta \vdash_{\cap}^{m} M^{\prime}: A$.

Proof. By induction on the derivation of $M \longrightarrow_{\beta} M^{\prime}$ and on $A$, using Lemma 11 for the base case. See Appendix C.

As a direct corollary we obtain:

- Theorem 13 (Strong Normalisation). If $\Gamma \vdash_{\cap} M: A$ then $M \in S N$.

The converse is also true (strongly normalising terms can be typed in $\lambda_{\cap}$ ), see Theorem 39 and more generally Appendix A. 1 (with Subject Expansion, etc. ).

## 3 Building an l-filter model for a source system

In this section we show how to use non-idempotent intersection types to simplify the methodology of [CS07], which we briefly review here:

The goal is to produce modular proofs of strong normalisation for various source typing systems. The problem is reduced to the strong normalisation of a unique target system of intersection types, chosen once and for all. This is done by interpreting each $\lambda$-term $t$ as the set $\llbracket t \rrbracket$ of the intersection types that can be assigned to $t$ in the target system. Two facts then remain to be proved:

1. if $t$ can be typed in the source system, then $\llbracket t \rrbracket$ is not empty
2. the target system is strongly normalising

The first point is the only part that is specific to the source typing system: it amounts to turning the interpretation of terms into a filter model of the source typing system. The second point depends on the chosen target system: as [CS07] uses a system of idempotent intersection types (extending the simply-typed $\lambda$-calculus), their proof involves the usual reducibility technique [Gir72, Tai75]. But this is somewhat redundant with point 1 which uses similar techniques to prove the correctness of the filter model with respect to the source system. ${ }^{1}$

In this paper we propose to use non-idempotent intersection types for the target system, so that point 2 can be proved with much simpler techniques than in in [CS07] while point 1 is not impacted by the move. In practice we propose $\lambda_{\cap}$ as the target system (the system of [BL11] would work just as well). ${ }^{2}$ We now show the details of this alternative.

### 3.1 I-filters of non-idempotent intersection types

The following filter constructions only involve the syntax of types and are independent from the chosen target system.

- Definition 14 (I-filter).
- An I-filter is a set $v$ of $A$-types such that:
= for all $A$ and $B$ in $v$ we have $A \cap B \in v$
- for all $A$ and $B$, if $A \in v$ and $A \subseteq B$ then $B \in v$
- In particular the empty set and the sets of all $A$-types are I-filters and we write them $\perp$ and $T$ respectively.
- Let $\mathcal{D}$ be the sets of all non-empty I-filters; we call such I-filters values.
- Let $\mathcal{E}$ be the sets of all I-filters $(\mathcal{E}=\mathcal{D} \cup\{\perp\})$.

While our intersection types differ from those in [CS07] (in that idempotency is dropped), the stability of a filter under type intersections makes it validate idempotency (it contains $A$ if and only if it contains $A \cap A$, etc). This makes our filters very similar to those in [CS07], so we can plug-in the rest of the methodology with minimal change.

- Remark (Basic properties of l-filters).

1. If $\left(v_{i}\right)_{i \in I}$ is an non empty family of $\mathcal{E}$ then $\bigcap_{i \in I} v_{i} \in \mathcal{E}$.
2. If $v$ is a set of $A$-types then there is a smallest $v^{\prime} \in \mathcal{E}$ such that $v \subseteq v^{\prime}$ and we write $\langle v\rangle:=v^{\prime}$.
3. If $v$ is a set of $F$-types then $\langle v\rangle$ is the closure of $v$ under finite intersections.
4. If $v \in \mathcal{E}$ then $v=<\{F \mid F \in v\}>$.
5. If $u$ and $v$ are sets of $F$-types such that $\langle u\rangle=\langle v\rangle$ then $u=v$.

Hence, in order to prove that two I-filters are equal we just have to prove that they contain the same $F$-types.

I-filters form an applicative structure:

- Definition 15 (Application of I-filters). If $u, v$ are in $\mathcal{E}$ then define

$$
u @ v:=<\{F \mid \exists A \in v,(A \rightarrow F) \in u\}>
$$

- Remark. For all $u \in \mathcal{E}, u @ \perp=\perp @ u=\perp$, and for all $u \in \mathcal{D}, \top @ u=\top$.

[^0]- Definition 16 (Environments and contexts). An environment is a map from term variables $x, y, \ldots$ to I-filters. If $\rho$ is an environment and $\Gamma$ is a context, we say that $\Gamma \in \rho$, or $\Gamma$ is compatible with $\rho$, if for all $x, \Gamma(x)=\omega$ or $\Gamma(x) \in \rho(x)$.
- Remark (Environments are l-filters of contexts). ${ }^{3}$ Let $\rho$ be an environment.

1. If $\Gamma \in \rho$ and $\Gamma^{\prime} \in \rho$ then $\Gamma \cap \Gamma^{\prime} \in \rho$.
2. If $\Gamma \in \rho$ and $\Gamma^{\prime}$ is a context such that $\Gamma \subseteq \Gamma^{\prime}$ then $\Gamma^{\prime} \in \rho$.

### 3.2 Interpretation of terms

The remaining ingredients now involve the target system; we treat here $\lambda_{\cap}$.

- Definition 17 (Interpretation of terms). If $M$ is a term and $\rho$ is an environment we define $\llbracket M \rrbracket_{\rho}:=\left\{A \mid \exists \Gamma \in \rho, \Gamma \vdash_{\cap} M: A\right\}$.
- Remark. $\llbracket M \rrbracket_{\rho} \in \mathcal{E}$, and therefore $\llbracket M \rrbracket_{\rho}=<\left\{F \mid \exists \Gamma \in \rho, \Gamma \vdash_{\cap} M: F\right\}>$.
- Theorem 18 (Inductive characterisation of the interpretation).

1. $\llbracket x \rrbracket_{\rho}=\rho(x)$
2. $\llbracket M N \rrbracket_{\rho}=\llbracket M \rrbracket_{\rho} @ \llbracket N \rrbracket_{\rho}$
3. $\llbracket \lambda x . M \rrbracket_{\rho} @ u=\llbracket M \rrbracket_{\rho, x \mapsto u}$ for any value $u$

Proof. In Appendix C.
This theorem makes $\lambda_{\cap}$ a suitable alternative as a target system: the filter models of the source systems treated in [CS07] can be done with a system of non-idempotent intersection types. While we could develop those constructions, we prefer to cover a new range of source systems: those with second-order quantifiers such as System $F$, as this will shed a new light on polymorphism.

### 3.3 Concrete examples for the source system

- Definition 19 (Types and Typing System). Types are built as follows:

$$
\mathfrak{A}, \mathfrak{B}, \ldots::=\alpha|\mathfrak{A} \rightarrow \mathfrak{B}| \mathfrak{A} \cap \mathfrak{B} \mid \forall \alpha \mathfrak{A}
$$

where $\alpha$ denotes a type variable, $\forall \alpha \mathfrak{A}$ binds $\alpha$ in $\mathfrak{A}$, types are considered modulo $\alpha$-conversion, and $\operatorname{ftv}(\mathfrak{A})$ denotes the free (type) variables of $\mathfrak{A}$.

Typing contexts, denoted $\mathfrak{G}, \mathfrak{H}, \ldots$ are partial maps from term variables to types, and $(x: \mathfrak{A})$ denotes the map from $x$ to $\mathfrak{A}$.

Fig. 2 shows a collection of well-known typing rules to type pure $\lambda$-terms.

$$
\begin{aligned}
& \frac{\mathfrak{G} \vdash M: \mathfrak{A} \mathfrak{G} \vdash M: \mathfrak{B}}{\mathfrak{G} \vdash M: \mathfrak{A} \cap \mathfrak{B}} \quad \frac{\mathfrak{G} \vdash M: \mathfrak{A} \cap \mathfrak{B}}{\mathfrak{G} \vdash M: \mathfrak{A}} \quad \frac{\mathfrak{G} \vdash M: \mathfrak{A} \cap \mathfrak{B}}{\mathfrak{G} \vdash M: \mathfrak{B}} \\
& \frac{\mathfrak{G} \vdash M: \mathfrak{A}}{\mathfrak{G} \vdash M: \forall \alpha \mathfrak{A}} \alpha \notin \operatorname{ftv}(\mathfrak{G}) \quad \frac{\mathfrak{G} \vdash M: \forall \alpha \mathfrak{A}}{\mathfrak{G} \vdash M:\{\mathfrak{B} / \alpha\} \mathfrak{A}}
\end{aligned}
$$

Figure 2 Miscellaneous Typing Rules
Let $\mathcal{S}$ be the typing system consisting of an arbitrary subset of the rules. Typability in system $\mathcal{S}$ will be expressed by judgements of the form $\mathfrak{G} \vdash_{\mathcal{S}} M: \mathfrak{A}$.

[^1]We now build the model $\mathcal{M}_{\mathcal{F}}^{i}$ as follows:

- Definition 20 (Realisability Predicate). A realisability predicate is a subset $X$ of $\mathcal{D}$ containing $\top$. We define $\operatorname{TP}(\mathcal{D})$ as the set of realisability predicates.
- Lemma 21 (Shape of realisability predicates).

1. If $\left(X_{i}\right)_{i \in I}$ an non empty family of $\operatorname{TP}(\mathcal{D})$ then $\bigcap_{i \in I} X_{i} \in \operatorname{TP}(\mathcal{D})$.
2. If $X$ and $Y$ in $\operatorname{TP}(\mathcal{D})$ then $X \rightarrow Y \in \operatorname{TP}(\mathcal{D})$ where $X \rightarrow Y$ is defined as

$$
X \rightarrow Y:=\{u \mid \forall v \in X, u @ v \in Y\}
$$

Proof. The only subtle point is the second one: First, for all $v \in X, v \neq \perp$ and thus $\top @ v=\top \in Y$. So $\top \in X \rightarrow Y$. Second, suppose that $\perp \in X \rightarrow Y$. As $X \neq \emptyset$, there is $u \in X$, for which $\perp @ u=\perp \in Y$, which contradicts the fact that $Y \in \operatorname{TP}(\mathcal{D})$.

We can now interpret types:

- Definition 22 (Interpretation of types).

Valuations are mappings from type variables to elements of $\operatorname{TP}(\mathcal{D})$.
Given such a valuation $\sigma$, the interpretation of types is defined as follows:

$$
\begin{array}{lll}
\llbracket \alpha \rrbracket_{\sigma} & :=\sigma(\alpha) & \llbracket \mathfrak{A} \cap \mathfrak{B} \rrbracket_{\sigma} \\
\llbracket \mathfrak{A} \rightarrow \mathfrak{B} \rrbracket_{\sigma} & :=\llbracket \mathfrak{A} \rrbracket_{\sigma} \cap \llbracket \mathfrak{B} \rrbracket_{\sigma} \rightarrow \llbracket \mathfrak{B} \rrbracket_{\sigma} & \llbracket \forall \alpha \mathfrak{A} \rrbracket_{\sigma}
\end{array}:=\bigcap_{X \in \operatorname{TP}(\mathcal{D})} \llbracket \mathfrak{A} \rrbracket_{\sigma, \alpha \mapsto X}
$$

The interpretation of typing contexts is defined as follows:

$$
\llbracket \mathfrak{G} \rrbracket_{\sigma}:=\left\{\rho \mid \forall(x: \mathfrak{A}) \in \mathfrak{G}, \rho(x) \in \llbracket \mathfrak{A} \rrbracket_{\sigma}\right\}
$$

Finally we get Adequacy:

- Lemma 23 (Adequacy Lemma). If $\mathfrak{G} \vdash_{\mathcal{S}} M: \mathfrak{A}$, then for all valuations $\sigma$ and for all mappings $\rho \in \llbracket \mathfrak{G} \rrbracket_{\sigma}$ we have $\llbracket M \rrbracket_{\rho} \in \llbracket \mathfrak{A} \rrbracket_{\sigma}$.
Proof. By induction on the derivation of $\mathfrak{G} \vdash_{\mathcal{S}} M: \mathfrak{A}$, using Theorem 18 (and the fact that $\llbracket\{\mathfrak{G} / \alpha\} \mathfrak{A} \rrbracket_{\sigma}=\llbracket \mathfrak{A} \rrbracket_{\sigma, \alpha \mapsto \llbracket \mathfrak{A} \rrbracket_{\sigma}}$, which is proved by induction on $\left.\mathfrak{A}\right)$.
- Corollary 24 (Strong normalisation of $\mathcal{S}$ ). If $\mathfrak{G} \vdash_{\mathcal{S}} M: \mathfrak{A}$ then $M \in S N$.

Proof. Applying the previous lemma with $\sigma$ mapping every type variable to $\{T\}$ and $\rho$ mapping all term variable to $T$, we get $\llbracket M \rrbracket_{\rho} \in \llbracket \mathfrak{A} \rrbracket_{\sigma}$, so $\llbracket M \rrbracket_{\rho} \neq \perp$. Hence, $M$ can be typed in $\lambda_{\cap}$, so $M \in \mathrm{SN}$.

The vantage point of non-idempotent intersection types (over idempotent ones) lies in the very last step of the above proof: here the typing trees of $\lambda_{\cap}$ get smaller with every $\beta$-reduction (proof of Theorem 13), while a reducibility technique as in [CS07] combines yet again an induction on types with an induction on typing trees similar to that in the Adequacy Lemma.

## 4 Orthogonality models of typed $\lambda$-calculi

In this section we show how the above methodology can be integrated to the theory of orthogonality, i.e. how this kind of filter model construction can be captured by orthogonality techniques [Gir87, DK00, Kri01, MM09]. These techniques are particularly suitable to prove that typed terms satisfy some property [Par97, MV05, LM08], the most well-known of which being Strong Normalisation.

For this we define an abstract notion of orthogonality model for a system $\mathcal{S}$ built from the rules of Fig. 2. Our definition thus applies to the simply-typed $\lambda$-calculus, the idempotent intersection type system, System $F$, etc but we could also adapt it with no difficulty to accommodate System $F_{\omega}$.

Orthogonality techniques and the filter model construction from Section 3 (with the sets $\mathcal{D}$ and $\mathcal{E}$ ) inspire the notion of orthogonality model below. First we need the following notations:

- Notation. Given a set $\mathcal{D}$, let $\mathcal{D}^{*}$ be the set of lists of elements of $\mathcal{D}$, with [] representing the empty list and $u:: \vec{v}$ representing the list of head $u$ and tail $\vec{v}$.
- Definition 25 (Orthogonality model).

An orthogonality model is a 4 -tuple $\left(\mathcal{E}, \mathcal{D}, \Perp, \llbracket \_\rrbracket\right)$ where

- $\mathcal{E}$ is a set, called the support
- $\mathcal{D} \subseteq \mathcal{E}$ is a set of elements called values
- $\Perp \subseteq \mathcal{D} \times \mathcal{D}^{*}$ is called the orthogonality relation
- $\llbracket \_\rrbracket$ is a function mapping every $\lambda$-term $M$ (typed or untyped) to an element $\llbracket M \rrbracket_{\rho}$ of the support, where $\rho$ is a parameter called environment mapping term variables to values.
- the following axioms are satisfied:
(A1) For all $\rho, \vec{v}, x$, if $\rho(x) \Perp \vec{v}$ then $\llbracket x \rrbracket_{\rho} \Perp \vec{v}$.
(A2) For all $\rho, \vec{v}, M_{1}, M_{2}$,
if $\llbracket M_{1} \rrbracket_{\rho} \Perp\left(\llbracket M_{2} \rrbracket_{\rho}:: \vec{v}\right)$ then $\llbracket M_{1} M_{2} \rrbracket_{\rho} \Perp \vec{v}$.
(A3) For all $\rho, \vec{v}, x, M$ and for all values $u$,

$$
\text { if } \llbracket M \rrbracket_{\rho, x \mapsto u} \Perp \vec{v} \text { then } \llbracket \lambda x \cdot M \rrbracket_{\rho} \Perp(u:: \vec{v}) \text {. }
$$

In fact, $\mathcal{D}$ and $\Perp$ are already sufficient to interpret any type $A$ as a set $\llbracket A \rrbracket$ of values: if types are seen as logical formulae, we can see this construction as a way of building some of their realisability / set-theoretical models.

There is no notion of computation pertaining to values, but the interplay between the interpretation of terms and the orthogonality relation is imposed by the axioms so that the Adequacy Lemma (which relates typing to semantics) holds:

$$
\text { If } \vdash M: A \text { then } \llbracket M \rrbracket \in \llbracket A \rrbracket
$$

### 4.1 Interpretation of types and Adequacy Lemma

## - Definition 26 (Orthogonal).

- If $X \subseteq \mathcal{D}$ then let $X^{\perp}:=\left\{\vec{v} \in \mathcal{D}^{*} \mid \forall u \in X, u \Perp \vec{v}\right\}$
- If $Y \subseteq \mathcal{D}^{*}$ then let $Y^{\perp}:=\{u \in \mathcal{D} \mid \forall \vec{v} \in Y, u \Perp \vec{v}\}$
- Remark. If $X \subseteq \mathcal{D}$ or $X \subseteq \mathcal{D}^{*}$ then $X \subseteq X^{\perp \perp}$ and $X^{\perp \perp \perp}=X^{\perp}$.
- Definition 27 (Lists and Cons construct). If $X \subseteq \mathcal{D}$ and $Y \subseteq \mathcal{D}^{*}$, then define $X:: Y:=\{u:: \vec{v} \mid u \in X, \vec{v} \in Y\}$.
- Definition 28 (Interpretation of types).

Mappings from type variables to subsets of $\mathcal{D}^{*}$ are called valuations.
Given such a valuation $\sigma$, the interpretation of types is defined as follows:

$$
\begin{aligned}
& {[\alpha]_{\sigma} \quad:=\sigma(\alpha) \quad[\mathfrak{A} \cap \mathfrak{B}]_{\sigma}:=[\mathfrak{A}]_{\sigma} \cup[\mathfrak{B}]_{\sigma}} \\
& {[\mathfrak{A} \rightarrow \mathfrak{B}]_{\sigma}:=\llbracket \mathfrak{A} \rrbracket_{\sigma}::[\mathfrak{B}]_{\sigma} \quad[\forall \alpha \mathfrak{A}]_{\sigma} \quad:=\bigcup_{Y \subseteq \mathcal{D}^{*}}[\mathfrak{A}]_{\sigma, \alpha \mapsto Y}} \\
& \llbracket \mathfrak{A} \rrbracket_{\sigma}:=[\mathfrak{A}]_{\sigma}^{\perp}
\end{aligned}
$$

The interpretation of typing contexts is defined as follows:

$$
\llbracket \mathfrak{G} \rrbracket_{\sigma}:=\left\{\rho \mid \forall(x: \mathfrak{A}) \in \mathfrak{G}, \rho(x) \in \llbracket \mathfrak{A} \rrbracket_{\sigma}\right\}
$$

- Remark. Note that $\left.[\{\mathfrak{B} / \alpha\} \mathfrak{A}]_{\sigma}=[\mathfrak{A}]_{\sigma, \alpha \mapsto[\mathfrak{B}}\right]_{\sigma}$ and $\llbracket\{\mathfrak{B} / \alpha\} \mathfrak{A} \rrbracket_{\sigma}=\llbracket \mathfrak{A} \rrbracket_{\sigma, \alpha \mapsto[\mathfrak{B}]_{\sigma}}$. Also note that $\llbracket \mathfrak{A} \cap \mathfrak{B} \rrbracket_{\sigma}=\llbracket \mathfrak{A} \rrbracket_{\sigma} \cap \llbracket \mathfrak{B} \rrbracket_{\sigma}$ and $\llbracket \forall \alpha \mathfrak{A} \rrbracket_{\sigma}=\bigcap_{Y \subseteq \mathcal{D}^{*}} \llbracket \mathfrak{A} \rrbracket_{\sigma, \alpha \mapsto Y}$.

An orthogonality model is a sufficiently rich structure for Adequacy to hold:

- Lemma 29 (Adequacy Lemma). If $\mathfrak{G} \vdash_{\mathcal{S}} M: \mathfrak{A}$, then for all valuations $\sigma$ and for all mappings $\rho \in \llbracket \mathfrak{G} \rrbracket_{\sigma}$ we have $\llbracket M \rrbracket_{\rho} \in \llbracket \mathfrak{A} \rrbracket_{\sigma}$.

Proof. By induction on $\mathfrak{G} \vdash_{\mathcal{S}} M: \mathfrak{A}$, using Property 25. See Appendix C.

### 4.2 The special case of applicative structures

In the next section we present instances of orthogonality models. They will have in common that $\mathcal{E}$ is an applicative structure, as we have seen with I-filters. This motivates the following notion:

- Definition 30 (Applicative orthogonality model).

An applicative orthogonality model is a 4 -tuple ( $\left.\mathcal{E}, \mathcal{D}, @, \llbracket_{\ldots} \rrbracket_{-}\right)$where:

- $\mathcal{E}$ is a set, $\mathcal{D}$ is a subset of $\mathcal{E}$, @ is a (total) function from $\mathcal{E} \times \mathcal{E}$ to $\mathcal{E}$, and $\llbracket \rrbracket \rrbracket$ is a function (parameterised by an environment) from $\lambda$-terms to the support.
- $\left(\mathcal{E}, \mathcal{D}, \Perp, \mathbb{\_} \mathbb{\rrbracket}_{-}\right)$is an orthogonality model, where the relation $u \Perp \vec{v}$ is defined as $(u @ \vec{v}) \in \mathcal{D}$
(writing $u @ \vec{v}$ for $\left(\ldots\left(u @ v_{1}\right) @ \ldots @ v_{n}\right)$ if $\left.\vec{v}=v_{1}:: \ldots v_{n}::[]\right)$.
- Remark. Axioms (A1) and (A2) are ensured provided that $\llbracket M N \rrbracket_{\rho}=\llbracket M \rrbracket_{\rho} @ \llbracket N \rrbracket_{\rho}$ and $\llbracket x \rrbracket_{\rho}=\rho(x)$. These conditions can hold by definition (as in term models, cf. the next Section), or can be proved (as in Theorem 18, which also proves (A3)).


## 5 Three instances of orthogonality models

We now give three instances of (applicative) orthogonality models with well-chosen sets of values, applications, and interpretations of terms, so that, from $\llbracket M \rrbracket \in \llbracket A \rrbracket$, we can eventually derive the strong normalisation of the $\lambda$-term $M$.

The first two instances are term models: Terms are interpreted as themselves (see Definition 31 below), so the support is the set of all $\lambda$-terms seen as an applicative structure (using term application: $M_{1} @^{\text {TERM }} M_{2}:=M_{1} M_{2}$ ).

In the first instance, values are strongly normalising terms themselves; that instance rephrases, with an orthogonality model, standard proofs of strong normalisation by orthogonality or reducibility candidates [Par97, LM08]. In the second instance, values are the terms that can be typed with intersection

- Definition 31 (Interpretation of terms in a term model).

$$
\begin{array}{ll}
\llbracket x \rrbracket_{\rho}^{\text {TERM }} & :=\rho(x) \\
\llbracket M_{1} M_{2} \rrbracket_{\rho}^{\text {TERM }} & :=\llbracket M_{1} \rrbracket_{\rho}^{\text {TERM }} \mathbb{I} M_{2} \rrbracket_{\rho}^{\text {TERM }} \\
\llbracket \lambda x \cdot M \rrbracket_{\rho}^{\text {TRRM }} & :=\lambda \cdot \llbracket M \rrbracket_{\rho, x \rightarrow x}^{\text {TRRM }}
\end{array}
$$

- Remark. $\llbracket\{N / x\} M \rrbracket_{\rho}^{\text {TERM }}=\llbracket M \rrbracket_{\rho, x \rightarrow}^{\text {TERM }} \llbracket_{N} \rrbracket_{\rho}^{\text {Trean }}$ types, for instance in system $\lambda_{n}$.

The third instance is not a term model but a syntax-free model, where a term is interpreted as the filter of the intersection types that it can be assigned (e.g. in $\lambda_{n}$, see Definition 17), and orthogonality is defined in terms of filters being non-empty.

In the second and third instances, Strong Normalisation follows from the fact that terms typable with intersection types are themselves strongly normalising (Theorem 13 for $\lambda_{\cap}$ ).

- Theorem 32. The structures
- $\mathcal{M}_{S N}^{\Perp}=\left(\Lambda, S N, @^{\text {TERM }}, \mathbb{L} \rrbracket^{\text {TERM }}\right)$
$=\mathcal{M}_{n}^{\Perp}=\left(\Lambda, \Lambda_{\cap}, @^{\text {TERM }}, \mathbb{L}_{-}^{\left.\mathbb{l}_{-}^{\text {TERM }}\right)}\right.$ (where $\Lambda_{\cap}$ is the set of $\lambda$-terms typable in $\left.\lambda_{\cap}\right)$ - $\mathcal{M} \frac{\Perp}{\mathcal{F}}=\left(\mathcal{E}, \mathcal{D}, @, \mathbb{\_} \mathbb{1}_{-}\right) \quad$ (with the four components as defined in Section 3) are applicative orthogonality models.

Indeed, as mentioned in Section 4.2, the applicative structures $\mathcal{M}_{\mathrm{SN}_{N}}^{\Perp}$ and $\mathcal{M}_{n}^{\Perp}$ already satisfy axioms (A1) and (A2) because of Definition 31. The structure $\mathcal{M} \frac{\Perp}{\mathcal{F}}$ satisfies them, as well as axiom (A3), as immediate consequences of Theorem 18. Axiom (A3) holds in $\mathcal{M} \stackrel{\Perp}{\Perp}$ and $\mathcal{M}{ }_{n}^{\Perp}$ because of their respective expansion properties:

- Lemma 33 (Expansion).

1. If $\{P / x\} M \vec{N} \in S N$ and $P \in S N$ then ( $\lambda x . M) P \vec{N} \in S N$.
2. If $\{P / x\} M \vec{N} \in \Lambda_{\cap}$ and $P \in \Lambda_{\cap}$ then $(\lambda x . M) P \vec{N} \in \Lambda_{\cap}$.

Admittedly, once $\lambda_{\cap}$ has been proved to characterise SN (Theorems 13 and 39), the two points are identical and so are the two models $\mathcal{M} \stackrel{\Perp}{\Perp}$ and $\mathcal{M}{ }_{\cap}^{\Perp}$. But involving the bridge of this characterisation goes much beyond than needed for either point: point 1 is a known fact of the literature; point 2 is a simple instance of Subject Expansion (Theorem 38, Appendix A.1) not requiring Subject Reduction (Theorem 12) while both are involved at some point in the more advanced property $\mathrm{SN}=\Lambda_{\cap}$.

- Remark. - In both structures $\mathcal{M}{ }_{\mathrm{SN}}^{\Perp}$ and $\mathcal{M} \stackrel{\Perp}{\Perp}$ we can check that:

For all $\vec{N} \in \mathrm{SN}^{*}$ and any term variable $x, x \Perp \vec{N}$.
Hence, for all valuations $\sigma$ and all types $\mathfrak{A}, x \in \llbracket \mathfrak{A} \rrbracket]_{\sigma}$.

- For $\mathcal{M} \underset{\mathcal{F}}{\Perp}$ we have instead: For all list of values $\vec{v}, \top \Perp \vec{v}$.

Hence, for all valuations $\sigma$ and all types $\mathfrak{A}, \top \in \llbracket \mathfrak{A} \rrbracket_{\sigma}$.
Now using the Adequacy Lemma (Lemma 29), we finally get:

- Corollary 34. If $\mathfrak{G} \vdash_{\mathcal{S}} M: \mathfrak{A}$, then:
$\mathcal{M} \stackrel{\Perp}{\Perp}$ For all valuations $\sigma$ and all mappings $\rho \in \llbracket \mathfrak{G} \rrbracket_{\sigma}$ we have $\llbracket M \rrbracket_{\rho}^{\mathrm{TERM}} \in S N$. Hence, $M \in S N$.
$\mathcal{M} \xrightarrow[\cap]{\Perp}$ For all valuations $\sigma$ and all mappings $\rho \in \llbracket \mathfrak{G} \rrbracket_{\sigma}$ there exist $\Gamma$ and $A$ such that $\Gamma \vdash_{\cap} \llbracket M \rrbracket_{\rho}^{\mathrm{TERM}}: A$. Hence, $M \in S N$.
$\mathcal{M} \stackrel{\Perp}{\mathcal{F}}$ For all valuations $\sigma$ and all mappings $\rho \in \llbracket \mathfrak{G} \rrbracket_{\sigma}$ we have $\llbracket M \rrbracket_{\rho} \neq \perp$. Hence, there exist $\Gamma$ and $A$ such that $\Gamma \vdash_{\cap} M: A$, and finally $M \in S N$.

Proof.
$\mathcal{M} \stackrel{\Perp}{\mathbb{S N}}$ The second statement is obtained by choosing $\sigma$ to map every type variable to the empty set, and $\rho$ to map every term variable to itself.
$\mathcal{M} \stackrel{\Perp}{\Perp}$ The second statement is obtained by choosing $\sigma$ to map every type variable to the empty set, and $\rho$ to map every term variable to itself; then we conclude using Theorem 13.
$\mathcal{M} \underset{\mathcal{F}}{\Perp}$ The first statement holds because $\perp \notin \mathcal{D}$ and $\llbracket \mathfrak{A} \rrbracket_{\sigma} \subseteq \mathcal{D}$. To prove the second, we need to show that there exist such a $\sigma$ and such a $\rho$; take $\sigma$ to map every type variable to the empty set and take $\rho$ to map every term variable to $T$. The final result comes from Theorem 13.

## 6 A new light on polymorphism

System $\lambda_{\cap}$ is a convenient call on the journey from typability in $\mathcal{S}$ to strong normalisation, as it divides the path into two parts that are different in nature: first, proving that being typable in some system implies being typable in another (a pure result on the transformation of typing trees); second, proving that being typable in the latter system implies strong normalisation, which is trivial in the case of $\lambda_{\cap}$ (for each reduction makes the typing tree smaller).

The first part of the journey is described by the Adequacy Lemma in the filter models $\mathcal{M}{ }_{\mathcal{F}}^{\Perp}$ and $\mathcal{M}_{\mathcal{F}}^{\mathrm{i}}$, as well as in the term model $\mathcal{M}{ }_{\cap}^{\Perp}$ : It shows that being typable in System $\mathcal{S}$ implies being typable in System $\lambda_{\cap}$. This is interesting in itself when applied to System $F$, as it sheds an interesting light on polymorphism:

As mentioned in the introduction, terms that are typed in System $F$, i.e. with infinite polymorphism, are strongly normalising (cf. model $\mathcal{M}{ }_{\text {SN }}^{\Perp}$ ), and can therefore be typed with intersection types (see e.g. Theorem 39), i.e. with finite polymorphism.

We are not aware of further studies of this phenomenon, but the fact is that the cut or detour in the above proof can be eliminated, and this paper shows the resulting proof as another instance of the orthogonality model construction method: namely, the construction of the term-model $\mathcal{M} \Perp$, where no mention is made of the strong
normalisation property. The model construction is purely about the transformation of typing trees and appears to disregard normalisation properties. Yet it makes no explicit connection between the type of a $\lambda$-term in System $F$ and the type that it gets in $\lambda_{n}$ from this method. The filter models $\mathcal{M}_{\mathcal{F}}^{\Perp}$ and $\mathcal{M}_{\mathcal{F}}^{i}$ address this issue. Indeed, a System $F$ type $\mathfrak{A}$ (say a closed one) is interpreted as a collection $\llbracket \mathfrak{A} \rrbracket$ of filters of intersection types; computing this can be done before inhabitants of types are even considered. Each of the filters in the collection represents the exact set of intersection types that a $\lambda$-term of type $\mathfrak{A}$ (in System $F$ ) could potentially get in $\lambda_{n}$.

- Example 35. For instance in $\mathcal{M}_{\mathcal{F}}{ }^{\text {, }}$

1. $\forall \alpha \alpha$ is interpreted as $\llbracket \forall \alpha \alpha \rrbracket=\bigcap_{X \in T P(\mathcal{D})} X=\{T\}$.

This means that a $\lambda$-term of type $\forall \alpha \alpha$ can necessarily be given any intersection type ( $T$ is the set of all intersection types).
2. $(\forall \alpha \alpha) \rightarrow(\forall \beta \beta)$ is interpreted as

$$
\{\top\} \rightarrow\{T\}=\{u \in \mathcal{D} \mid u @ T=T\}=\{u \in \mathcal{D} \mid \forall F, \exists A, A \rightarrow F \in u\}
$$

Such a filter $u$ contains an arrow towards each $F$-type.
3. $\forall \alpha \alpha \rightarrow \alpha$ is interpreted as $\{u \in \mathcal{D} \mid \forall X \in T P(\mathcal{D}), \forall v \in X, u @ v \in X\}$.

Such a filter $u$ contains, for all $F$-types $F$, a type of the form $(F \cap \ldots \cap F) \rightarrow F$ (take $v=\langle F>$ and $X=\{v, T\}$ ).

In brief, this interpretation of System $F$ types transforms infinite polymorphism into finite polymorphism, generating collections of potential instances. The Adequacy Lemma then proves that those instances are sufficient to type the $\lambda$-terms.

Another interesting question is whether the different versions of the proof that typable in System $\mathcal{S}$ implies typable in System $\lambda_{n}$, really avoid the computation of the $\lambda$-terms down to their normal forms.

This computation is clearly present in the proof with the cut (the construction of model $\mathcal{M}_{S_{N}}^{\Perp}$ combined with Theorem 39). One could argue that this computation is still present (yet hidden) in the construction of model $\mathcal{M} \stackrel{\Perp}{\Perp}$ as it relies on the Subject Expansion property for $\lambda_{\cap}$ (Theorem 38). ${ }^{4}$

It seems it is not the case for $\mathcal{M} \frac{\mathbb{F}}{\Perp}$ and $\mathcal{M}_{\mathcal{F}}^{i}$ : Indeed, while Adequacy does rely on the property that $\llbracket M \rrbracket_{\rho, x \mapsto \llbracket N \rrbracket_{\rho}} @ \vec{v} \neq \perp$ implies $\llbracket(\lambda x . M) N \rrbracket_{\rho} @ \vec{v} \neq \perp$, this property is not obtained by computing $\left\{\frac{N}{x}\right\} M$ but rather by analysing the typing trees of $M$ and $N$ separately. ${ }^{5}$ This contrasts with the term models $\mathcal{M} \stackrel{\Perp}{\stackrel{ }{S N}}$ and $\mathcal{M}_{n}^{\Perp}$, where $\{N / x\} M$ is computed in the process and can generate new redexes to be further analysed.

Of course one could argue that, the typing trees in $\lambda_{\cap}$ of a $\lambda$-term $M$ being bigger than the longest $\beta$-reduction sequence starting from $M$, producing one of them (be it with the Adequacy Lemma) is at least as hard as computing the term to its normal form. Yet $\mathcal{M}{ }_{\mathcal{F}}^{\Perp}$ and $\mathcal{M}_{\mathcal{F}}^{i}$ could well have been defined with a traditional idempotent intersection type system [CD78], ${ }^{6}$ in which typing trees are not correlated to the lengths of $\beta$-reduction sequences. Such a model construction was used in [CS07], but not for a model of System $F$, so the methodology did not explicitly reveal how infinite polymorphism can be transformed into finite polymorphism.

## 7 Conclusion

We have seen how the use of non-idempotent intersection types simplifies the methodology from [CS07] by cutting a second use of reducibility techniques to prove

[^2]strong normalisation. We have seen how the corresponding filter model construction can be done by orthogonality techniques; for this we have defined an abstract notion of orthogonality model which we have not seen formalised in the literature.

As illustrated in Section 5, this notion allows a lot of work (e.g. proving the Adequacy Lemma) to be factorised, while building models like $\mathcal{M} \stackrel{\Perp}{\mathrm{SN}}, \mathcal{M} \xrightarrow{\Perp}$ and $\mathcal{M}{ }_{\mathcal{F}}^{\Perp}$. Note that, while $\mathcal{M} \underset{\mathcal{F}}{\Perp}$ and $\mathcal{M}_{\mathcal{F}}^{i}$ share the same ingredients $\mathcal{E}, \mathcal{D}$, @ and $\llbracket \_$, they are different in the way types are interpreted; see the discussion in Appendix B.

We have also compared the models in the way they enlighten the transformation of infinite polymorphism into finite polymorphism, although more examples should be computed to illustrate and better understand the theoretical result. An objective could be to identify (and eliminate), in the interpretation of a type from System $F$, those filters that are not the interpretation of any term of that type. What could help this, is to force filters to be stable under type instantiation, in the view that interpretations of terms are generated by a single $F$-type, i.e. a principal type.

Models $\mathcal{M} \stackrel{\Perp}{\Perp}$ and $\mathcal{M} \underset{\mathcal{F}}{\Perp}$ (or $\left.\mathcal{M}_{\mathcal{F}}^{i}\right)$ could also have been based on variants of System $\lambda_{\cap}$, e.g. the system of [BL11] or even a system of idempotent intersection types as in [CS07]. Admittedly, as long as the system characterises strongly normalising terms, $\mathcal{M}{ }_{\mathrm{SN}}^{\Perp}$ and $\mathcal{M} \stackrel{\Perp}{\Perp}$ are the same models. Yet as we are interested in comparing proof techniques for strong normalisation of System $\mathcal{S}$, the order in which properties are proved matters, see the discussion in Section 5 about Subject Expansion.

Proving Subject Expansion as generally as possible led us to identify a subreduction of $\beta$ which also helps understanding how and when the semantics 【_】 of terms is preserved, see Appendix A. This is similar to [ABDC06], and future work should adapt their methodology to accommodate our non-idempotent intersections.

Finally, as non-idempotent intersection types were used in [BL11] to measure the complexity of strongly normalising term, we would like to see whether we can adapt our model constructions to lift such results to the source typing systems. The hope would be to recover for instance results that are known for the simply-typed calculus [Sch82, Bec01], with a methodology that can be adapted to other source systems such as System $F$.
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## A Completeness and preservation of semantics

## A. 1 Strongly normalising terms can be typed

- Definition $36\left(\longleftrightarrow_{\epsilon}\right)$. We define the reduction $M \longleftrightarrow \longrightarrow_{\Omega} M^{\prime}$, where $\Omega$ is either a term or $\epsilon$ (a dummy placeholder for which $f v(\epsilon)=\emptyset$ ) as follows:

$$
\begin{aligned}
& \frac{x \in f v(M)}{(\lambda x \cdot M) N \longleftrightarrow_{\epsilon}\left\{\frac{N}{x}\right\} M} \quad \frac{x \notin f v(M)}{(\lambda x \cdot M) N \longleftrightarrow_{N} M} \\
& \frac{M_{1} \longleftrightarrow M_{\Omega} M_{1}^{\prime}}{M_{1} M_{2} \longleftrightarrow M_{1}^{\prime} M_{2}} \quad \frac{M_{2} \longrightarrow_{\Omega} M_{2}^{\prime}}{M_{1} M_{2} \longleftrightarrow M_{1} M_{2}^{\prime}} \quad \frac{M \longrightarrow_{\Omega} M^{\prime} x \notin f v(\Omega)}{\lambda x . M \varliminf_{\Omega} \lambda x . M^{\prime}}
\end{aligned}
$$

- Lemma 37 (Typing substitutions). If $\Gamma \vdash_{\cap}\left\{\frac{N}{x}\right\} M: A$ then there exists $\Gamma_{1}, \Gamma_{2}$ and $U$ such that $\Gamma \approx \Gamma_{1} \cap \Gamma_{2}, \Gamma_{1}, x: U \vdash_{\cap} M: A$ and $\Gamma_{2} \vdash_{\cap} N: U$.

Proof. By induction on the derivation $\Gamma \vdash_{\cap}\left\{\frac{N}{x}\right\} M: A$.

- Theorem 38 (Subject Expansion). Assume $\Gamma^{\prime} \vdash_{\cap} M^{\prime}: A$ and $M \longleftrightarrow_{\Omega} M^{\prime}$.

Assume $\Delta \vdash_{\cap} N: B$ if $\Omega=N$, otherwise let $\Delta=()$ when $\Omega=\epsilon$.
Then there exists $\Gamma$ such that $\Gamma \approx \Gamma^{\prime} \cap \Delta$ and $\Gamma \vdash_{\cap} M: A$.
Proof. First by induction on the derivation $M \longleftrightarrow \longrightarrow_{\Omega}$, then by induction on $A$, using Lemma 37 for the base case.

- Theorem 39 (Completeness). If $M \in S N$ there exist $\Gamma$ and $A$ such that $\Gamma \vdash_{\cap} M: A$. Proof. See Appendix C.
- Corollary 40. If $M \longleftrightarrow \Omega M^{\prime}$ and $M^{\prime} \in S N$ and $\Omega \in S N \cup\{\epsilon\}$ then $M \in S N$.


## A. 2 Preservation of semantics by $\beta$-reduction

Here we study whether $\llbracket M \rrbracket_{\rho}$, as defined in Definition 17 , is preserved by $\beta$-reduction.

- Theorem 41. 1. If $M \longrightarrow_{\beta} M^{\prime}$ then for all $\rho, \llbracket M \rrbracket_{\rho} \subseteq \llbracket M^{\prime} \rrbracket_{\rho}$.

2. If $M \longleftrightarrow M_{\epsilon} M^{\prime}$ then $\llbracket M \rrbracket_{\rho}=\llbracket M^{\prime} \rrbracket_{\rho}$.
3. If $M \longleftrightarrow_{N} M^{\prime}$ and $\llbracket N \rrbracket_{\rho} \neq \perp$, then $\llbracket M \rrbracket_{\rho}=\llbracket M^{\prime} \rrbracket_{\rho}$.
4. If $M \longrightarrow_{N} M^{\prime}$ and $\llbracket N \rrbracket_{\rho}=\perp$, then $\llbracket M \rrbracket_{\rho}=\perp$.

Proof. See Appendix C.

- Example 42. There are cases where $\llbracket M \rrbracket_{\rho} \neq \llbracket M^{\prime} \rrbracket_{\rho}$ :
an obvious example is when $M \notin \mathrm{SN}$ but $M^{\prime} \in \mathrm{SN}($ e.g. $M:=(\lambda y . z)((\lambda x . x x)(\lambda x . x x))$ and $\left.M^{\prime}:=z\right)$; there exists $\rho$ such that $\llbracket M \rrbracket_{\rho}=\perp$ and $\llbracket M^{\prime} \rrbracket_{\rho} \neq \perp$.
We can also find an example where $M \longrightarrow_{\beta} M^{\prime}, \llbracket M \rrbracket_{\rho} \neq \perp$, and $\llbracket M \rrbracket_{\rho} \neq \llbracket M^{\prime} \rrbracket_{\rho}$ :
- Example 43. Take $M:=(\lambda z .(\lambda y \cdot a)(z z))$ and $M^{\prime}:=\lambda z . a$.

Proof. Suppose that $\llbracket M \rrbracket_{\rho}=\llbracket M^{\prime} \rrbracket_{\rho}$ with $\rho=(a \mapsto \top)$. Then:

- $N=\lambda x . x x \in \mathrm{SN}$ and closed, so $\llbracket N \rrbracket_{\rho} \neq \perp$.
$-\llbracket M \rrbracket_{\rho} @ \llbracket N \rrbracket_{\rho}=\llbracket(\lambda y \cdot a)(z z) \rrbracket_{\rho, z \mapsto \llbracket N \rrbracket_{\rho}}=\llbracket(\lambda y \cdot a) \rrbracket_{\rho, z \mapsto \llbracket N \rrbracket_{\rho}} \llbracket z z \rrbracket_{\rho, z \mapsto \llbracket N \rrbracket_{\rho}}$ $=\llbracket \lambda y \cdot a \rrbracket_{\rho} @ \llbracket N N \rrbracket_{\rho}=\llbracket \lambda y \cdot a \rrbracket_{\rho} @ \perp=\perp$
- $\llbracket M^{\prime} \rrbracket_{\rho} @ \llbracket N \rrbracket_{\rho}=\llbracket a \rrbracket_{\rho, z \mapsto \llbracket N \rrbracket_{\rho}}=\top$

Hence $T=\perp$, which is a contradiction.
Notice that this proof only uses the properties expected from the model (Theorem 18 and the characterisation of SN) and not the construction of the model itself.

## B Filter models: classical vs. intuitionistic realisability

The orthogonality method comes from the denotational and operational semantics of symmetric calculi, such as proof-term calculi for classical or linear logic.

In some sense, orthogonality only builds semantics in a continuation passing style, and (as we have seen) this still makes sense for typed $\lambda$-calculi that are purely intuitionistic. While this is sufficient to prove important properties of typed $\lambda$-terms such as strong normalisation, the models are unable to reflect some of their purely intuitionistic features.

This phenomenon could be seen in presence of a "positive" type (i.e. datatype) $\mathfrak{P}$, for which $\llbracket \mathfrak{P} \rrbracket$ is not closed under bi-orthogonal and $[\mathfrak{P}]$ is defined as $\llbracket \mathfrak{P} \rrbracket^{\perp}$. Model $\mathcal{M} \stackrel{\mathcal{F}}{\Perp}$ provides the interpretation

$$
\begin{aligned}
\llbracket \mathfrak{P} \rightarrow \mathfrak{P} \rrbracket & =(\llbracket \mathfrak{P} \rrbracket::[\mathfrak{P}])^{\perp}=\left\{u \in \mathcal{D} \mid \forall v \in \llbracket \mathfrak{P} \rrbracket, \forall \overrightarrow{v^{\prime}} \in[\mathfrak{P}], u \Perp v:: \overrightarrow{v^{\prime}}\right\} \\
& =\left\{u \in \mathcal{D} \mid \forall v \in \llbracket \mathfrak{P} \rrbracket, \forall \overrightarrow{v^{\prime}} \in[\mathfrak{P}], u @ v \Perp \overrightarrow{v^{\prime}}\right\} \\
& =\left\{u \in \mathcal{D} \mid \forall v \in \llbracket \mathfrak{P} \rrbracket, u @ v \in \llbracket \mathfrak{P} \rrbracket^{\perp \perp}\right\}
\end{aligned}
$$

while model $\mathcal{M}_{\mathcal{F}}^{i}$ would provide

$$
\llbracket \mathfrak{P} \rightarrow \mathfrak{P} \rrbracket=\{u \in \mathcal{D} \mid \forall v \in \llbracket \mathfrak{P} \rrbracket, u @ v \in \llbracket \mathfrak{P} \rrbracket\}
$$

## C Detailed proofs

- Lemma 3 (Properties of intersection types). For all $U, V, W, F, U^{\prime}, V^{\prime}$,

1. $\approx$ is an equivalence relation.
2. If $U \approx \omega$ then $U=\omega$ and if $U \approx F$ then $U=F$.
3. $U \cap V \approx V \cap U$ and $(U \cap V) \cap W \approx U \cap(V \cap W)$.
4. If $U \approx U^{\prime}$ and $V \approx V^{\prime}$ then $U \cap V \approx U^{\prime} \cap V^{\prime}$.
5. For all $U$ and $V$, if $U \cap V \approx U$ then $V=\omega$.

Proof. The first four point are proved by straightforward inductions on derivations. The last point is more subtle: We define $\phi(U)$ by induction on $U$ as follows:

$$
\begin{array}{ll}
\phi(\omega) & :=0 \\
\phi(F) & :=1 \\
\phi(A \cap B) & :=\phi(A)+\phi(B)
\end{array}
$$

So for all $U$ and $V$ we have $\phi(U \cap V)=\phi(U)+\phi(V)$. Also, for all $A, \phi(A)>0$. So for all $U$, if $\phi(U)=0$ then $U=\omega$. We can also prove that for all $U$ and $V$, if $U \approx V$ then $\phi(U)=\phi(V)$. Now if $U \cap V \approx U$ then $\phi(U \cap V)=\phi(U)+\phi(V)=\phi(U)$. So we have $\phi(V)=0$, from which we get $V=\omega$.

- Lemma 11 (Typing substitutions). If $\Gamma, x: U \vdash_{\cap}^{n} M: A$ and $\Delta \vdash_{\cap}^{m} N: U$ then there exists $\Gamma^{\prime}$ such that $\Gamma^{\prime} \approx \Gamma \cap \Delta$ and $\Gamma^{\prime} \vdash_{\cap}^{n+m}\left\{\frac{N}{x}\right\} M: A$.
Proof. By induction on the derivation of $\Gamma, x: U \vdash M: A$.

[^3]We also have the existence of $\Gamma_{2}^{\prime}$ such that $\Gamma_{2}^{\prime} \approx \Gamma_{2} \cap \Delta_{2}$ and $\Gamma_{2}^{\prime} \vdash_{n_{2}+m_{2}}\{N / x\} M$ : $A_{2}$.
Therefore we have $\Gamma_{1}^{\prime} \cap \Gamma_{2}^{\prime} \vdash_{n_{1}+m_{1}+n_{2}+m_{2}} M: A$ with $n_{1}+m_{1}+n_{2}+m_{2}=n+m$ and $\Gamma_{1}^{\prime} \cap \Gamma_{2}^{\prime} \approx\left(\Gamma_{1} \cap \Delta_{1}\right) \cap\left(\Gamma_{2} \cap \Delta_{2}\right) \approx\left(\Gamma_{1} \cap \Gamma_{2}\right) \cap\left(\Delta_{1} \cap \Delta_{2}\right) \approx \Gamma \cap \Delta$.
$\frac{\Gamma_{1}, x: U_{1} \vdash_{n_{1}} M_{1}: A_{1} \rightarrow A \quad \Gamma_{2}, x: U_{2} \vdash_{n_{2}} M_{2}: A_{1}}{\Gamma_{1} \cap \Gamma_{2}, x: U_{1} \cap U_{2} \vdash_{n_{1}+n_{2}} M: A}$
Here $M=M_{1} M_{2}, n=n_{1}+n_{2}$ and $\Gamma=\Gamma_{1} \cap \Gamma_{2}$. So, there exist $\Delta_{1}, \Delta_{2}, m_{1}, m_{2}$ such that $\Delta=\Delta_{1} \cap \Delta_{2}, \Delta_{1} \vdash_{m_{1}} N: U_{1}$ and $\Delta_{2} \vdash_{m_{2}} N: U_{2}$. By induction hypothesis, there exists $\Gamma_{1}^{\prime}$ such that $\Gamma_{1}^{\prime} \approx \Gamma_{1} \cap \Delta_{1}$ and $\Gamma_{1}^{\prime} \vdash_{n_{1}+m_{1}}\{N / x\} M_{1}: A_{1} \rightarrow A$. We also have the existence of $\Gamma_{2}^{\prime}$ such that $\Gamma_{2}^{\prime} \approx \Gamma_{2}$ and $\Gamma_{2}^{\prime} \vdash_{n_{2}+m_{2}}\left\{\frac{N}{x}\right\} M_{2}: A_{2}$. Therefore we have $\Gamma_{1}^{\prime} \cap \Gamma_{2}^{\prime} \vdash_{n_{1}+m_{1}+n_{2}+m_{2}} M_{1} M_{2}: A$ with $n_{1}+m_{1}+n_{2}+m_{2}=$ $n+m$ and $\Gamma_{1}^{\prime} \cap \Gamma_{2}^{\prime} \approx\left(\Gamma_{1} \cap \Delta_{1}\right) \cap\left(\Gamma_{2} \cap \Delta_{2}\right) \approx\left(\Gamma_{1} \cap \Gamma_{2}\right) \cap\left(\Delta_{1} \cap \Delta_{2}\right) \approx \Gamma \cap \Delta$. $\frac{\Gamma, x: V \vdash_{n} M_{1}: F \quad A_{1} \subseteq V}{\Gamma \vdash_{n} \lambda y \cdot M_{1}: A_{1} \rightarrow F}$
Here $A=A_{1} \rightarrow F$. So, there exist $\Gamma^{\prime}$ and $V^{\prime}$ such that $\left(\Gamma^{\prime}, y: V^{\prime}\right) \approx(\Gamma, y: V) \cap \Delta$ and $\Gamma^{\prime}, y: V^{\prime} \vdash_{n+m}\{N / x\} M_{1}: F$. Therefore, $\Gamma^{\prime} \approx \Gamma \cap \Delta$ and $V^{\prime} \approx V$, hence $A_{1} \subseteq V^{\prime}$. So we have $\Gamma^{\prime} \vdash_{n+m}\{N / x\} M: A$, because $\{N / x\} M=\lambda y .\left\{\frac{N}{x}\right\} M_{1}$.

- Theorem 12 (Subject Reduction). If $\Gamma \vdash_{\cap}^{n} M: A$ and $M \longrightarrow_{\beta} M^{\prime}$ then there exist $m$ and $\Delta$ such that $m<n, \Gamma \subseteq \Delta$ and $\Delta \vdash_{\cap}^{m} M^{\prime}: A$.

Proof. First by induction on $M \longrightarrow_{\beta} M^{\prime}$ then by induction on $A$.

- If there exist $A_{1}$ and $A_{2}$ such that $A=A_{1} \cap A_{2}$, then there exist $\Gamma_{1}, \Gamma_{2}, n_{1}, n_{2}$ such that $\Gamma_{1} \vdash_{n_{1}} M: A_{1}$ and $\Gamma_{2} \vdash_{n_{2}} M: A_{2}$. By induction hypothesis, there exist $\Delta_{1}$ and $m_{1}$ such that $\Gamma_{1} \subseteq \Delta_{1}, m_{1}<n_{1}$ and $\Delta_{1} \vdash_{m_{1}} M: A_{1}$. We also have the existence of $\Delta_{2}$ and $m_{2}$ such that $m_{2}<n_{2}, \Gamma_{2} \subseteq \Delta_{2}$ and $\Delta_{2} \vdash_{m_{2}} M: A_{2}$. Then we have $\Delta_{1} \cap \Delta_{2} \vdash_{m_{1}+m_{2}} M: A$ with $m_{1}+m_{2}<n$ and $\Gamma \subseteq \Delta_{1} \cap \Delta_{2}$.
- $\overline{\left(\lambda x . M_{1}\right) M_{2} \longrightarrow_{\beta}\left\{M_{2} / x\right\} M_{1}}$ and $A=F$

Then there exist $\Gamma_{1}, \Gamma_{2}, n_{1}, n_{2}$ and $B$ such that $\Gamma=\Gamma_{1} \cap \Gamma_{2}, n=n_{1}+n_{2}+1$, $\Gamma_{1} \vdash_{n_{1}} \lambda x . M_{1}: B \rightarrow F$ and $\Gamma_{2} \vdash_{n_{2}} M_{2}: B$. So there exists $U$ such that $B \subseteq U$ and $\Gamma_{1}, x: U \vdash_{n_{1}} M_{1}: F$. Then there exist $\Gamma_{2}^{\prime}$ and $n_{2}^{\prime}$ such that $\Gamma_{2} \subseteq \Gamma_{2}^{\prime}, n_{2}^{\prime} \leq n_{2}$ and $\Gamma_{2}^{\prime} \vdash_{n_{2}^{\prime}} M_{2}: U$. Therefore, by the substitution lemma, there exists $\Gamma^{\prime}$ such that $\Gamma^{\prime} \approx \Gamma_{1} \cap \Gamma_{2}^{\prime}$ and $\Gamma^{\prime} \vdash_{n_{1}+n_{2}^{\prime}}\left\{M_{2}\right\} M_{1}: F$ with $A=F, n_{1}+n_{2}^{\prime}<n$ and $\Gamma=\Gamma_{1} \cap \Gamma_{2} \subseteq \Gamma_{1} \cap \Gamma_{1}^{\prime} \approx \Gamma^{\prime}$.
$-\frac{M_{1} \longrightarrow_{\beta} M_{1}^{\prime}}{\lambda x \cdot M_{1} \longrightarrow_{\beta} \lambda x \cdot M_{1}^{\prime}}$ and $A=F$
Here, there exist $B, G$ and $U$ such that $A=B \rightarrow G, B \subseteq U$ and $\Gamma, x: U \vdash_{n} M_{1}$ :
$G$. By induction hypothesis, there exist $\Gamma^{\prime}, U^{\prime}$ and $m$ such that $\Gamma \subseteq \Gamma^{\prime}, U \subseteq U^{\prime}$, $m<n$ and $\Gamma^{\prime}, x: U^{\prime} \vdash_{m} M_{1}^{\prime}: G$. So we have $B \subseteq U^{\prime}$. Hence $\Gamma^{\prime} \vdash_{m} M^{\prime}: A$.
$-\frac{M_{1} \longrightarrow_{\beta} M_{1}^{\prime}}{M_{1} M_{2} \longrightarrow_{\beta} M_{1}^{\prime} M_{2}}$ and $A=F$
Then there exist $B, \Gamma_{1}, \Gamma_{2}, n_{1}, n_{2}$ such that $n=n_{1}+n_{2}+1, \Gamma=\Gamma_{1} \cap \Gamma_{2}$, $\Gamma_{1} \vdash_{n_{1}} M_{1}: B \rightarrow A$ and $\Gamma_{2} \vdash_{n_{2}} M_{2}: B$. By induction hypothesis there exist $\Gamma_{1}^{\prime}$ and $n_{1}^{\prime}$ such that $\Gamma_{1} \subseteq \Gamma_{1}^{\prime}, n_{1}^{\prime}<n_{1}$ and $\Gamma_{1}^{\prime} \vdash_{n_{1}^{\prime}} M_{1}^{\prime}: B \rightarrow F$. Therefore $\Gamma_{1}^{\prime} \cap \Gamma_{2} \vdash_{n_{1}^{\prime}+n_{2}+1} M_{1}^{\prime} M_{2}: A$ with $n_{1}^{\prime}+n_{2}+1<n$ and $\Gamma \subseteq \Gamma_{1}^{\prime} \cap \Gamma_{2}$.

- $\frac{M_{2} \longrightarrow_{\beta} M_{2}^{\prime}}{M_{1} M_{2} \longrightarrow M_{1} M_{2}^{\prime}}$ and $A=F$

Then there exist $B, \Gamma_{1}, \Gamma_{2}, n_{1}, n_{2}$ such that $n=n_{1}+n_{2}+1, \Gamma=\Gamma_{1} \cap \Gamma_{2}$, $\Gamma_{1} \vdash_{n_{1}} M_{1}: B \rightarrow A$ and $\Gamma_{2} \vdash_{n_{2}} M_{2}: B$. By induction hypothesis there exist $\Gamma_{2}^{\prime}$ and $n_{2}^{\prime}$ such that $\Gamma_{2} \subseteq \Gamma_{2}^{\prime}, n_{2}^{\prime}<n_{2}$ and $\Gamma_{2}^{\prime} \vdash_{n_{2}^{\prime}} M_{2}^{\prime}: B$. Therefore $\Gamma_{1} \cap$ $\Gamma_{2}^{\prime} \vdash_{n_{1}+n_{2}^{\prime}+1} M_{1} M_{2}^{\prime}: A$ with $n_{1}+n_{2}^{\prime}+1<n$ and $\Gamma \subseteq \Gamma_{1} \cap \Gamma_{2}^{\prime}$.

- Theorem 18 (Inductive characterisation of the interpretation).

1. $\llbracket x \rrbracket_{\rho}=\rho(x)$
2. $\llbracket M N \rrbracket_{\rho}=\llbracket M \rrbracket_{\rho} @ \llbracket N \rrbracket_{\rho}$
3. $\llbracket \lambda x . M \rrbracket_{\rho} @ u=\llbracket M \rrbracket_{\rho, x \mapsto u}$ for any value $u$

Proof. To prove equalities between I-filters, we only have to prove that they have the same $F$-types.

1. If $F \in \llbracket x \rrbracket_{\rho}$ then there exists $\Gamma \in \rho$ such that $\Gamma \vdash_{\cap} x: F$, so $\Gamma=(x: F)$ so $F \in \rho(x)$. Conversely, if $F \in \rho(x)$, then $(x: F) \in \rho$ and $x: F \vdash_{\cap} x: F$. So $\llbracket x \rrbracket_{\rho}=\rho(x)$.
2. Let $F \in \llbracket M N \rrbracket_{\rho}$. There exists $\Gamma \in \rho$ such that $\Gamma \vdash_{\cap} M N: F$. Hence, there exist $\Gamma_{1}, \Gamma_{2}$ and $A$ such that $\Gamma_{1} \vdash_{\cap} M: A \rightarrow F$ and $\Gamma_{2} \vdash_{\cap} N: A$ and $\Gamma=\Gamma_{1} \cap \Gamma_{2}$. So $\Gamma \subseteq \Gamma_{1}$, and $\Gamma_{1} \in \rho$. Hence, $A \rightarrow F \in \llbracket M \rrbracket_{\rho}$. We also have $A \in \llbracket N \rrbracket_{\rho}$. So we have $F \in \llbracket M \rrbracket_{\rho} @ \llbracket N \rrbracket_{\rho}$.
Conversely, let $F \in \llbracket M \rrbracket_{\rho} @ \llbracket N \rrbracket_{\rho}$. There exists $A$ such that $A \rightarrow F \in \llbracket M \rrbracket_{\rho}$ and $A \in \llbracket N \rrbracket_{\rho}$. So there exists $\Gamma \in \rho$ such that $\Gamma \vdash_{\cap} M: A \rightarrow F$ and there exists $\Delta \in \rho$ such that $\Delta \vdash_{\cap} N: A$. Hence, $\Gamma \cap \Delta \in \rho$ and $\Gamma \cap \Delta \vdash_{\cap} M N: F$. So $F \in \llbracket M N \rrbracket_{\rho}$.
3. Let $F \in \llbracket \lambda x . M \rrbracket_{\rho} @ u$. There exists $A \in u$ such that $A \rightarrow F \in \llbracket \lambda x . M \rrbracket_{\rho}$. So there exists $\Gamma \in \rho$ such that $\Gamma \vdash_{\cap} \lambda x . M: A \rightarrow F$. Hence, there exists $U$ such that $A \subseteq U$ and $\Gamma, x: U \vdash_{\cap} M: F$.
= If $U=\omega$, then $(\Gamma, x: U)=\Gamma \in \rho$. Since $\rho \subseteq(\rho, x \mapsto u)$, we have $(\Gamma, x: U) \in$ ( $\rho, x \mapsto u$ ).
= If not, then $U \in u$, and we have $(\Gamma, x: U) \in(\rho, x \mapsto u)$.
So we have $F \in \llbracket M \rrbracket_{\rho, x \mapsto u}$.
Conversely, let $F \in \llbracket M \rrbracket_{\rho, x \mapsto u}$. There exists $\Gamma \in(\rho, x \mapsto u)$ such that $\Gamma \vdash_{\cap} M: F$.

- If $x \in f v(M)$, then there exist $\Gamma_{1} \in \rho$ and $A \in u$ such that $\Gamma=\Gamma_{1}, x: A$ (using Lemma 10.1). So we have $\Gamma_{1} \vdash_{\cap} \lambda x . M: A \rightarrow F$, and then $A \rightarrow F \in \llbracket \lambda x . M \rrbracket_{\rho}$. Hence, we have $F \in \llbracket \lambda x . M \rrbracket_{\rho} @ u$.
- If $x \notin f v(M)$, then for all $y \in \operatorname{Dom}(\Gamma), y \neq x$ (using Lemma 10.1). So $\Gamma \in \rho$ and $\Gamma, x: \omega \vdash_{\cap} M: F$. Since $u$ is a value, there exist $A \in u$ and $\Gamma \vdash_{\cap} \lambda x . M: A \rightarrow F$. Hence, $A \rightarrow F \in \llbracket \lambda x . M \rrbracket_{\rho}$ and finally $F \in \llbracket \lambda x . M \rrbracket_{\rho} @ u$.
- Lemma 29 (Adequacy Lemma). If $\mathfrak{G} \vdash_{\mathcal{S}} M: \mathfrak{A}$, then for all valuations $\sigma$ and for all mappings $\rho \in \llbracket \mathfrak{G} \rrbracket_{\sigma}$ we have $\llbracket M \rrbracket_{\rho} \in \llbracket \mathfrak{A} \rrbracket_{\sigma}$.

Proof. By induction on the derivation of $\mathfrak{G} \vdash_{\mathcal{S}} M: \mathfrak{A}$. Let $\sigma$ be a valuation.

[^4]$=\frac{\mathfrak{G} \vdash M: \mathfrak{A} \mathfrak{G} \vdash M: \mathfrak{B}}{\mathfrak{G} \vdash M: \mathfrak{A} \cap \mathfrak{B}}$
Let $\rho \in \llbracket \mathfrak{G} \rrbracket_{\sigma}$ and let $\vec{v} \in[\mathfrak{A} \cap \mathfrak{B}]_{\sigma}=[\mathfrak{A}]_{\sigma} \cup[\mathfrak{B}]_{\sigma}$. By induction hypothesis we have $\llbracket M \rrbracket_{\rho} \in \llbracket \mathfrak{A} \rrbracket_{\sigma}$ and $\llbracket M \rrbracket_{\rho} \in \llbracket \mathfrak{B} \rrbracket_{\sigma}$ so in any case $\llbracket M \rrbracket_{\rho} \Perp v$. Hence $\llbracket M \rrbracket_{\rho} \in \llbracket \mathfrak{A} \cap \mathfrak{B} \rrbracket_{\sigma}$.
$-\frac{\mathfrak{G} \vdash M: \mathfrak{A} \cap \mathfrak{B}}{\mathfrak{G} \vdash M: \mathfrak{A}}$
Let $\rho \in \llbracket \mathfrak{G} \rrbracket_{\sigma}$ and let $\vec{v} \in[\mathfrak{A}]_{\sigma} \subseteq[\mathfrak{A} \cap \mathfrak{B}]_{\sigma}$. By induction hypothesis we have $\llbracket M \rrbracket_{\rho} \in \llbracket \mathfrak{A} \cap \mathfrak{B} \rrbracket_{\sigma}$ so $\llbracket M \rrbracket_{\rho} \Perp v$. Hence $\llbracket M \rrbracket_{\rho} \in \llbracket \mathfrak{A} \rrbracket_{\sigma}$.
$-\frac{\mathfrak{G} \vdash M: \mathfrak{A} \cap \mathfrak{B}}{\mathfrak{G} \vdash M: \mathfrak{B}}$
Let $\rho \in \llbracket \mathfrak{G} \rrbracket_{\sigma}$ and let $\vec{v} \in[\mathfrak{B}]_{\sigma} \subseteq[\mathfrak{A} \cap \mathfrak{B}]_{\sigma}$. By induction hypothesis we have $\llbracket M \rrbracket_{\rho} \in \llbracket \mathfrak{A} \cap \mathfrak{B} \rrbracket_{\sigma}$ so $\llbracket M \rrbracket_{\rho} \Perp v$. Hence $\llbracket M \rrbracket_{\rho} \in \llbracket \mathfrak{B} \rrbracket_{\sigma}$.
$\mathfrak{G} \vdash M: \mathfrak{A}$

- $\frac{\mathfrak{G} \vdash M: \forall \alpha \mathfrak{A}}{\mathfrak{G}} \alpha \notin \operatorname{ftv}(\mathfrak{G})$

Let $\rho \in\left[\mathfrak{G} \rrbracket_{\sigma}\right.$ and let $\vec{v} \in[\forall \alpha \mathfrak{A}]_{\sigma}=\bigcup_{Y \subseteq \mathcal{D}^{*}}[\mathfrak{A}]_{\sigma, \alpha \mapsto Y}$. By induction hypothesis we have $\llbracket M \rrbracket_{\rho} \in \llbracket \mathfrak{A} \rrbracket_{\sigma, \alpha \mapsto Y^{\prime}}$, for all $Y^{\prime} \subseteq \mathcal{D}^{*}$, so in any case $\llbracket M \rrbracket_{\rho} \Perp v$. Hence $\llbracket M \rrbracket_{\rho} \in \llbracket \forall \alpha \mathfrak{A} \rrbracket_{\sigma}$.
$-\frac{\mathfrak{G} \vdash M: \forall \alpha \mathfrak{A}}{\mathfrak{G} \vdash M:\{\mathfrak{\mathfrak { B }} / \alpha\} \mathfrak{A}}$
Let $\rho \in \llbracket \mathfrak{G} \rrbracket_{\sigma}$ and let $\vec{v} \in[\{\mathfrak{B} / \alpha\} \mathfrak{A}]_{\sigma}=[\mathfrak{A}]_{\sigma, \alpha \mapsto[\mathfrak{B}]_{\sigma}} \subseteq[\forall \alpha \mathfrak{A}]_{\sigma}$. By induction hypothesis we have $\llbracket M \rrbracket_{\rho} \in \llbracket \forall \alpha \mathfrak{A} \rrbracket_{\sigma}$ so $\llbracket M \rrbracket_{\rho} \Perp v$. Hence $\llbracket M \rrbracket_{\rho} \in \llbracket\{\mathfrak{B} / \alpha\} \mathfrak{A} \rrbracket_{\sigma}$.

- Theorem 39 (Completeness). If $M \in S N$ there exist $\Gamma$ and $A$ such that $\Gamma \vdash_{\cap} M: A$.

Proof. First by induction on the longest $\beta$-reduction sequence starting from $M$ then by structural induction $M$ :

- If there exist $M^{\prime}$ and $\Omega$ such that $M \longleftrightarrow \longrightarrow_{\Omega} M^{\prime}$ then by the induction hypothesis and Subject Expansion (Theorem 38) we can conclude.
- If not, then $M$ is either of the form $\lambda x . M_{1}$ or of the form $x M_{1} \ldots M_{n}$. By the use of the induction hypothesis on $M_{1}$ and possibly on $M_{2} \ldots M_{n}$, we can also conclude.
- Theorem 41. 1. If $M \longrightarrow_{\beta} M^{\prime}$ then for all $\rho, \llbracket M \rrbracket_{\rho} \subseteq \llbracket M^{\prime} \rrbracket_{\rho}$.

2. If $M \longleftrightarrow{ }_{\epsilon} M^{\prime}$ then $\llbracket M \rrbracket_{\rho}=\llbracket M^{\prime} \rrbracket_{\rho}$.
3. If $M \longleftrightarrow_{N} M^{\prime}$ and $\llbracket N \rrbracket_{\rho} \neq \perp$, then $\llbracket M \rrbracket_{\rho}=\llbracket M^{\prime} \rrbracket_{\rho}$.
4. If $M \longrightarrow_{N} M^{\prime}$ and $\llbracket N \rrbracket_{\rho}=\perp$, then $\llbracket M \rrbracket_{\rho}=\perp$.

Proof. 1. Corollary of Subject Reduction (Theorem 12).
2. One inclusion is the previous case and the other is a corollary of Subject Expansion (Theorem 38).
3. Same argument.
4. By contradiction: If $\llbracket M \rrbracket_{\rho}=\perp$ then there exist $\Gamma \in \rho$ and $A$ such that $\Gamma \vdash_{\cap} M: A$; a straightforward induction on the typing tree $\Gamma \vdash_{\cap} M: A$ shows that there exist $\Gamma^{\prime}$ and $A^{\prime}$ such that $\Gamma \subseteq \Gamma^{\prime}$ and $\Gamma^{\prime} \vdash_{\cap} N: A^{\prime}(N$ is a sub-term of $M)$.


[^0]:    ${ }^{1}$ If reducibility techniques are needed for the latter, why not use them on the source system directly (besides formulating a modular methodology)?
    ${ }^{2}$ Correspondingly, there is no simple way to embed the simply-typed $\lambda$-calculus into $\lambda_{\cap}$, other than considering it as the source system of the present methodology.

[^1]:    ${ }^{3}$ Conversely, if $E$ is an $I$-filter of contexts then $\rho$, defined by $\rho(x)=\{\Gamma(x) \neq \omega \mid \Gamma \in E\}$ for all $x$, is an environment.

[^2]:    ${ }^{4}$ It probably uses it as many times as there are reduction steps from a term to its normal form.
    ${ }^{5}$ The property $\llbracket M \rrbracket_{\rho, x \mapsto \llbracket N \rrbracket_{\rho}}=\llbracket\left\{\frac{N}{x}\right\} M \rrbracket_{\rho}$ holds, but not by definition.
    ${ }^{6}$ Non-idempotency is never used (but for the fact that it directly implies strong normalisation).

[^3]:    - $\overline{x: F \vdash x: F}$

    Here $\Gamma=(), x=M, n=0$ and $U=F$. Therefore, $\left\{\frac{N}{x}\right\} M=N$ and $\Gamma \cap \Delta=\Delta$.
    So we have $\Gamma \cap \Delta \vdash_{n+m}\{N / x\} M: A$ with $\Gamma \cap \Delta \approx \Gamma \cap \Delta$.

    - $\overline{y: F \vdash y: F}$ with $y \neq x$

    Here $\Gamma=(y: F), A=F, U=\omega, M=y, n=0$. Since $\omega=U$, we have $\Delta=()$
    and $m=0$. Then, we have, $\Gamma \cap \Delta \vdash_{n+m}\{N / x\} M: A$ because $\{N / x\} M=y$.
    $\frac{\Gamma_{1}, x: U_{1} \vdash_{n_{1}} M: A_{1} \quad \Gamma_{2}, x: U_{2} \vdash_{n_{2}} M: A_{2}}{\Gamma_{1} \cap \Gamma_{2}, x: U_{1} \cap U_{2} \vdash_{n_{1}+n_{2}} M: A_{1} \cap A_{2}}$
    Here $A=A_{1} \cap A_{2}, n=n_{1}+n_{2}$ and $\Gamma=\Gamma_{1} \cap \Gamma_{2}$. So, there exist $\Delta_{1}, \Delta_{2}, m_{1}$, $m_{2}$ such that $\Delta=\Delta_{1} \cap \Delta_{2}, \Delta_{1} \vdash_{m_{1}} N: U_{1}$ and $\Delta_{2} \vdash_{m_{2}} N: U_{2}$. By induction hypothesis, there exists $\Gamma_{1}^{\prime}$ such that $\Gamma_{1}^{\prime} \approx \Gamma_{1} \cap \Delta_{1}$ and $\Gamma_{1}^{\prime} \vdash_{n_{1}+m_{1}}\{N / x\} M: A_{1}$.

[^4]:    - $\overline{\mathfrak{G}, x: \mathfrak{A} \vdash x: \mathfrak{A}}$

    Let $\rho \in \llbracket \mathfrak{G}, x: \mathfrak{A} \rrbracket_{\sigma}$ and let $\vec{v} \in[\mathfrak{A}]_{\sigma}$. By definition, $\rho(x) \in \llbracket \mathfrak{A} \rrbracket_{\sigma}$ so $\rho \Perp(x) \vec{v}$, and by Property 25.1 we have $\llbracket x \rrbracket_{\rho} \Perp \vec{v}$. Hence, $\llbracket x \rrbracket_{\rho} \in \llbracket \mathfrak{A} \rrbracket_{\sigma}$.
    $=\frac{\mathfrak{G}, x: \mathfrak{A} \vdash M: \mathfrak{B}}{\mathfrak{G} \vdash \lambda x \cdot M: \mathfrak{A} \rightarrow \mathfrak{B}}$
    Let $\rho \in \llbracket \mathfrak{G} \rrbracket_{\sigma}$ and let $w:: \vec{v} \in[\mathfrak{A} \rightarrow \mathfrak{B}]_{\sigma}=\llbracket \mathfrak{A} \rrbracket_{\sigma}::[\mathfrak{B}]_{\sigma}$. As $w \in \llbracket \mathfrak{A} \rrbracket_{\sigma}$, we have $(\rho, x \mapsto w) \in \llbracket \mathfrak{G}, x: \mathfrak{A} \rrbracket_{\sigma}$, so by induction hypothesis we have $\llbracket M \rrbracket_{\rho, x \mapsto w} \in \llbracket \mathfrak{B} \rrbracket_{\sigma}$. From this we get $\llbracket M \rrbracket_{\rho, x \mapsto w} \Perp \vec{v}$ and by Property 25.3 we have $\llbracket \lambda x . M \rrbracket_{\rho} \Perp w:: \vec{v}$. Hence, $\llbracket \lambda x . M \rrbracket_{\rho} \in \llbracket \mathfrak{A} \rightarrow \mathfrak{B} \rrbracket_{\sigma}$.
    $\mathfrak{G} \vdash M: \mathfrak{A} \rightarrow \mathfrak{B} \quad \mathfrak{G} \vdash N: \mathfrak{A}$
    $\mathfrak{G} \vdash M N: \mathfrak{B}$
    Let $\rho \in \llbracket \mathfrak{G} \rrbracket_{\sigma}$ and let $\vec{v} \in[\mathfrak{B}]_{\sigma}$. By induction hypothesis we have $\llbracket N \rrbracket_{\rho} \in \llbracket \mathfrak{A} \rrbracket_{\sigma}$ and $\llbracket M \rrbracket_{\rho} \in \llbracket \mathfrak{A} \rightarrow \mathfrak{B} \rrbracket_{\sigma}$. We thus get $\llbracket N \rrbracket_{\rho}:: v \in \llbracket \mathfrak{A} \rrbracket_{\sigma}::[\mathfrak{B}]_{\sigma}=$ $[\mathfrak{A} \rightarrow \mathfrak{B}]_{\sigma}$. So $\llbracket M \rrbracket_{\rho} \Perp \llbracket N \rrbracket_{\rho}:: v$ and by Property 25.2 we have $\llbracket M N \rrbracket_{\rho} \Perp v$. Hence $\llbracket M N \rrbracket_{\rho} \in \llbracket \mathfrak{B} \rrbracket_{\sigma}$.

