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Abstract—We address the problem of circuit-level design for
low power. We describe a new method for glitch power reduction
based on threshold voltage adjustment. The proposed method
achieves both dynamic and leakage power reductions. We develop
an optimization algorithm that transforms the circuit netlist in
an optimized one achieving glitch energy reductions without
affecting the overall circuit delay requirement. Applying the
algorithm to C17 benchmark circuit implemented in a 65nm
industrial Low Power CMOS process, we have achieved 14% of
total energy savings and 78% of leakage energy savings at the
expense of just 5% of delay increase.

Index Terms—Glitch power reduction; Circuit-level Design;
threshold voltage variation

I. INTRODUCTION

Glitches are spurious transitions generated by a logic gate
when its input signals arrive at a different time due to paths of
varying delay. These transitions consume an important amount
of energy that can be as much as 40% of the total power in a
standard synchronous circuit. [1].
Many techniques are proposed to avoid glitches. All of them
try to compensate the differential delay of input signals either
by adding extra delay to early arriving signals or by increasing
the inertial delay of the corresponding gates such that the glitch
will be filtered (hazard filtering) [2].
The first method is called path delay balancing. In [3], this
technique inserts delay buffers in the path in which extra delay
is desired. In [1], authors add an extra resistance to introduce
the extra delay on selected paths.
For the hazard filtering method, many ideas emerged to
increase gate’s delay. In [4], enlarging transistors was proposed
as a solution to achieve equal path delays in the circuit. But,
since large transistors means high values of parasitic capac-
itances, a multiobjective algorithm is developed to optimize
both differential path delay and capacitive power consumption
by a judicious choice of transistor’s size. Like transistor sizing,
gate sizing technique searches for the optimal size of the gate
[1], modeled as an equivalent inverter.
All techniques above mentionned come with some drawbacks:
In path delay balancing, since delays are added only to the fast
paths, critical path is not affected. However, extra elements
inserted consume themselves energy and hence reduce the
energy saved. In hazard filtering technique, the overall delay
of the circuit may increase. So, critical path should be always
verified to still meets the delay constraints. Furthermore,

techniques belonging to this method, like transistor or gate
sizing, consume an extra capacitive power that reduces the
achievable power savings.
Adding delay buffers or enlarging transistors will add an extra
area to the circuit. But, these methods are especially used for
low power applications with low demand in area requirements.
In this paper, we develop a new technique for hazard filtering
based on threshold voltage variation approach.
Recently, this approach has attracted a strong interest for low
power design. To our knowledge, no previous work for glitch
power reduction has adopted such approach. Techniques in
this approach are used especially to achieve leakage power
reduction [5] [6]. As threshold voltage increases, sub-threshold
currents decrease with an increase in the propagation delay
of the gate. Thus, to reduce the power consumed while
maintaining the performance of the circuit, high threshold
voltage are generally used in transistors off-critical path or
in standby mode [7] [8].
It’s the supposed negative point of high threshold voltage that
motivate this work. The increase of the propagation delay due
to threshold voltage increase will be exploited to eliminate
spurious transitions. Threshold voltage of gates with eventual
glitch appearance will be adjusted to compensate different
path delays of its input signals. Using the adequate threshold
voltage in the adequate place, our technique reduces both
glitch power consumption and leakage power dissipation while
still maintaining the delay constraints.
This paper is organized as follows. Section II briefly reviews
glitch filtering technique. In Section III, the basic idea of
multiple threshold voltage for glitch filtering is presented
and techniques to achieve threshold voltage variation are
analyzed. Finally, section IV presents the proposed algorithm
and provides simulations results.

II. GLITCH FILTERING APPROACH

Glitch filtering approach was first proposed in [2]. The basic
idea is to adjust the inertial delay of the gate, where glitch
can be generated, to be greater than the differential path delay
(DPD) of its input signals. Figure 1 illustrates this technique.
The principle is simple : the transition of input signal A to
logic state 1, will start the charging of output signal C. When
the delay of the gate is smaller than DPD, the output will found
enough time to be completely charged before being dicharged



due to the change of input signal B. Suppose now that the
delay of the gate is increased by a factor DPD. Normally, the
output will be at logic state 1 at time t1+D+DPD=t2+D. But,
the change of input signal B to logic state 0, will start the
discharge phase of output signal at time t2. Since the output
is not being charged yet, the glitch will be filtered and the
output remains at logic state 0 all the time.

Figure 1. Glitch filtering approach.

This technique may increase the overall delay of the circuit.
For instance, consider the AND gate, with two rising transi-
tions in its inputs. The output will be at the desired logic state
after t+D, where t is the latest arrival time of input signals and
D is the delay of the gate. Obviously, if the delay of the gate
increases, the output will be delayed by a factor corresponding
to the delay increase.

III. HAZARD FILTERING BY THRESHOLD VOLTAGE

VARIATION

In this paper, we develop a new technique for hazard
filtering based on threshold voltage variation.
The idea is by reason to the relation between the delay of a
gate and threshold voltage that can be expressed as [9]:

tpd =
CLVdd

Id

=
CLVddLeff

µCoxWeff (Vgs − Vth)α
(1)

where Vgs and Vth are respectively the gate-source voltage
and the threshold voltage of the transistor, µ is the mobility,
Cox is the oxide capacitance and α is the velocity saturation
index. Leff and Weff are respectively the channel length and
width of the transistor and CL is the equivalent capacitance of
internal parasitic capacitances that consume the same power.
The variation of the gate propagation delay resulting from
a threshold voltage variation can be given in Equation 2 by
diffrentiating Equation 1 with respect to Vth.

∆tpd =
α∆Vth

Vgs − Vth

.tpd0 (2)

Where tpd0 is the original gate delay without Vth variation.
The idea of our technique exploits this relation. It consists to
adjust the threshold voltage in order to increase the delay of
the desired gate by an optimal factor that achieve glitch energy
savings while maintaining a certain performance requirement

on the overall circuit delay.
To achieve multiple threshold voltage, different techniques
can be used. In [10], authors discuss these techniques. Some
of them are integrated in the fabrication process like ion
implantation or oxide thicknesses (tox) variation. The others,
like multiple channel length setting or adaptive body biasing
technique can be used by the designer in the transistor level.
Transistor length variation increases gate’s capacitances which
induce more power consumption. Thus, in this paper, we
will use adaptive body biasing technique to achieve high
threshold voltage. It’s a well known technique used for leakage
energy reduction [6]. This technique consist to apply a voltage
between the source and the bulk of the transistor that influence
threshold voltage value. In fact, in BSIM4 model [11], the
threshold voltage of a MOSFET can be expressed as follows:

Vth = Vth0 + γ
√

2φF + Vsb −
√

2φf (3)

Where Vth0 is the threshold voltage at zero substrate bias, φF

is the Fermi potential, γ is the body bias coefficient and Vsb

is the source-bulk voltage.
A variation in the source-bulk voltage results in a threshold
voltage change by a factor of : γ

√
2φF + Vsb−

√

2φf . This is
especially used to increase threshold voltage by reverse biasing
source to bulk junction [12].
Since this technique require a triple well process, we are aware
that achieved energy savings will be at the expense of a certain
area increase.
Figure 2 shows the variation of threshold voltage for a standard
and a high threshold voltage low power (SVTLP and HVTLP)
NMOS transistor resulting from a Vbs variation.
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Figure 2. Threshold voltage variation for SVTLP and HVTLP NMOS
transistors as function of Vsb.

As we can see, a reverse bias of about 0.5V results in an
increase of threshold voltage by about 90 mV. Since transistor
models don’t take into account a Vbs variation beyond Vdd

+ 10%, a maximum reverse biasing of 1.32V is allowed. A
marge of 0.27V raging from 0.58V to 0.85V is possible.



IV. OPTIMIZATION PROCEDURE FOR GLITCH POWER

REDUCTION

In this section a motivation example for glitch filtering
applying adaptive body biasing technique is presented. The
proposed algorithm is then described and experimental results
are shown.

A. Motivation Example

Consider the cicruit with a glitch formation shown in
figure 3. Glitches appear due to the difference of input
arrival times of the AND gate. As mentioned in section II,
To eliminate glitches, threshold voltage will be adjusted by
reverse biasing source to bulk junction.

Figure 3. Circuit with glitch formation.

Spice simulations are carried out in 65nm process.
Figure 4 shows the output of the AND gate for different thresh-
old voltages achieved using SVTLP and HVTLP transistors
with and without substrate biasing. Here, the Vbs represent
the value of the bulk-source voltage of PMOS transistors and
the source-bulk voltage of NMOS ones.

Figure 4. Output voltage waveforms for different threshold voltages.

One can observe that, as expected, the magnitude of glitch is
decreasing with threshold voltage increase.
Table I compares the original circuit and the modified one
where HVTLP transistors and a substrate bias of 1.2V is used.
We conclude that a total and leakage energy savings of up to
40% can be achieved at the expense of delay increase.
For applications whose speed requirements are not stringent,

Table I
ENERGY REDUCTION AND DELAY PENALTY OF PROPOSED GLITCH

REDUCTION METHOD APPLIED TO THE CIRCUIT IN FIGURE 3.

original modified
Total-Energy(fJ) 4.76 2.85

Leakage-Energy(fJ) 7.99e-3 4.61e-3
Delay(ps) 74.8 107.8

Total-Energy-reduction(%) x 40
Leakage-Energy-reduction(%) x 42

Delay-increase (%) x 44
Energy-Delay-Product(psxfJ) 356.04 307.23

like biomedical devices, sensor networks and radio frequency
identification (RFID) [13], delay of the circuit can be further
and further increased as long as it achieves energy savings.
But this is not generally the case : given as a constraint
parameter, delay has been always a major concern for digital
circuit designers.

B. Proposed algorithm

We develop an algorithm that modify the netlist of a logic
circuit to have a glitch free one that still maintain a given
circuit delay performance.
The proposed algorithm makes a bottom up analysis of the
circuit : it starts at the primary inputs to finish at the output
nodes. It effects a threshold voltage adjustement that may
increase the overall circuit delay by a permitted amount
calculated as the difference of the delay required and the
critical path delay of the circuit without any modification.
Effectively, this algorithm searches for an eventual glitch
appearance by examining the differential path delay (DPD)
of input signals of each gate in the circuit. For each glitchy
gate, the highest threshold voltage achieved by using High
Threshold Voltage Low Power (HVTLP) transistors with a
substrate bias of 1.2V, is used. Then, if the critical path delay
still maintain the delay requirements, the algorithm moves to
the next gate. Else, the threshold voltage is regulated until the
delay constraints are conserved.
The glitch may not be totally filtered, but its magnitude will
be reduced which reduce the energy consumed as shown in
section IV-A . For the case of a large DPD such that the
glitch will be a complete transition with a width W, increasing
threshold voltage will not reduce the energy consumed until
W will be 0. Even so, the proposed algorithm achieve energy
savings since high threshold voltage will significantly reduce
leakage currents.
As using high threshold voltage reduce the leakage energy
consumed, the circuit can be further optimized using the
algorithm for non-glitchy gates.
To apply our algorithm the arrival times of input signals should
be computed for all the gates of the circuit. The proposed
algorithm is given in figure 5.

C. Experimental Results

The proposed algorithm has been tested on C17 and C432
ISCAS’85 benchmark circuits for different values of delay
constraints.



{

Glitch_Reduction_by_threshold_voltage_variation_ algorithm (Circuit_netlist)

Compute the  inputs arrival time (ti) for each gate;

For each gate Gi
{ If  |t1 − t2 | # 0 :  

       {
Gi=Gate−modif(delay_constraints,Gi)

}

}

}

Gate−modif(delay_constraints,gate)

{ For each transistor in the gate 
{ transistors=HVTLP,Vbs=1.2

delay_verif=critical−path−delay−verif(delay_constraints,circuit_netlist)

if !delay_verif

{ transistors=HVTLP,Vbs=0
delay_verif=critical−path−delay−verif(delay_constraints,circuit_netlist)

}

if !delay_verif

{ transistors=SVTLP
delay_verif=critical−path−delay−verif(delay_constraints,circuit_netlist)

}

}

}

critical−path−delay−verif(delay_constraints,circuit_netlist)

{ if critical_path_delay > delay_constraints 

{ return False 
Else 

return True
}

}

Figure 5. Threshold voltage variation algorithm to reduce glitches.

For simulation, 1000 random input vectors have been applied
for each circuit. The results are shown in tableII.

Table II
TOTAL AND LEAKAGE ENERGY SAVINGS OF ISCAS’85 BENCHMARK

CIRCUITS WITH DIFFERENT DELAY CONSTRAINTS

circuit Permitted Total Leakage
delay-increase(%) Energy-savings(%) Energy-savings(%)

0 3 16.79
C17 3 11.37 65.19

5 13.77 78
5 3 21.99

10 7.73 40.93
C432 30 12.69 46.33

40 17.41 62.83
48 18.13 67.74

The results show a significant energy savings after the algo-
rithm has been applied.
We observe that for C17 circuit, we can even achieve energy
savings without any increase in the circuit delay.
As expected the less the delay constraints are stringent the
more the energy savings we can achieve.
Unlike others glitch reduction techniques, our technique do
not adds an extra energy that reduce the achievable energy
savings.

V. CONCLUSION

We describe an optimization technique for glitch power
reduction based on threshold voltage variation. The idea is

to adjust threshold voltage of specific transistors of gates
with eventual glitch appearance in order to eliminate spurious
transitions and hence achieve energy savings.
We develop an algorithm that modifies a circuit netlist to have
a glitch free one that still maintain the delay performance
required. A total energy savings of 14% and a leakage energy
savings of 78% at the expense of just 5% of delay increase is
achieved applying our method to C17 benchmark circuit.
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