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Abstract. With the aid of ab-initio, parameter free calculations based on density-
functional and many-body perturbation theory, we investigate the electronic band
structure and electron affinity of diamond surfaces. We focus on clean, ideal (001)
and (111) surfaces, and on the effect of hydrogen adsorption. Also single sheets of
graphane, that is graphene functionalized upon hydrogen, are investigated. At full
H-coverage nearly-free electron states appear near the conduction band minimum
in all the systems under study. At the same time, the electron affinity is strongly
reduced becoming negative for the hydrogenated diamond surfaces, and almost zero in
graphane. The effects of quasi-particle corrections on the electron affinity and on the
nearly free electron states are discussed.
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1. Introduction

Diamond is outstanding for its unique bulk properties: it is harder than any other

material, and it has the highest thermal conductivity. However, many of the most

interesting and potentially useful properties of diamond stem from its surface physics.

Despite the fact that diamond, Si and Ge share the same crystal and valence-electron

structure, their surface properties such as the most stable reconstructions [1], the details

of the geometry, the electronic band structure differ qualitatively and follow a quite clear

chemical trend connected to the strength of the covalent bond of the crystal. In many

cases, the most interesting phenomena present only at diamond surface are linked to

the adsorption of hydrogen [2]. At odds with Si and Ge, C is more electronegative with

respect to H. So that, upon hydrogen absorption, a microscopic surface dipole pointing

out of the surface is produced. This leads to the lowering of the local vacuum level [3] in

such a way that the electron affinity becomes negative [4](for a review see [2]). At the

same time the ionization potential of the system becomes the smallest known for any

semiconductors and allows for a special type of transfer doping where holes are injected

by surface adsorbates that act as acceptors. This process is known as surface transfer

doping and leads to high surface conductivity [5, 6].

In this paper we review ab-initio theoretical studies concerning the structure and

electronic properties of the most relevant surfaces of diamond, namely C(001) and

C(111), clean and hydrogen-covered. Also new results, concerning the electron affinity

of these surfaces, will be presented. Just ideal (flat, no defects, no steps) geometries

will be here considered. Of course, real surfaces are much more complicated, presenting

domains, terraces, and many other unavoidable deviations from the perfect, ideal models

we use (see for example [7, 8, 9, 10]). Along with such C surfaces, we will look at the

effect of hydrogen coverage on graphene. When hydrogen entirely covers graphene, a

new 2D crystal, named graphane, is formed.

Hydrogenation of C surfaces and of graphene brings some common features. First of

all hydrogen enhances the semiconducting character of C(100) and is able to open a gap

at the density-functional theory (DFT) level concerning C(111) and graphene. Secondly,

the presence of hydrogen gives rise to unoccupied states within the fundamental gap

close to the Γ point. Some of this states have a nearly-free electron (NFE) character

[14]. The peculiar spatial distribution of such states leads up to distinct many-body

effects, in particular the quasi-particle shift are strongly reduced with respect to the

other conduction states. Finally, both hydrogenated diamond surfaces show a negative

electron affinity (NEA), and also graphene undergoes a marked reduction of its electron

affinity upon hydrogenation, passing it from several eV to almost zero (although still

positive).

The paper is organized as follows: in the next section we will briefly describe

the theoretical approaches we use, namely DFT, and the GW approximation for the

electronic self-energy. Next, the C(001)2×1 clean and H covered (monohydride phase)

will be described. In section IV we will present the state of the art of the knowledge of
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the electronic properties of the C(111)2×1 surface, pointing out the still not answered

questions. Its hydrogenated phase will also be discussed. Finally, in section V we give a

brief overview on some of graphene properties, focussing on its functionalization through

H.

2. Computational methods

In this section we shortly introduce the theoretical tools used for the determination of

the properties of the studied systems. We will not give a detailed derivation of the

employed theories and formulas, leaving the reader to more complete reviews for further

insight and information. Instead we aim, here, to elucidate the different physical content

captured by theory at each different level of sophistication. This will be done in order

to provide the readers with the possibility to correctly interpret the theoretical results

presented.

2.1. Ground state properties

All the results presented in this review, take the first step from a DFT calculation.

DFT is based on the seminal paper of Hohenberg and Kohn of 1964[18]. For a review

on DFT see for example [19]. In their paper, Hohenberg and Kohn proved that all the

ground state properties of an interacting electronic system, including the many-body

wave function, could be expressed as unique functionals of the electronic density alone.

In particular, this assertion is valid also for the total energy E of the system. Moreover,

the total energy functional is minimum at the exact ground-state electron density of the

system. Customarily, DFT provides insights on the ground state properties of materials

and nanostructures through the solution of the so called Kohn-Sham (KS) equations

[20]. The main idea underlying this approach is to map the study of the interacting

system into the study of a non interacting fictitious system whose Hamiltonian is written

as:

{−1

2
∇2 + vext + vH + vxc}φi(r) = εKS

i φi(r) (1)

and which has by construction the same ground state density n(r) of the interacting

system:

n(r) =
∑

i

fi|φi(r)|2, (2)

being fi the occupation number of the state i. In Eq.1, vext is the fixed external

potential, vH is the Hartree potential, and vxc is the so called exchange-correlation (xc)

potential. It is now possible, given an approximation for vxc (typically local-density

approximation (LDA) or generalized-gradient approximation (GGA) [20, 21]), to solve

the KS equations (1,2) self-consistently and calculate the density n(r). Once the density

is known, it is possible to calculate the energy of the interacting system and hence, by

proper minimization, to find its ground state geometry:

E0 = min{n}E[n] (3)
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The KS equations, representing a fictitious auxiliary system, have no physical meaning.

Nevertheless, their eigenvalues εKS
i are often interpreted as one electron excitation

energies corresponding to the excitation spectra of the system upon removal or addition

of an electron. The collection of such eigenvalues gives rise to the so called DFT-KS

band structure. Typically, DFT-KS band structures severely underestimate the band

gap of semiconductors and insulators. A better description of band gaps and the removal

of spurious self-interaction effects (arising from the approximation of the xc potential)

can be obtained employing non-local xc potentials in the so called generalised Kohn-

Sham scheme [22, 23, 24]. Finally, it is worth mentioning that often in the presence of

localised d and f electrons, such as in the so called ‘strongly-correlated systems’, even

the description of the ground-state is unsatisfactory within LDA. Possible methods to

overcome this and the band-gap problem include self-interaction corrected LDA [25] and

LDA+U method [26]. However for simpler semiconducting systems, such as diamond,

DFT-LDA is well suited for the description of the ground-state properties.

2.2. Electronic Band structure calculations beyond DFT

Many-body perturbation theory(MBPT), although computationally cumbersome, is a

framework where excited states are straightforwardly and easily approached. Within

MBPT, the single particle excitation energies are the poles of the single-particle Green’s

function G. Such poles are exactly εn = ±En(N±1)∓E(N) where E(N) is the ground-

state energy of the neutral system (containing N electrons) and En(N±1) is the energy

of the n-th excited state of the charged N ± 1 system. Thus, from the knowledge of

the poles of the Green’s function, we have direct access to the excitation energies εn,

which may be compared with direct and inverse photoemission experiments. Also the

ionization potential I and the electron affinity χ are easily accessible within the MBPT

approach, being the energy of the highest occupied state, and the energy of the lowest

unoccupied state, respectively. As a corollary, the electronic gap Egap = I − χ is also

known.

Here we will shortly describe the Green’s function theory and the quasi-particle

approach. Further information and more details can be found in books of many-particle

physics [27].

When a bare particle, like an electron or an hole, is added to an interacting system,

it perturbs the particles in its vicinity and is dressed by a polarization cloud of the

surrounding particles, becoming a so-called quasi-particle. The propagation of the quasi-

particle within the system is ruled by the so-called ”quasiparticle equation”:

(−1

2
∇2 + vext + vH)Ψi(~r, ω) +

∫
Σ(~r, ~r′, ω)Ψi(~r′, ω)d~r′ = εi(ω)Ψi(~r). (4)

Besides the external and Hartree potential, the quasi-particles experience also another

sort of ’potential’, Σ, a non local, time-dependent, non hermitian operator called the

self-energy. The self-energy takes into account all the interactions and the electronic

relaxation beyond the classic Hartree repulsion term. Upon the electron removal
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Γ X L Eind
gap(Γ → X) top valence (Γ) bottom conduction (Γ)

LDA 5.65 11.27 11.39 4.26 0.0 5.65

GW 7.4 13.0 13.4 5.7 -0.6 6.8

exp.[32] 7.3 5.5

Table 1. DFT-LDA and GW electronic gaps of diamond at high symmetry points,
and absolute values of the top valence and bottom conduction band at the Γ point

(addition), the relaxation of the system will vary depending on the energetic level that is

probed (for instance whether the extracted charge belongs to the core or to the valence

electrons) and in fact the self-energy is energy-dependent. The quasi-particle states

are not, in fact, exact eigen-states of the systems and will decay after a certain time.

Being Σ not-hermitian, the energies εi(ω) are in general complex: their imaginary part

is related to the life time of the excited particle [28].

Neglecting vertex corrections [29], the self-energy can be expressed in terms of the

single-particle Green’s function G, and the screened Coulomb interaction W as:

Σ(12) = iG(12)W (1+2); (5)

in this equation the notation (1,2) stands for two pairs of space and time coordinates,

(r1, t1; r2, t2). This is the so called GW approximation for the self energy.

The omission of vertex correction is not the only approximation that is typically

used when the GW method is used. In practical calculations, being the KS equations of

the DFT a good starting approximation, both G and W are calculated using the DFT-

LDA eigenvalues and eigenfunctions at the independent-particle level this represents the

”one-shot“ G0W0. Moreover, since eq.(1) is formally similar to eq. (4), the self-energy

corrections might be evaluated considering the term (Σ− vDFT
xc ) as a perturbation term

of the KS equations. The first order perturbation approach to calculate the QP energies

has been proved to be valid within 0.1-0.2 eV for bulk [30] and surfaces [31]. As an

example, we show in Tab. 1 the electronic gaps at the high symmetry points of the

Brillouine Zone for diamond bulk. DFT always results in an underestimation of the

gaps, and GW corrects them by un upward shift of the empty states and downward

shift of the filled states. It is worth to note that the shift is not k-independent, i.e. a

’scissor operator approximation’ (meaning a rigid constant shift ) would not be justified

in diamond.

For what concerns the QP wavefunctions, they result to be well approximated by the

DFT on many bulk semiconductor systems [29, 30, 33, 34]. However the situation may

be sometimes more complex, since it has been shown [31, 33, 35, 36, 37, 24, 38, 39, 40, 41]

that small but sizeable differences between ψQP and φDFT can occur for some

(quasi)particle states.

It is worth to mention that the GW approximation can be seen as a dynamically screened

Hartree Fock (HF) approximation. The Hartree Fock equation is exactly recovered if Σ is

approximated to Σ = iGV with V bare (as opposite to screened) Coulomb potential. It
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is well known that the HF approximation, containing just the exchange potential, largely

overestimates the electronic gaps in semiconductors (see for example [24]). On the other

hand, setting Σ equal to a local, energy independent exchange and correlation potential,

would reproduce the DFT Kohn-Sham equations (which systematically underestimate

the electronic gaps). In this framework, it is hence intuitive that an improved description

of the electronic gaps could come by adding a statically screened non-local exchange

potential (sX [22]) to the DFT one. The screened exchange contains the Thomas-

Fermi screening constant kTF that is material dependent and may used as an adjustable

parameter. As a further advantage, sX is computationally much less heavy than a GW.

In this paper we will show that this simplified approach works quite well for the C(001)

surface, but fails in the C(111) case.

3. The C(001) surface

In this section we focus on the 001 surface of diamond. This is the technologically most

important face, being the smoothest in CVD growth [2]. From the theoretical point of

view, it is also the most studied and best understood. At odd with the C(111) surface,

in fact, there are no open issues concerning its geometry and electronic band structure.

3.1. Clean surface

As-polished or acid-cleaned C(001) surfaces exhibits a (1x1) low-energy electron

diffraction (LEED) pattern. Annealing at temperature higher that 1300 K produces

a 2×1 LEED pattern ([42, 43] and reference therein). It is commonly accepted that

the C(001)2 × 1 corresponds to a dimerized geometry. At odd with the Si(001)[44] and

Ge(001) [45]−2 × 1, the C-C dimers are not buckled [2, 17, 46, 47, 48, 49, 50, 51].

Our DFT-LDA calculated geometry, shown in Fig.1, reveals a C dimer bond length

of 1.37 Å [52], slightly larger than the C=C double bond (1.31 Å) and smaller than a

single bond length (1.58 Å). A small buckling appears just in the layers beneath the two

topmost surface layers: the buckling of the 3rd layer is 0.27 Å, the one of the 4th layer

0.16 Å, in agreement with other DFT results (see for example [49, 53] and references

therein).

3.1.1. Electronic band structure The electronic band structure, calculated with the

inclusion of many-body effects at different levels of approximation [57], is shown in

Fig. 2. Direct photoemission data by Graupner et al. [56] are also inserted in the figure

(squares symbols). The agreement between theory and experiment is very good, hence

validating the theoretical approaches. The surface electronic gaps at high-symmetry

points of the irreducible part of the Brillouine zone (IBZ) are listed in Tab. 2. The QP

corrections open the LDA gaps between occupied and empty surface states by 1.8-2.1

eV. The GW corrections do not affect much the dispersion of the states, leaving the

minimum surface gap indirect (from around J ′ to K) and the surface bands almost



The fascinating physics of carbon surfaces: first-principles study of hydrogen on C(001), C(111), and graphene7

Figure 1. Side and top view of the C(001)2×1 surface. Black balls represent C atoms.

Γ J K J ′

DFT-LDA 2.7 3.2 2.9 2.2

GW [58] 4.8 5.3 5.0 4.0

sX [57] 4.7 5.2 4.9 3.9

Table 2. Electronic gaps (in eV) between surface states in C(001)2×1

parallel near J ′ (see Fig. 2). This parallelism, together with the low dielectric screening

of diamond, is the main reason for the formation of a bound exciton in the optical

properties of this surface [51]. Using a simplified GW scheme for the screening, Kress et

al. [53] obtained similar results, but a slightly larger opening of the surface state gaps

(2.14-2.35 eV). Simplified approaches as screened exchange (sX, [22, 57]) also allow to

reproduce the full GW gap.

The calculated electron affinity χ for C(001)2×1 is shown in Tab. 3. In DFT it

takes the value of 1.9 eV, out of the experimental range (from 0.5 to 1.3 eV [17, 59, 60]).

The inclusion of QP effects allows for a better agreement with the measurements: our

GW value for χ, 1.1 eV, falls well within the experimental range. Comparison with

other DFT calculations, corrected by using an upward shift of the conduction states
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Figure 2. Electronic band structure of (001) surface along high-symmetry lines of the
2×1 BZ. The two surface bands in the gap, corresponding to π and π∗ orbitals at the C
dimers, are calculated within GW (solid lines) and within sX (circles). Experimental
data (squares) from [56].

[49] or corrected by the use of the experimental C bulk gap [61, 55] are also shown in

Tab. 3.

χth
DFT−LDA [63] χth

GW [63] χth χexp

C(001)2 × 1 1.9 1.1 0.51[61], 0.64[49], 0.8[55] 0.5[17], 0.75[59], 1.3[60]
C(001)2 × 1:H -0.7 -1.5 -2.05[61], -1.90[49], -2.2[55] ∼ -0.8[42], ∼ -0.4[65], ≤ -1.0[60

-1.3[17]
C(111)2 × 1 1.6 0.8 0.35[61], 0.35[49] 1.5 [60], 0.5 [59, 64], 0.38 [62]
C(111)1×1:H -0.6 -1.4 -2.03[61], -1.97[49] ≤ -0.7[64], ≤-0.9 [60], -1.27 [62]

Table 3. Theoretical Electron affinity for the clean and hydrogenated (001) and (111)
surfaces computed at the DFT and GW level. Also theoretical values (χth) from [49],
[61] and [55] are reported. Experimental data are also shown (χexp). All energies are
in eV.

3.2. C(001)2×1:H

The interaction of hydrogen with diamond surfaces is of large technological interest:

high quality diamond films grown via CVD have been obtained by etching with atomic

hydrogen at 1000◦ Celsius [8]; negative electron affinity upon hydrogen adsorption [4]

makes diamond a promising candidate as cold cathod emitter. It is hence crucial to

get a deeper microscopic insight of the interaction of H with the C(001) surface. The
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Figure 3. Side and top view of the monohydride C(001)2×1:H surface. Black balls
represent C atoms, grey balls hydrogen atoms.

known stable phase for H covered C(001)2×1 surface under standard conditions [66] is

the so called monohydride phase, where each surface C atom bonds an atomic H. DFT-

based calculations [49, 67, 52] have shown that the hydrogenated surface is energetically

favored (by 2.1 eV/atom) over the clean surface plus isolated H2 gas-phase molecules.

It is by now accepted that the 2×1 monohydride surface is the most stable form for

the hydrogenated C(001), while the 1x1 dihydride is unstable due to steric repulsion

between the hydrogen atoms [52]. In the monohydride phase, upon absorption of H,

the surface dimers do not break, but they change from being double to single bonded.

The C-C distance increases (1.61 Å, to be compared with 1.37 Å for the clean case).

The agreement with LEED estimated C-C distance is excellent (1.60 Å[66]). A buckling

of 0.18 Å and 0.10 Å is found at the 3rd and 4th layer, respectively, which slightly

exceedes the experimental one from LEED experiments (0.08 and 0.06 Å[66]).

3.2.1. Electronic band structure The calculated electronic band structure is shown in

Fig. 4. In agreement with previous calculations [49, 53], the adsorption of hydrogen

causes the disappearance of the π and π∗ states from the forbidden bulk gap region.

Anyway surface states still appear in the fundamental gap, just below the bottom of the

bulk conduction edge. These states are related to C-C and C-H bonds at the surface.

In particular, (see Fig.5) if the lowest conduction state at Γ (LUMO, for simplicity)

presents also some electron charge density above the surface, the LUMO+1 has almost

all the weight of the electron wave function delocalized outside the surface, although
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State ELDA 〈HF〉 〈Σc〉 〈vLDA
xc 〉 〈HF〉+〈Σc〉-〈vxc〉 EGW

HOMO -0.60 -19.1 2.0 -16.5 -0.6 -1.1

LUMO 2.5 -2.3 -1.7 -5.0 1.0 3.4

LUMO+1 3.4 -0.3 -0.5 -0.7 0.1 3.6

Table 4. DFT and GW energies of single-particle states for the C(001)2×1:H surface
[68]. The HOMO has bulk character, and the LUMO is a surface state related to
C-C and C-H bonds, with also some weight above the surface. The LUMO+1 is a
NFES. Also the exchange (HF) and correlation part of the self energy are shown. In
comparison with Fig.4, the energy of the HOMO of the slab calculation lies 0.6 eV
below the projected-bulk HOMO [49]. Energies in eV.

the state itself still lies (at least at the DFT level) below the vacuum. The LUMO+1 is

a nearly-free electron state (NFES), and its behavior under GW correction is peculiar

because of the delocalized nature of the electron wavefunction. In Tab. 4 we show the

LDA-KS and the quasiparticle energies for some single-particle states at the Γ point,

and the expectation value of the Hartree-Fock (HF) self-energy, of the correlation part

of the self-energy (Σc), and of the of the exchange-correlation potential. HF is known

to overestimate band-gaps in solids, and we will take into account these results only to

analyze how much bare exchange is able to differentiate between the NFE state and the

other conduction states. As a matter of fact from the third column of Tab. 4 we see

that the LUMO+1 (NFE character) is significantly less affected by the HF corrections

with respect to the LUMO state which is more localized within the bulk. This can

be explained thinking that the overlap between the NFES wavefunction and the filled

states wavefunctions is much smaller than the overlap of a LUMO-like state with the

occupied states. Also the correlation term of Σ is much smaller (column 4). The overall

effect is that the quasi-particle shift for the NFE state is one order of magnitude smaller

than the quasi-particle shift of the other conduction states.

3.2.2. Electron Affinity As already mentioned, among the outstanding properties of

diamond, its negative electron affinity is a unique characteristic not shared with any

other semiconductors. NEA in diamond is stable in air up to several hundred Celsius

degrees (see for example [2] and refs. therein).

The electron affinity χ of a system is defined as the amount of energy needed to

get an electron from the conduction band out into the vacuum. Apparently the electron

affinity seems a true bulk quantity which should not depend on surface orientation.

However it is found that χ depends on the the surface from which the electron is

extracted. In fact, besides band bending, the vacuum level which can be experimentally

measured is not the vacuum level at infinity Evac(∞), defined as the energy of an electron

at rest at an infinite distance from the sample which is of course surface-invariant [3];

but the vacuum level at the surface Evac(S), defined as the energy of an electron at rest

close to the surface, i.e. (following ref. [3]) at a distance larger than the inter-atomic
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Figure 4. DFT band structure of the C(001)2×1:H surface. (Dots: surface bands;
grey region: bulk projected).

distances but smaller than the size of the sample. This quantity is dependent on the

specificity of the surface geometry and on the presence of different adsorbates. What

is experimentally accessed is not the energy difference between the conduction band

minimum and the vacuum level but the energy barrier that the electron must overcome

in order to get into the vacuum. The existence of this energy barrier can be explained in

terms of the presence of the interface alone: in fact, in an ideally truncated bulk, some

of the surface electron will spill out into the vacuum creating a negative charge region

just outside the solid; at the same time, the region just inside is left with a net positive

charge. The total effect is thus the presence of an electric dipole at a microscopic

level which gives rise to a potential which prevents other electrons to leave the solid

[16]. Of course reconstructions and adsorbates strongly influence this microscopic dipole

changing the potential barrier and thus the electron affinity. In particular the changes

in χ due to the presence of adsorbates can be addressed very intuitively to differences

in the electronegativity of the adsorbate atoms with respect to the substrate ones. The

ability of the adsorbate atom to attract more (less) the electron, induces a polarization

of the bond, which creates a negative (positive) charged region at the surface raising

(lowering) χ. As a result, the presence of hydrogen lowers the energy barrier at the

surface of diamond, and oxygen behaves in the exact opposite way; in fact the electron

affinity of diamond can be tuned smoothly from its lowest to its maximum value by

controlling the coverage of hydrogen and oxygen[17].

Many theoretical [49, 54, 61, 67, 55] and experimental ([17, 65, 55] and refs. therein)

studies on the electron affinity of the C(001):H system have been carried out. Our results
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Figure 5. From left to right: Square modulus of the electronic KS wave function
|ψ(r)|2 of the HOMO, LUMO and LUMO+1 states at the C(001)2×1:H surface. The
LUMO+1 state has a NFE character.

are shown in Tab. 3. DFT already predicts a negative EA (-0.7 eV). The inclusion of

quasi-particle effects (GW) brings the EA to a more negative value (-1.5 eV), in good

agreement with the experimental results of Ley (χ=-1.3 eV [17]), but quite too negative

if compared with the values by [65] (∼ -0.4 eV). Different surface preparation conditions

and experimental techniques may explain the different affinity values reported in Tab.

3.

4. The C(111) surface

Cutting bulk diamond perpendicularly to the [111] direction can be done cutting either

one or three sp3 C-C bonds. The three dangling bonds surface has of course a much

higher formation energy [69] and by cleavage only the single dangling bond surface can

be obtained. All the results presented here hence concern the single dangling bond

surface.

Figure 6. Left: side view (top panel), and top view (bottom panel), of the
hydrogenated C(111) 1×1 surface. The single-dangling bond truncated bulk is obtained
from such geometry with the removal of hydrogen. Right: side view (top panel), and
top view (bottom panel), of the clean reconstructed C(111) 2×1 surface. Black balls
represent C atoms, grey balls hydrogen atoms.

Right after cleavage the surface exhibits a 1×1 reconstruction. C(111)1×1 consists
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D b(1) b(2) b(3) b(4) d23 d′23
EXP [79] 0.007 0.01 0.01 0.02 0.18 1.64 1.62

DFT-GGA 0.00 0.004 0.01 0.02 0.17 1.64 1.59

Table 5. Structural parameters of C(111) 2×1 obtained from LEED spot intensity
vs voltage results [79], compared with DFT-GGA predictions. D is the degree of
dimerisation; b(i) is the i-th layer buckling; d23 and d′23 are the lengths of the bonds
connecting the 2nd to the 3rd atomic layer. All lengths are in Å. (From Ref. [82]

approximately of a truncated bulk with each dangling bond saturated by an hydrogen

atom. The presence of hydrogen in the polished surface is confirmed by angle resolved

photoemission spectra (ARPES) that show that in the 1× 1 no occupied surface states

are present [71, 72] within the fundamental gap. Also infrared-visible sum frequency

generation spectroscopy has shown the presence of structures related to C-H bonds [73].

After annealing at more than 1100 K, hydrogen desorbs and the surface undergoes a 2×1

reconstruction. It is well accepted that the reconstruction geometry of this surface is

the Pandey π-chain model [74], shown in Fig. 6. The reconstruction involves significant

changes in the bonding of the atoms belonging to the first three layers, forming an almost

one dimensional chain in the top layer. The Pandey chain reconstruction finds the most

evident confirmation through the dispersion of the occupied surface states obtained by

ARPES measurements [71, 75]. Besides that, also the great majority of experimental

results, ranging from medium energy ion scattering [76, 77], LEED analysis of the spot

intensity vs voltage [78, 79], X-ray diffraction structure analysis [80], confirm the Pandey

model for the reconstruction of the (111) surface. As such diamond behaves in the same

way as Si and Ge, which exhibit a Pandey-chain 2 × 1 reconstruction.

However the exact geometry of the unit cell is still controversial. While most of the

theoretical study within DFT predict a non buckled non dimerised geometry [70], the

situation on the experimental side is rather unclear. Dimerisation seems to be ruled out

by ARPES experiment [75]; medium energy ion scattering data [76], X-ray diffraction

structure analysis [80], and infrared-visible sum frequency generation measurements

[73] find best agreement for an atomic arrangement featuring tilted chains, but can not

completely rule out an unbuckled undimerized geometry. At the same time, core level

binding-energy measurements [81], and a recent LEED study [79], show no evidence for

buckling.

In Tab. 5 we show the structural parameters of the C(111) 2×1 Pandey-chain

reconstruction obtained from a DFT total-energy minimization [82] compared to the

LEED spot intensity vs voltage results [79]. As we can see the theoretical ground-state

geometry is in excellent agreement with the experimental results. We can conclude that

Diamond, Si, and Ge share the same model for the reconstruction of their (111) 2 × 1

surface, but, while in the case of Ge and Si the most stable geometry features tilted

chains, diamond chains do not seem buckled [83].
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4.1. Electronic band structure

Experimentally, direct photoemission experiments find occupied surface states within

the fundamental gap. They show a strong dispersion along the chain direction and

are almost flat perpendicularly to it [71, 75], consistently with a reconstruction model

exhibiting one dimensional structures like the π bonded chains. There are also

evidences of unoccupied surface states within the fundamental gap from two-photons

photoelectron spectroscopy (2PPES) [84], high resolution soft X-rays absorption spectra

[85], and electron energy loss spectroscopy (EELS) [81]. Finally a recently measured

reflectance anisotropy spectrum [86, 87] shows an optical gap between surface states of

∼ 1.5 eV.

The DFT electronic band structure of the clean C(111)(2×1) corresponding to the

ground-state unbuckled undimerized geometry is shown in Fig. 7.

J K J’ K

-5

0

5

10

E
n

er
g

y
(e

V
)

ΓΓ
Figure 7. DFT-LDA electronic band structure of the C(111)2×1 surface. At the DFT
level the surface is semimetallic.

The dispersion of the calculated bands seems to be in qualitatively good agreement

with experimental data points. However, the surface is semi-metallic in contrast with

experimental findings.

The degeneracy of the states along the JK line is strictly connected to the

equivalence of the two atoms on the chain: if this equivalence is removed then the

gap between surface states may open.
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Figure 8. Electronic band structure of the 2×1 surface, along the JK directions for
different values of the buckling of the surface chains. The degeneracy of the surface
bands along the JK line is lifted by the presence of buckling. The upward dispersion
of the bands, however, turns the surface semiconducting only in the case of a 0.42
Å buckling.

The two atoms on the chain are not equivalent taking into account the presence of

the bulk, but evidently the difference is not enough to permit a strong energetic

differentiation of the two. It is known that a lattice distortion, such as the buckling

of the surface chains, provides Ge and Si of a semiconducting band structure.

Buckling Å Total Energy (Hartree)

0.00 0.000

0.05 +0.002

0.16 +0.017

0.31 +0.064

0.42 +0.110

Table 6. DFT total energies for the C(111)2×1 surface vs buckling.

If, starting from the fully relaxed geometry, we add an artificial buckling of the

chain we can see how the electronic gap evolves. The results [82] are listed in Tab. 6

and Fig. 8. As we can see, only a strong (in terms of energy cost) buckling of 0.42

Å could induce an opening of the gap. The experimental values for the buckling range
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between 0 (see for example [79]) and ∼ 0.3 Å [80], and within this range the surface

keeps being semimetallic.

A possible explanation to the absence of an electronic gap in the theoretical band

structure of C(111) may be found in the application of DFT to the realm of electronic

excitations, where it systematically underestimates electronic gaps. However, in the

case of C(111)2×1 G0W0 fails to work [88]. As a matter of fact the G0W0 corrections

do not change the situation because the two surface bands in the gap have almost

identical character (dangling bond character) hence exchange and correlation effects

do not differentiate among them. In the presence of some distortion, exchange and

correlation effects would be different for one state with respect to the other, and a gap

could open. But DFT does not find neither dimerization nor buckling. As such, there

is no way, apart from having a different occupation number (which is not the case), by

which exchange and correlation effects should distinguish between them.

The determination of the electronic band structure of C(111) requires then a more

sophisticated treatment. A possibility is to search for a non-interacting Hamiltonian,

different from the KS one, yielding a semiconducting starting point for the perturbative

GW. This path has been explored in Ref. [89], where hybrid screened exchange (sX)

functional [22, 57] and a Hartree Fock (HF) calculation have been performed. In

Figure 9. (From ref. [89]) C(111) surface states energies along the JK line, within
the GGA, sX, and Hartree Fock schemes, for the equilibrium geometry (no buckling,
no dimerisation). In all cases the surface is semimetallic. Note the different scales on
the y axis. All energies are in eV and referred to the Fermi level.

Fig. 9 [89] the surface bands along the JK line , for the GGA, screened exchange

and the Hartree-Fock calculations, are shown. In all the cases the surface keeps being

semimetallic, and this is particularly amazing in the case of the Hartree-Fock results

which is known to provide overestimated band gaps in solids.

The description of the semiconducting character of C(111) in absence of any

buckling or dimerization has been finally achieved in ref. [88], through an iterative

GW procedure. In that work, starting from an artificial population of the KS band

structure, the eigenvalues in the expression of the self-energy have been updated until

self-consistency is reached. The final band structure is reported in Fig. 10, a direct
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Figure 10. Electronic band structure of the C(111)2×1 surface within the self-
consistent GW scheme. A gap of about 1 eV opens along the JK direction. Crosses:
experimental results from [71, 75].

gap of about 1 eV has been found. While for the first time the semiconducting

character of the surface has been recovered, the value of the electronic gap is still

too small when compared with the experiments[86, 87]. Indeed, if ref. [88] proves

that geometric distortions may not be necessary to open a gap in the band structure

it shows, at the same time, that a quantitative description demands further studies,

possibly investigating the effect of defects, adsorbates, better xc functionals, electron-

phonon interactions etc... Also the calculated electron affinity χGW=0.8 eV (see Tab. 3,

although well within the experimental range (0.38-1.5 eV [17] and ref. therein) points

towards a strong distance between the theoretical surface model (clean, ideal) and the

experimentally accessible, real, surface.

5. Hydrogenated C(111)

Right after cleavage the (111) face of diamond is H terminated. The surface is

unreconstructed and the H atoms saturate the dangling bonds belonging to the C

surface atoms pointing out in the [111] direction. The side and top view of the fully

hydrogenated C(111) is presented in Fig. 6. Carbon preserves its sp3 hybridization,

the C-H bond length is 1.12 Å and the distance between the surface C atoms and the

second layer ones is 1.52 Å, almost equal to the bulk C-C distance of 1.53 Å. As a
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consequence of the different geometry, the electronic band structure of the hydrogen-

terminated surface is completely different with respect to the clean one. As shown in
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Figure 11. GW electronic band structure of the 1×1 C(111):H surface [90]. The 1×1
unit cell has been simulated within a 2×1 cell to be able to compare its band structure
with the one of the clean 2×1 reconstructed surface.

Fig. 11, in the GW band structure empty surface states appear close to the Γ point

right below the bulk conduction band minimum. Such states have a NFE character. In

Fig. 12 we present the square modulus of the KS wave-function of the conduction band

minimum at the Γ point (as before for brevity we will call this state the LUMO). The

charge is strongly delocalized outside the surface. Also the LUMO+1 shares the same

features, while the LUMO+2, for istance, is a bulk conduction state (see Fig. 12). The

different nature of the conduction states at the Γ point results, as for the C(001)2×1:H

surface, in different effects of many-body corrections to the energy of such single-particle

states. A first probe of this different behaviour is given by the expectation value of the

Hartree-Fock self-energy. In tab. 7 we show the LDA-KS and the quasiparticle energies

for some single-particle states at the Γ point, and the expectation value of the Hartree-

Fock (HF) self-energy, of the correlation part of the self-energy (Σc), of the of the

exchange-correlation potential. From the third column of tab. 7 we see that the LUMO
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Figure 12. Square modulus of the single particle KS wavefunctions at the Γ point
of the BZ for C(111):H. (Left) LUMO. The LUMO has a NFES character. (Right)
LUMO+2. The LUMO+2 has a bulk character.

State ELDA 〈HF〉 〈Σc〉 〈vLDA
xc 〉 〈HF〉+〈Σc〉-〈vxc〉 EGW

HOMO 0.00 -19.21 1.94 -16.78 -0.49 -0.41

LUMO 2.75 -2.72 -2.03 -5.33 0.58 3.38

LUMO+2 4.85 -8.14 -4.23 -13.78 1.41 6.04

Table 7. DFT and GW energies of single-particle states for the C(111)2×1:H surface.
The HOMO and LUMO+2 have bulk character, while the LUMO (and LUMO+1) is
a NFES. Also the exchange (HF) and correlation part of the self energy are shown.
All energies are in eV.

(NFE character) is significantly less affected by the HF corrections with respect to the

LUMO+2 state which is localized within the bulk. Again, the overall effect is that the

quasi-particle shift for the NFE state is much smaller than for the other conduction

states, as in the case of the C(001)2×1:H surface (see tab.4).

In analogy with the (001) face, one of the most striking effect of hydrogen is that

it turns the electron affinity of the surface to negative values. In tab. 3 the electron

affinity of the clean and hydrogen-terminated (111) surfaces are compared. The change

of the sign of the electron affinity upon hydrogenation is already present at the DFT

level, and quasi-particle corrections further decrease the EA.

6. Graphane

Graphene, a honeycomb sheet of carbon atoms, is the first truely 2D system found in

nature. Graphene appears in 0D, wrapped to form fullerens; in 1D, rolled in nanotubes;

in 3D, stacked to form graphite. In recent years, graphene has become one of the

most studied materials thanks to its unique physical properties. The amazing features

of graphene range from the Dirac-like behavior of its electrons that gives rise to a
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perfect conduction even in the presence of scatterers [93, 95], to its extreme mechanical

properties, being the strongest material ever tested [96]. Its sensitivity to single

adsorption events makes it an excellent candidate for chemical sensors. Graphene, a

single monolayer of graphite, has a flat honeycomb lattice and its valence electron are sp2

hybridized giving rise to a metallic band structure. The electronic properties of graphene

have been the subject of a tremendous research effort both theoretically (for a review

see ref. [97]) and experimentally (see ref. [93, 94]). For the purpose of this paper, i.e.

the study of the effect of hydrogen absorption on the electronic properties of graphene,

we need to mention only that graphene is a semimetal (or zero gap semiconductor) with

the linearly dispersing bands crossing the Fermi level at the Dirac points (K and K’

high-symmetry points of the hexagonal-lattice Brillouin zone). We leave the reader to

the reviews cited above for further insights and information. Indeed, one of the greatest

hindrance for the exploitation of graphene in electronic devices is the absence of a gap

in its electronic structure. A possible way to engineer a gap, building new 2D crystals

[93] upon periodic adsorbtion of different chemical species, has been proposed [98]. The

first realization of such novel 2D crystals is graphane, a fully hydrogenated graphene

sheet hypothesized in 2007 in Ref. [11], and then experimentally synthesized in 2008

[12, 13].

Upon the absorption of H a change of hybridization from sp2 to sp3 occurs and

the sheet goes from a planar to a buckled geometry (see Fig. 13). Experimentally, a

shrinking of the C-C bond [12] is found. Ab-initio calculations [11, 99], instead, find a

widening of the C-C bond length from 1.42 Å (graphene) to 1.54 Å (graphane). The

value of 1.54 Å corresponds to the C-C distance in bulk diamond, consistently with the

sp3 hybridization, whereas the value 1.42 Å is also the C-C bond length in graphite,

consistently with the sp2 hybridization. A possible explanation for this contradiction

has been given by Legoas et al. [100] who have shown how breaking the H atoms up and

down alternating pattern of ideal graphane, which is likely to happen in experiments,

can lead to lattice contraction.

The effect of hydrogen passivation on the electronic structure of graphene is striking:

all the dangling bonds are saturated and the sheet becomes semiconducting, as shown

in Fig. 14. The metal-insulator transition, driven by H adsorption, occurs with an

opening of a direct electronic gap at Γ as large as 6.1 eV (GW electronic gap). While

the top of the valence band state is a C-C bonding state, the bottom of the conduction

band exhibits a nearly-free-electron (NFE) character, as shown in Fig.15. The electronic

density corresponding to this state is mainly delocalized above the carbon sheet [101],

with possible important consequence in the transport properties of this material [102].

Many-body effects significantly influence the magnitude of the electronic gap of

graphane [99, 103, 104]. Starting from a direct DFT gap at Γ of 3.5 eV, the GW

corrections strongly increase its fundamental gap giving a quasi-particle gap of 6.1 eV

(see table 8). Hence, graphene undergoes a metal-insulator transition upon hydrogen

adsorption, with its electronic gap passing from zero (graphene) to 6.1 eV (graphane).

As already discussed, hydrogenated diamond surfaces have a negative EA.
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Figure 13. Graphene (left panel) and graphane (right panel) structures. Top view in
the upper pictures and side view in the lower pictures.
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Figure 14. DFT electronic band Structure of Graphene (left panel) and graphane
(right panel). Dashed lines indicate the vacuum level. In graphane the DFT gap at Γ
opens to about 6.1 eV when many-body effects within GW are included.
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Figure 15. Squared modulus |φ(r)6,Γ|2 of the wavefunction at Γ for the first empty
state in graphane.

Gap DFT Gap GW χ DFT χ GW

Graphene 0 (K) 0 (K) 4.2 4.2

Graphane 3.5 (Γ) 6.1 (Γ) 1.2 0.4

Table 8. Minimum electronic gap and electron affinity for graphene and graphane,
calculated within DFT and within GW. All energies are in eV.

Therefore, it is important to analyze whether this happens also in the case of graphene

upon hydrogen uptake. As in the case of diamond surfaces, hydrogen lowers the EA of

the carbon sheet, namely from 4.2 eV in the metallic phase (graphene) to 1.2 eV (DFT)

in the insulator phase. Moreover, when self-energy effects are taken into account, the EA

of graphane reaches a value close to zero (∼0.4 eV, see table 8). Further and more refined

calculations are envisaged to understand this point, and experimental verifications are

needed .

7. Conclusions

In conclusion, we have presented ab-initio calculations on the effect of hydrogenation

of diamond surfaces and of graphene. The geometrical structures, calculated within

DFT-based methods, are reviewed. The electronic band structures with the inclusion

of many-body effects are presented and discussed. Nearly free electron states seem

to be characteristic of these systems. A negative electron affinity, fingerprint of the

hydrogenated diamond surfaces, is well reproduced in our calculations, whereas we

predict a small, though still positive electron affinity for graphane.
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