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Abstract

In this paper, a method for prosodic break modelling based on

segmental-HMMs and Dempster-Shafer fusion for speech syn-

thesis is presented, and the relative importance of linguistic and

metric constraints in prosodic break modelling is assessed 1. A

context-dependent segmental-HMM is used to explicitly model

the linguistic and the metric constraints. Dempster-Shafer fu-

sion is used to balance the relative importance of the linguistic

and the metric constraints into the segmental-HMM. A linguis-

tic processing chain based on surface and deep syntactic parsing

is additionally used to extract linguistic informations of differ-

ent nature. An objective evaluation proved evidence that the

optimal combination of the linguistic and the metric constraints

significantly outperforms both the conventional HMM (linguis-

tic information only) and segmental-HMM (equal balance of

linguistic and metric constraints), and confirmed that the lin-

guistic constraint is prior to the metric.

Index Terms: speech prosody, prosodic break, segmental-

HMM, Dempster-Shafer fusion.

1. Introduction

Linguistic studies generally assume that the production of a

prosodic punctuation marker - prosodic break - results from the

integration of various and potentially conflictual constraints, in

particular the syntactic and the metric constraints [1, 2, 3, 4].

A prosodic break is primarily produced by speakers and can

be used by listeners to clarify the structure of the utterance.

Simultaneously, secondary cognitive constraints (performance

constraints) tend to produce a segmentation into prosodic

breaks with an optimal configuration [5], in particular with

respect to the metric regularity [2]. These constraints conflict

in the production of a prosodic structure, and secondary

extra-linguistic constraints often override the primary linguistic

constraint.

In speech synthesis, the adequate insertion of prosodic breaks

guarantees the intelligibility, the naturalness, and the variety of

the synthesized speech. Statistical methods have been proposed

to combine linguistic and metric constraints based on segmental

models [6, 7, 8]) in the modelling and adaptation of prosodic

breaks. However, the proposed methods remain generally

based on surface syntactic informations (POS) solely, while

deep syntactic informations are ignored. Additionally, the

1This study was partially funded by “La Fondation Des Treilles”,
and supported by ANR Rhapsodie 07 Corp-030-01; reference prosody
corpus of spoken French; French National Agency of research; 2008-
2012.

relative importance of the linguistic and the metric constraints

is not considered, or inadequately formulated.

In this study, a statistical method to combine linguistic and

metric constraints in the modelling of prosodic breaks is

proposed based on segmental HMMs and Dempster-Shafer

fusion, and the relative importance of the linguistic and the

metric constraints is assessed depending on the nature of the

linguistic information. A discrete segmental HMM is used

in which prosodic breaks are modelled conditionally to the

linguistic context in which they are observed, and the distance

across successive prosodic breaks (length of a prosodic phrase)

is explicitly modelled. Dempster-Shafer fusion is additionally

employed to balance the relative importance of the linguistic

constraint and the metric constraint into the segmental HMM.

Segmental HMMs are objectively evaluated with respect to

different sets of linguistic contexts, and the relative importance

of the linguistic and the metric constraints is assessed.

This paper is organized as follows: segmental HMMs and their

application to prosodic break modelling are presented in sec-

tion 2, Dempster-Shafer fusion is presented in section 3. The

evaluation is described and discussed in sections 4 and 5.

2. Segmental HMMs

Segmental HMMs [9, 10, 11, 12] were introduced in speech

recognition in which state sequences are explicitly represented

as segments with an explicit modelling of the segment state-

occupancy. Segmental HMM is a generalization of hidden

Markov model (HMM) that addresses two principal limitations

of the conventional hidden Markov model: 1) state duration

modelling, and 2) assumption of conditional independence of

the observation sequence given the state sequence.

The reformulation of prosodic break modelling into a segment

model requires to reformulate prosodic breaks as segments.

Actually, a prosodic break instantiates a prosodic segment

(prosodic phrase) that is defined as the segment left/right

bounded by a prosodic break. Thus, the modelling of prosodic

breaks can reformulated in terms of prosodic segments.

Let define q = [q1, . . . ,qT ] the sequence of linguistic

contexts of length T, where qt = [qt(1), . . . , qt(L)]⊤ is the

(Lx1) linguistic context vector which describes the linguistic

characteristics associated with the t-th syllable, l = [l1, . . . , lT ]
the corresponding sequence of prosodic labels, where lt
denotes the prosodic label associated with the t-th syllable,



s = [s1, ...sK ] the associated sequence of prosodic phrases

of length K, and d = [d1, ...dK ] the corresponding segment

state-durations, where dk denotes the length of prosodic phrase

sk.

In prosodic break modelling, the segment model can be simpli-

fied as follows:

1. one segment: sk = [ l[tk−1+1:tk−1] = b̄, ltk
= b ]

2. segment transition = 1

where: t = [t1, . . . , tK ] denotes the sequence of segment

boundaries, and b denotes a prosodic break and b̄ the absence

of a prosodic break.

2.1. Parameters Estimation

During the training, the estimation of the context-dependent

segmental HMM parameters is simplified, and the parameters

of the linguistic model λ
(linguistic) and segment duration model

λ
(metric) are estimated separately.

λ =
“

λ
(linguistic)

, λ
(metric)

”

(1)

The linguistic model λ
(linguistic) is estimated using the

context-dependent discrete HMM described in [13].

First, linguistic contexts are clustered so as to derive a

context-dependent tree. Then, a context-dependent HMM

λ
(linguistic) = (λ

(linguistic)
S1

, . . . , λ
(linguistic)
SM

) is constructed

from the set of terminal contexts S = (S1, . . . , SM ) of

the decision-tree, where λSm
denotes the HMM parameters

associated with the context Sm.

The segment duration model λ
(metric) is estimated with a nor-

mal distribution.

2.2. Parameters Inference

During the synthesis, the segment sequence (̂s,d) is determined

so as to maximize the conditional probability of the segment

sequence s and the segment duration sequence d given the lin-

guistic context sequence q:

(̂s,d) = argmax
s,d

p(s,d|q) (2)

The determination of the segment sequence (̂s,d) can be

proved to be equivalent to the determination of the prosodic

break sequence bl as follows:

bl =argmax
l

K
Y

k=1

p(l[t−dk+1:t−1] = b̄, lt = b |q[t−dk+1:t])

p(l[t−dk+1:t−1] = b̄, lt = b)

× p(dk|l[t−dk+1:t−1] = b̄, lt = b) (3)

=argmax
l

K
Y

k=1

po(tk)
| {z }

observation

probability

ps(tk)
| {z }

segment

probability

(4)

where ps(ltk
) = p(dk| l[t−dk:t−1] = b̄, lt = b) denotes

the partial probability that the k-th segment with duration

dk ends at time tk, and po(ltk
) ∝ p(l[t−dk+1:t] = b̄, ltk

=
b |q[t−dk+1:t]) the partial observation probability over the k-th

segment with duration dk.

The solution to this problem is achieved with a reformulation of

the conventional Viterbi Algorithm (VA) for segmental HMMs

[12].

3. Dempster-Shafer Fusion

In the formulation of segmental HMMs, the segment proba-

bility and the observation probability are equally considered.

However, linguistic studies pointed out that the linguistic

and the metric constraints are not of equal importance in

the production of a prosodic break. In particular, the metric

constraint is generally assumed to be secondary compared to

the linguistic constraint.

Dempster-Shafer theory [14] is a mathematical theory com-

monly used for information fusion in statistical processing.

In particular, Dempster Shafer theory provides a proper

probabilistic formulation for information fusion, in which the

reliability that can be conferred to different sources of infor-

mation can be explicitly formulated. In the Dempster-Shafer

fusion, PDFs can be reformulated into mass functions (MFs)

to account for the reliability that can be conferred to each

PDF, and then combined with the Dempster-Shafer fusion rule.

Mass functions are defined on P(Ω), where Ω denotes the state

alphabet, and P(Ω) the total set of combinations of Ω.

In order to balance the relative importance of the linguistic con-

straint po(lt) and the metric constraint ps(lt) into the segmen-

tal HMM, one of the PDFs is alternatively replaced by a mass

function (MF), while the other remains a PDF:

mo(lt) = α po(lt) mo(Ω) = 1 − α (5)

ms(lt) = β ps(lt) ms(Ω) = 1 − β (6)

where α and β denote the reliability that is associated with

the observation probability po(lt) and the segment probability

ps(lt) respectively, and mo(Ω) and ms(Ω) the model igno-

rance.

The Dempster-Shafer fusion of mo and ms is then given by:

(mo ⊕ ms)(lt) ∝ α(1 − β) po(lt)

+ αβ po(lt) ps(lt)

+ β(1 − α) ps(lt) (7)

Hence,

(m1 ⊕ m2)(lt) ∝

8

<

:

po(lt), α = 1, β = 0 1

ps(lt), α = 0, β = 1 2

po(lt) ps(lt), α = 1, β = 1 3

1 denotes that the observation probability is considered only

(conventional HMM), 2 denotes that the segment probability

is considered only, and 3 denotes that the segment and

observation probabilities are equally considered (conventional

segmental HMM). In the latter case, the expression is equiva-

lent to the conventional Bayes combination rule.

Finally, the relative confidence α and β are rewritten into a sin-

gle weight (α, β) so that the relative importance of the linguis-

tic and the segment probabilities is linearly interpolated from

the metric constraint solely to the linguistic constraint solely.

Thus: (α, β) = −1 will refer to α = 0 and β = 1, (α, β) = 0
to α = 1 and β = 1, and (α, β) = +1 to α = 1 and β = 0.



4. Evaluation

The evaluation was conducted to assess the relative importance

the linguistic and the metric constraints, and their combination

in prosodic break modelling. In particular, a large range of

combination of linguistic contexts was used to estimate context-

dependent segmental HMMs, and various combinations of the

linguistic and metric constraints were compared. Two baseline

models were used for the comparison: the conventional punctu-

ation rule-based model (P) in which a prosodic break is inserted

after each punctuation marker, and the segmental HMM esti-

mated with the conventional morpho-syntactic linguistic con-

text (M).

4.1. Evaluation scheme

The comparison of context-dependent segmental HMMs was

conducted using different set of linguistic contexts and different

combination of the linguistic and the metric constraints. Eval-

uation was conducted according to a 10-fold cross-validation.

F-measure was used as performance measure and a paired Stu-

dent t-test [15] was employed to assess whether a significant

difference exists between the models being compared.

4.2. Speech Material

Two French read-speech databases were compared: a labora-

tory and a multi-media corpus. The laboratory corpus is com-

posed of short sentences that were selected in order to design

a phonetically well-balanced speech database. Each sentence

was separately read by a non-professional French speaker (9

hours). The multi-media corpus is the novel “Du côté de Chez

Swann” (“Swann’s Way”) by the French writer Marcel Proust.

The text was read by a professional actor in the context of an

audio-book format (7 hours). The laboratory corpus consists

of simple linguistic structures and controlled prosody, while

the multi-media corpus consists of complex linguistic structures

and a rich prosody variety.

4.3. Linguistic Contexts

Linguistic informations were extracted from text using a French

linguistic processing chain that includes surface and deep syn-

tactic parsing [16, 17]. The extracted syntactic features were

classified into different sets according to the nature of the syn-

tactic information. Morpho-syntactic (M) informations corre-

spond to the conventional syntactic information (POS) used in

speech prosody modelling. Dependency (D) and constituency

(C) were compared in their relevancy in speech prosody mod-

elling. Additionally, adjunction (A) covers a large variety of

syntactic constructions potentially related to speech prosody

(e.g., relative clause, incise) and was introduced for compari-

son. Finally, segmental-HMMs were compared with respect to

any combination of the different linguistic feature sets. A de-

tailed description of the linguistic contexts used is presented in

[18, 13].

5. Results & Discussion

Table 1 summarizes the mean performance obtained for the lab-

oratory and multi-media speech databases depending on the

linguistic feature set, and the comparison of the metric model

only, the conventional segmental-HMM, the linguistic model

only, and the optimal configuration of linguistic and metric con-

straints into the segmental-HMM.

The optimal configuration significantly outperforms the

conventional segmental-HMM and the linguistic model for

context popt α, β ps pspo t-test po t-test

laboratory

MDCA 96.3 +0.44 65.4 92.1 <0.001 95.0 <0.001
MCA 96.0 +0.48 65.4 92.1 <0.001 94.7 <0.001
CA 96.0 +0.54 65.4 92.0 <0.001 94.6 <0.001
DCA 95.8 +0.56 65.4 91.7 <0.001 94.6 <0.001
DA 94.1 +0.41 65.4 89.1 <0.001 92.6 <0.001
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M 78.3 +0.23 65.4 75.5 <0.001 74.2 <0.001
P 66.3 - - - - - -

multi-media

MDCA 75.3 +0.70 39.0 70.0 <0.001 74.0 0.03
MCA 75.2 +0.58 39.0 69.6 <0.001 73.6 0.04
DCA 74.2 +0.68 39.0 68.6 <0.001 72.8 0.02
CA 73.7 +0.73 39.0 67.4 <0.001 72.6 0.2
MC 69.6 +0.65 39.0 65.5 <0.001 68.0 0.1
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M 59.2 +0.62 39.0 56.7 0.03 58.7 0.5
P 55.1 - - - - - -

Table 1: Ranked F-measure for the optimal configuration,

the metric model only ps, the conventional segmental-HMM

pspo, and the linguistic model only po. Significance test for

the comparison of the optimal configuration, the conventional

segmental-HMM and the linguistic model.
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Figure 1: Laboratory corpus: F1 measure depending on the lin-

guistic context and the balance α,β of metric and linguistic con-

straints. The dotted line denotes the segmental-HMM, and the

red line the optimal combination of the metric and linguistic

constraints.
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Figure 2: Laboratory corpus: precision and recall of the optimal

model depending on the linguistic context.



all of the linguistic feature sets, and corresponds to a prior

importance of the linguistic constraint over the metric con-

straint. The balance of the linguistic and the metric constraints

varies depending on the relevancy of the linguistic or/and

the metric constraint. In particular, the optimal configuration

gradually tends to the linguistic constraint when the linguistic

information increase in reliability ( (α, β) varies from +0.23 to

+0.56 for the laboratory corpus in correlation with a linguistic

performance which varies from 74.2% to 95%), and is very

close to the linguistic constraint when the metric constraint is

not reliable ((α, β) varies from +0.58 to +0.73 in correlation

with a metric performance of 39%).

The relevancy of the different linguistic features in prosodic

break modelling (figure 1) confirms and refines observations

reported in [13]. Adjunction (A) and to a less extent con-

stituency (C) are the most relevant single linguistic contexts

(91.7% and 83.8% for the laboratory corpus, 63.2% and 65.3%

for the multi-media corpus), and their combination (CA) is

strongly relevant (96.0% and 73.7% for the laboratory and the

multi-media speech databases respectively). Morpho-syntactic

(M) and dependency (D) are slightly relevant linguistic contexts

(78.3% and 73.8% for the laboratory corpus, 59.2% and 52.0%

for the multi-media corpus). The optimal performance is

obtained with the combination of all of the linguistic contexts

(MDCA) (96.3% and 75.3% for the laboratory and multi-media

speech databases respectively).

Additionally, recall and precision mutually increase when the

linguistic description is enriched (figure 2). However, the

increase in recall is large (from 62% to 92% for the laboratory

corpus, and from 42% to 67% for the multi-media corpus)

compared to the increase in precision (from 92% to 97% for the

laboratory corpus, and from 76% to 82% for the multi-media

corpus). Thus, the enrichment of the linguistic description

significantly decreases the omission of prosodic breaks, while

the false insertion of prosodic breaks remains globally marginal

regardless to the linguistic description.

The increase in performance obtained with the enrichment of

the linguistic description is significantly larger compared to

that obtained with the integration of the metric constraint. For

the linguistic constraint, the increase in performance is of 18%

by comparison of the conventional morpho-syntactic context

(78.3%) and the optimal linguistic context (96.3%). For the

combination of the linguistic and the metric constraints, the

increase in performance does not exceed 4% (74.2% and 78.3%

for the conventional morpho-syntactic context), and 2% with

a rich linguistic description (95% and 93.3% for the optimal

linguistic context).

Finally, the performance significantly varies depending on the

speech database. The overall performance, and the increase in

performance due to the enrichment of the linguistic description

and the combination of the linguistic and the metric constraints

are significant larger for the laboratory corpus compared to the

multi-media corpus. The difference may be simply interpreted

in terms of the reliability of the syntactic analysis, and eventu-

ally by the difference in prosodic variety of the speakers.

6. Conclusion

In this paper, a statistical method that combines linguistic and

metric constraints in the modelling of prosodic breaks was

proposed based on segmental HMMs and Dempster-Shafer

fusion, and the relative importance of the linguistic and the

metric constraints was assessed depending on the nature of

the linguistic informations. The optimal combination of the

linguistic and the metric constraints into segmental-HMM

was proved to significantly outperform the conventional

segmental-HMM and the linguistic model only. The linguistic

constraint was shown to be prior to the metric constraint, and

the optimal configuration to gradually tend to the linguistic

constraint when the linguistic description is enriched, or when

the metric constraint is slightly reliable. Finally, the increase

in performance obtained by the integration of the metric

constraint and its combination with the linguistic constraint

remains slight compared to that obtained with the enrichment

of the linguistic description. In further studies, the segment

model will be refined to improve the modelling of the metric

constraint and its combination with the linguistic constraint,

and will be evaluated for the modelling of various speaking

styles.
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