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14 Abstract

15

is Operations and activities in Manufacturing Enterprises (MEsuadergoing frequent
18 changes as a result of external and internal factors whichelgcimpact on the
19 structures, processes and work patterns of most MEs. These chiyee
20 complexities and dynamics in the survival of most MEs. As atrestihe changes, cost
21 and value generation are also affected. To remain competitive, Mizs toa
2:23 continuously and flexibly adjust through the redesign and organization of the
o4 processes and resource elements with the aim to improve keynpemfe indicators
25 including cost and values. This is however not simple to achieve leechti® inherent
26 and ongoing dynamics experienced by MEs.

27

28 This paper shows how system dynamics modelling techniques in theofocausal
ég loop and iThink simulation, can be coherently used to capture sadietard which
31 induce dynamics in MEs. The integrated modelling technique was rfurteel to show
32 how dynamic impacts of MEs on cost and value generation canomeerdently
33 modelled and analysed to support decision making related to compettvand
gg profitability of a case study furniture manufacturing company.

g? Key words: Manufacturing Enterprise (ME), cost and value dynamics, Causal Loop
38 Modelling (CLM), Simulation Modelling (SM)

39

40

41 .

42 1.0 Introduction

ji Conventional means of generating and developing Manufacturing Esésrf{MES)
jg involves bringing people together and providing them with structure ahddiegy for
47 doing work (Davis 1982). In most MEs various inputs flow through networks of
48

49 resourced activities to enable outputs of various forms to be adhi{@gyapong-
22 Kodua, Bilal et al. 2007). This means that proper organization of reseleroents and
gg business processes in support of enterprise requirements and béityasanecessary
54 for the survival of the ME. It is therefore required that busine®cesses and their
55

56 associated resource elements are designed and organized sugilubats added to
57 . , , . -

58 inputs (raw materials) along well defined process threadsbtain outputs (finished
59

60
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products) meeting customer requirements. In the process of dettivenobjective, cost

Is incurred through the distributed use of resources and mateBiads$. industrial
practices recommend that competitive business processes should elsaveobt
consumption and high value generation (Agyapong-Kodua 2009). Also it is mgcessa
that values so attained are translated into equivalent monetgiyrd’ in the form of
prices customers are willing to pay. How this can be achieveicatly will help MEs

to develop internal structures and manufacturing policies whiclectefiustomer’s

perspective of value.

Typically, lots of factors influence the cost of production in MH® recent challenges
of globalization; varying customer requirements; the drive towaaiss raustomisation;
changes in machine and computer technologies, environmental andcensiaints
have compounded and complicated the issue of timely product and process ést
would be expected, these external factors impact on the internatiopsrof MEs and
it is necessary to re-organize the internal structures and pesciesannex the impact of
their effects. The reason is that most MEs are composed gfl@omprocess networks
which are inter related in a way that changes made to onesprdéleead induce
dynamics in the ME by having causal and temporal effects on ptheess threads .
These dynamics play key roles in ‘cost consumption’ and ‘value geréraCost and
value are key performance indicators for any ME operating olyreamic market
environment. This is due to their ability to ensure competitivenetbe @nterprise. It is
therefore useful to adopt methods capable of modelling aspects of dynamiogott i
on cost and values. When this is achieved scientifically, measarede taken to

improve value generation along process segments.

Literature has shown that in broad terms, current best moddbicioniques with
potential to define, measure and utilize aspects of value and costation in
manufacturing processes can be classified into:
1. Process Mapping techniques (PMs) (Bicheno 2000; Womack and Jones 2003)
2. Enterprise Modelling (EM) techniques (Vernadat 1996; CEN/ISO 19440).
3. Cost Modelling techniques (Humphreys 1987; Akintoye and Fitzgerald 2000)
4. System Dynamics (SD) Modelling techniques (Forrester 1961; Sterman 2000)

http://mc.manuscriptcentral.com/tpys Email: ijpr@lboro.ac.uk
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g 5. Business Process Simulation Modelling (SM) techniques (Carrie Kef83nke
? 1996)

8

20 PMs (for example: value stream mapping, process activifypmg, overall lead time
g mapping and product variety funnel) are not suitable for capturing taspéc
ﬁ: complexities and dynamics in MEs (Scholz-Reiter, Freitaglet2004; Agyapong-
ig Kodua 2009). This is because most of the PM tools were designed fipinga
17 processes of linear orientation and do not reflect real-timentigrniastances of MEs. It
ig has also been reported that PM tools do not possess the abiliietd causal impacts
3(1) of activities on processes (Agyapong-Kodua, Bilal et al. 2007). Ergerptodelling
2:23 (EM) tools (for example: CIMOSA, ARIS, PERA) relative to R&bls offer additional
24 modelling concepts that enable the capture of semantically ratelsh of various
32 aspects of enterprises (Weston 1999; Vernadat 2002; Ajaefobi 2004)mdtiels
% provide a multi perspective view of enterprises and thus is madbkufor analysing
§3 complex aspects of businesses. In theory enterprise modelling dpgsdacilitate the
g; design and development of better processes and systems, and can ithgrove
33 timeliness and cost effectiveness of change projects in MEdubwnd industry wide
2;‘ benefit in practice is yet to be realised (Bernus and Nemes M#®adat 1996;
g? Agyapong-Kodua 2009). EM tools generate models which are static andnde
gg appropriate transformation mechanisms into ‘real-time’ dynamic sironlatodels.

40

j; Business Process Simulation Modelling techniques (SMs) genesafel dynamic
ji representations of discrete processes in MEs. They are tlesefitable for ‘what-if’
jg analysis of business processes and supports virtual process dedigolagies.
47 However, SMs do not suitably model ‘cause and effect’ structurpgoésses and are
jg therefore not suitable for detailed ‘process dynamics and caitigde modelling. Cost
22 modelling techniques on the other hand provide a framework for ésigast based
gg on mathematical algorithms derived from observations and analysistofic data.
gg They can provide support to any of the modelling techniques explained above
56 estimating process or product cost.

o

59

60
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Literature however shows that SD techniques offer a unique approaehds the
modelling of complexities and dynamics in systems (Richardson 18868&tenholme
1999; Sterman 2000). SD models are able to capture factors or elevhétisnduce
dynamics in many social, health, political and economic syst&usg and Ulgen
2002). Later attempts have been made to use these techniques in supippdesign
of manufacturing systems (Ajaefobi 2004; Chatha 2004,). Little suesdss/e been
reported though and this may be due to the inability of thesmitpees to critically
model processes at the elementary level. In essence, theyediné tools for capturing

and analysing factors which impact on processes and their executing agents.

To further support the application of SD techniques in manufacturing enwaraanthe
authors have illustrated how SD techniques can be deployed to modetsaspe
dynamic instances related to cost and value creation in a makdetio manufacturing
enterprise. Causal Loop (Forrester 1971; Sterman 1984; Burns 2001) aridSidila
(ISEE 2007) modelling techniques were considered very useful inpghlisation. They
were coherently used to model aspects of dynamics in MEs whjmdict on cost and
values. The output resulted in generic (or semi-generic) modheth \are capable of
providing support in the analyses of the impact of dynamics on cost and values.

2.0 Dynamicsin Manufacturing Enterprises

The domain of ‘dynamics’ is traditionally associated with machara control systems
(Forrester 1961). However literature shows that in general tehasproblems often
faced by most manufacturing enterprises can be rooted to theorpbeon of
complexity which stems from the complexities involved in curreatkets (Wiendahl
and Scheffczyk 1999). The structural and dynamic complexity of thketsacan be
found in the structure and processes of the enterprise too . Hermmntpkexity of the
products have their counterparts in the complexity of the manufactsysigms. For
most MEs the dynamics of complexities can be enormous. Patbube MEs are
highly organic (people-centred) and achieve their goals only thrihwggintegration of
people, machines and technology. As a result of the interaction between thésadlinc
elements, changes related to any of the elements triggetsebn other elements which

are causally related to other elements hence producing ‘chaieaabbns’ in MEs. It is

http://mc.manuscriptcentral.com/tpys Email: ijpr@lboro.ac.uk
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g therefore required that decisions associated with processes aneldted resources be
? made properly so that they can best be coordinated to achieve optimal results.

8

9

10 To achieve this, most MEs in their life time would have to seatietworks of processes
}; comprising the following process types (Weston 1999): (1) procdbsesrealise
ﬁ, products and services for customers and values for stakeholdenso(®sses that
ig ensure that product and service realisation is well managed, studhrémaains aligned
17 to established business and manufacturing policies, and strategiofjt@sME, and
ig 3) processes that structure and enable ongoing change as thestdimatically renews
3(1) and reconfigures itself, developing and implementing new stratega@gies and
2:23 processes in response to external change. The realisation ob¢tiesd# processes are
24 often inhibited by the external factors described in the prewsegtion. In addition,
32 internal issues like machine breakdowns, resource unavailabilityagkoof material,
% operational delays and improper product and resource routings, among other
§3 disturbances, also affect MEs. The net effect of the impabiesttexternal and internal
g; factors result in the dynamics or complexities which are imposed on the ME.

33

2;‘ 3.0 Impact of ME dynamics on cost and value generation

2? The management of the impact of dynamics on cost and value genesatibprime
23 importance if any business is to survive in a competitive and ceammpilarket
32 environment. This is so because cost and values are part of the ftesmpace
jé indicators needed in the determination of efficiency and profitalufi every business.
jg This is the reason why this paper has focussed on modellingsashenanufacturing
46 dynamics which impact on cost and values.

p

gg Cost is considered to be related to the total cost of resourasriats and their
g; associated support systems which span across the entire supplyQ@hdime other
53 hand, product value in real economic sense is dependent on marketEssmadially it
gg is the worth or price that customers are prepared to pay. Moealtyi it is dependent
g? on how customers assume the value of the product relative to ity &bisolve their
gg needs taking into consideration the product’'s competitiveness in termpsecet of
60 substitute products (Agyapong-Kodua 2009).

http://mc.manuscriptcentral.com/tpys Email: ijpr@lboro.ac.uk
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It is viewed that cost and values can conveniently be defined in the form mi@kef
distributed factors from business process models. In effecthibage necessitates the
utilization of more resources without an appropriate increase in tredneit means that
the business will have to cope with running at higher cost of produ@ionhe other
hand, if higher values can be attained without necessarily incgette cost then the
business will become competitive on price and may win larger mahkages. Latter
sections have identified how dynamic models of cost and values carsdiedpthe
problems of dynamics and complexities associated with cost redluabd value
creation. This involves modelling the set of particular or gerfadtors which impact
on resources, processes, and materials. Resolving cost and vaamiad/ from this
perspective helps eliminates distortions associated with conventosalallocation
methods (Johnson and Kaplan 1987). In this approach, instead of allocatingictost a
assuming values, a description is made of the factors which irtjuw@mics along
process segments such that changes in these factors can besedsubhis gives

instantaneous reflection of the impact of changes on the production system.

4.0 Review of system dynamics modelling tools

The overwhelming dynamics in MEs require that techniques whichlesrefective
scientific reasoning about complexities and causes of dynamigkEsbe deployed.
Modelling and controlling complexities with conventional methods is bewgpmmore
difficult (Goldhar and Jelinek 1983) especially with advancing techredagnd varying

customer requirements.

Generally to aid the analysis of complexities and hence managamds of
manufacturing enterprises, modelling plays a key role. Maodels often used to
derive an electronic replication of real life systems sodhatysis can be conducted on
the system without having to interfere with the operation ofdhklife systems (Carrie
1988). Several literature have enumerated the benefits of modellimgnufacturing
systems (Askin 1993; Vernadat 1996; Rolstadas 2000; Rahimifard and VE66fOn It

is behind this background that system dynamics modelling technigaessad to
illustrate how dynamics and systems complexities can bg fastlelled to aid decision

making and experimentation in MEs.

http://mc.manuscriptcentral.com/tpys Email: ijpr@lboro.ac.uk
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Some scientific methods which have won popularity in terms of thiele wsage in
modelling dynamics and complexities in systems include FuzzyckqFLs) (Batur,
Srinivasan et al. 1991; Wang 1992; Yester, Sun et al. 1993), Neural Net{iNk3}
(Minsky and Papert 1969; Gardner and Derrida 1988; Spooner, Maggidre2@02),
Bayesian Networks (BNs) (Pearl 1985), Petri Nets (PNs)e(Bat 1981; Zhou and
Venkatesh 1999), Causal Loops (CLs) (Forrester 1961; Burns and Ulgen 2002) and
Stock and Flow models (Randers 1980; Sterman 2000; Binder, Vox et al. 2GI18.

1 shows the relative strengths of these complex system modelling tools.

The strong mathematical base of system dynamics modetlolg tliscourage lots of
manufacturing experts from deploying them (Agyapong-Kodua 2009). This

particularly so in the case of BNs, FL, NNs and PN technologies.

The CL technique however does not involve complex mathematical sxpresand it
is good in illustrating, qualitatively, the cause and effestislent in a system. Also
reported is that the CL modelling technique could be used togetherpvatess
modelling techniques to capture and analyse the causal impadivitiescon various
business performance indicators. Thus CLs lend support for complex aotaminy
systems design. Also factors which influence value generatidrcost can be captured
and expressed on process-based models for effective economic sanefysi

manufacturing processes.

For simplicity and first stage qualitative analysis, CLe apbnsidered to be most
suitable. However CL models cannot be simulated in their natutalestd needs to be
enhanced to equivalent simulation models before in-depth process and basalgsis

can be performed. Generating simulation models can help savegeastate best
results, promote enterprise integration, improve value generation and tstip@or

derivation of methods for improving processes in MEs.

Insert Tablel

Table 1. Review of system dynamics modelling tools

http://mc.manuscriptcentral.com/tpys Email: ijpr@lboro.ac.uk
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Many commercial simulation software exist but the iThink contingiosulation tool
best support CL models (ISEE 2007). More so causal relationships carbées
described in iThink since it is basically an extension of CLsyédgng-Kodua 2009).
In general terms iThink is good at depicting overall business hmiraySterman
2000).

4.1 Causal loop (CL) and related stock and flow (SF) modelling approach

CLs and SFs evolved from research in control engineering and mear-ldynamics
theories (Forrester 1961; Coyle 1983). Literature shows thaar@ SFs have been
successfully applied in public policy making and implementation (Muoteand
Sterman 1994; Richardson 1996); product development and project managenuant (For
and Sterman 1998); depicting the dynamics of infectious diseasdsl\tk@Mosekilde

1996; Sterman 2000); transportation policy and traffic congestion amdMsiadows
1974; Sterman 2000); supply chain management (Akkermans 1995) and aso as
integrated simulation tool (Wolstenholme 1999; Homer and Oliva 2001; Chatha
Weston et al. 2003). Arguably, the best known application of system dhgasrthe
world model of Forrester and Meadows (Forrester 1971; Meadows, Meastoals
1971), although it has extensively been criticized by Burke @ssgmderestimation of
corrective mechanisms in the world demographic economic systerke(B973). Many
examples of the application of CLs and SFs appear in publicatioBgehyan (Sterman
2000), Forrester (Forrester 1980; Forrester 1992), Burns (Burns ajeh 2002),
Wolstenholme (Wolstenholme 1990; Wolstenholme 1999), Richardson (Richardson
1999) and Meadows (Meadows 1974; Meadows and Robinson 1985).

CL modelling has long been used in standard system dyngmacsce for purposes
connected to simulation modelling (Binder, Vox et al. 2004). Basjcdllgontains

variables, and arrows which show the causal relationships betweenatiables.
Increasingly, they are now being used to depict the basic causahamisms
hypothesized to underlie reference mode of behaviour over timas tfwaitarticulation

of a dynamic hypothesis of the systems as endogenous consequetice$eefl back
structure (Randers 1980; Richardson 1999).

http://mc.manuscriptcentral.com/tpys Email: ijpr@lboro.ac.uk
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1

2

3

g CLs are known to be useful for:

? e depicting relationships between cause and possible effects (HordeOliva
g 2001; Binder, Vox et al. 2004)

10 e creating dynamic models of businesses for alternative policyfication
ﬂ (Wolstenholme 1999; Homer and Oliva 2001)

ﬁ, e capturing mental models of individuals and teams during start aéqtsopnd
ig also during project dissemination (Ford and Sterman 1998)

g e demonstrating the transformation from static modelling to dyoanmodelling
19 (Chatha, Weston et al. 2003; Weston 2005).

2

2:23 Causal loop modelling starts with a variable followed by an amdweh shows the
gg causal links with the effect associated with the variable. Each causaldiekdged by a
26 positive or negative polarityo represent how the variables change in respect to the
% other. A loop is called positive, regenerating or reinforcing ihals no negative
§§ polarized links or if the sum of the negative links is even. Otlserwiis a negative or
g; balancing loop.

33

34

35 In most (if not all) MEs and public policy analysis, it is neaeg$o quantify the effect
23 of actions before they are taken because of the cost implicatiensften possess. But
gg as would be observed in the case study applications, the causal loogdingodel
j‘; technique is suitable for qualitative analysis and decision makiated to cause and
42 effects. To help quantify alternative business policies, quantifizsbdbek and flow’
ft models are often deployed by researchers in the area efrsythinking. In this paper,
32 an enhanced form of ‘stock and flow’ model in the form of iThsitkulation model is
j; presented.

49

50

51 Proponents of causal loop models laude their accessibility to notexgmet claim that
§§ simulation models in the form of ‘stock and flows’ are useful owly geople who
gg understand them (Ford and Sterman 1998). Although this may be true, \W¥'sttor(
g? 1999) noted that ‘when the end goal of a modelling exercise is to qubetiéfits that
58 can arise from manageable decisions then there arise a neeehte wrodels that
28 replicate process behaviours in the context of their use’. Timdyefr explained that

http://mc.manuscriptcentral.com/tpys Email: ijpr@lboro.ac.uk
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verified models can be used to predict better ways of optiminegyéerformance of
organizations. In effect the application of dynamic simulation nsodemanufacturing
enterprises can help solve problems of parameter optimizati@gndef control

policies; system operation checking; performance evaluatiorersyditmensioning and

the test of design alternatives (Vernadat 1996).

5.0 System dynamics model of case company

5.1 Description of case study company

The case study is about a ‘make-to-order’ furniture companyeldcat the East
Midlands of the United Kingdom. The company operates with abouyt fegular

employees and uses basic furniture manufacturing equipment like sagdeders,
polishes, benches, saws, planers, etc. Figure 1 shows an overviewopethgons of
the company. Orders received are grouped and transformed into ‘pooduats’.

These runs are based on the capacity of the fleet of transpictegeowned by the
company and logistical criteria related to the geographicehtion of customer

stockists.

Insert figure 1l

Figure 1: overview of operationsin the case study company

These runs are converted to a ‘so called’ picking list whatk the furniture items that
need to be manufactured and dispatched to the assembly section. Thelassep
supervisor then issues a mini-order to the machine shop on parts wedhoee
machined. The machine shop however usually envisages demands aemhiglyaskop
(based on experience) and therefore produces stockpiles of partsamhildaded on
racks located in the assembly shop. Parts assembled arerteghsbethe spray shop.
Finishing operations are performed on these sub-assembled party asethieleased
from the spray shop, before final delivery. The total production leac tisn
approximately 4 weeks. This lead time changed significantgygiot weeks when there
was an unexpected increase in customer demand. This wadlypaitia to the
company’s inability to increase their ‘effective’ manufactgricapacity to match the

customer demands.

http://mc.manuscriptcentral.com/tpys Email: ijpr@lboro.ac.uk
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1

2

3

g 5.2 Development of causal loop models of case study company

? To generate a well informed system dynamics model, it wasseary to review
3 documentation related to operations, production and sale of the products. Mos
ig importantly, data related to cost and value generation were ralviesdst typical
ig operational processes were observed by the authors at the shopffldor case
14 company. The various shops were required to work with various mixesdadiqis at
ig varying times and quantities to meet the customer requirements.r@$msces were
g shared and distributed in patterns which in reality caused backlogeme work
;g centres. This necessitated the need for capturing the shop flootiampeend creating
21 models to help improve performance. With the interest of investigétegffect of
5:23 changes on cost and value, an initial semi-generic causal loop wesleteated to help
§;‘ provide useful insight about the changes and factors which impact oantbs@alue.
g? Fundamentally, for the case company to remain competitivayjst produce products
gg which cost less, with enhanced values and more flexible to changesduction and
30 market conditions. With this background and from a general perspettivas noted
23 that the rate of delivery of finished goods to customers wady mhependent on the
gi production rate achieved. However the required delivery rate was depemdehe
gg market demand and customer requirements which in a way was expressdaiim tbie
37 customer orders recieved by the company. Also the production rhieved was
33 dependent on a number of factors which included the production capadéyingrrate
32 and the rate of raw material supply. These factors have Hestrated in the open
jé causal loop model shown in figure 2

44

45

poe Insert figure 2

jg Figure 2: open causal loop illustrating factors affecting production rate achieved

50

g; To achieve the research aim, in-depth understanding about the caseng@rgaess
gi dynamics was required. This was achieved by investigatingeiurthe exogenous
gg factors which influenced the factors shown in the model (seeefi@)t The
g; investigation was done by interviewing the Sales and Production Manafgiihe case
59 company.

60
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In considering the production rate required, it was observed thatdatich as units of
work required per item input, product lead time based on customeringrde
requirement, estimated work rate of resource elements, expeetediainsupply or
availability and internal company manufacturing policies, amonkersi were
necessary. On the other hand, the actual production rate the compawe@avas
dependent on actual competence and availability of resources andnatamals,
ordering requirements, storage and delivery implications. In regfityts are always
made to minimize the difference between the two production rdtes. factors
described above and other factors which impact on the production ratebdwve
described in figures 3(a) and 3(b). Figure 3(a) shows thelimitadlel which was
captured to help understand the factors influencing the production sydtaough the
final measures were in ‘rates’, the variables were not agiartime-dependent frames

hence the term ‘rate’ was not used to define them initially.

Insert figure 3(a)

Figure 3(a): Aninitial causal loop model describing the impact of production activities

In a more refined or structured model (figure 3b) the variaus tlependent factors

were modelled in their lowest form.

Insert figure 3(b)

Figure 3b: Initial structured causal loop model
It was also observed that the production rate achieved impactedglgsiin the rate of
value generation and hence the rate of profit realisation bydhgany. The cost
consumption rate was also influenced by the cost per unit of resdiization and the

sum of all other businesses and material costs.

These two initial models were presented to the Production Managéreotase
company to verify if they best represent the factors which alymaffect their
operations. The feedback obtained from the Manager indicated tHatttwes and links
described in the models were correct. The Manager confirmedrtlggneral terms, the
initial causal loop models enhanced his understanding about how faceyes w
interrelated and therefore the need for an integrated solution approach.

http://mc.manuscriptcentral.com/tpys Email: ijpr@lboro.ac.uk
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1

2

3

4

5

? After the initial models were verified, a decision was taken to creat@fe causal loop
8 models which illustrate the reinforcing and balancing loops thasteskiin the
9

10 company’s operations. As a result, the Sales Manager was imedvie establish how
11 : : :

12 sale orders were generated. Previous work orders were alsedstadestablish how
ﬁ many sale orders were produced in time. This was to help ektab&simpact of
ig increased sale orders on current production capacity. Through theciierwith the
17 Sales Manager, it became evident that the major source of botstingsales was
18 . . L .

19 through sales team promotions and advertisement. Historically, secneanumber of
3(1) sales promotions and adverts, increased the number of orders thangoreceived.
2:23 This was demonstrated in the number of emails and faxes assvglephone orders
24 the company received. Although obvious, the Production Manager confirmettheéhat
25

26 increase in sale orders increased the work load on the produgtiems The work load
27 . :

28 was in the form of orders to be processed, production runs to beagghand the
§3 organization of resources to meet the new order requirements. @me fatets of the
g; work load is described in the loop as having a positive influence ometiwairce
33 utilization. These resources were in the form of machines, huearahgechnology
34 _ g

35 required to meet the customer needs. The effect of human resdilizegion has been
g? depicted in the main regenerative loop, R1. In the case company, enane&source
gg utilization coherently increased the labour force required. Thisctetl in the form of
40 the number of casual or agency staff the company had to enopiogét their required
41

42 capacity.

43

44

45 .

46 Insert figure 4

47

48 Figure 4: Balancing loops showing effect of increasein customer orders

49

50

g; The major strategy adopted by the company in seasons of highleaals is to hire
53 workers which tend to temporarily increase their labour forceoHisily, the increase
54

55 in their labour force increase the total number of finished goods. prbieoted the
g? timely supply of goods to the customers since delivery schedulesalasely tied to
gg completion of the production schedules. This timely supply of finished gneds
60 necessary for customers to maintain their trust in the company.
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It was however observed from the company data that as demand increasex] tinece
changed from four weeks to eight weeks. The subsequent balanciisg Biopnd B2,
shown in figure 4 have depicted why there were such delays. FtomiBclear that
the increase in customer orders necessitate an increase irmaaevrials. This
relationship is critical because the case company operated stdcking policy which
allowed only minimal stock of parts to be kept Since the companyrdgsoduce its
own raw materials, it had to rely on their external suppliershénmainland United
Kingdom and the Scandinavia for supply of raw materials. Henlegysdén supplies
destabilised production. This delay had direct effect on production le&daind was

one of the major causes of the long lead times experienced.

By studying B2, it is evident that customer orders are transfbrimio mini orders to
the assembly and machine shops. The mini orders which go to the msiobynare to
alert the machine shop operators of parts which would be requiredstanlaly. Most
often the machine shop operators anticipate stock requirement, based ome&pand
machine parts to stock. This was based on existing general demawcdstorThe
unexpected increase therefore increased the number of operatibesnmad¢hine shop
as well as the net utilization of the machine shop. Apparentlytaiiaé orders were
greater than what the capacity of the machine shop could catee Ipeoduction
backlog was created. The reason was that since the operatibiesnofichine shop was
machine-intensive, the increase in work force did not necessaplycinon the timely
production of parts. The backlog created had a consequential delagsembdy
operations. For instance the assembly of some tables had to bededsfie six days
until table tops were machined at the machine shop. A delay imllgseperations
affected the total number of finished products and hence the net orders receivibeé over
time period.

Other positive and negative loops describing the impact of theirtestion cost is
shown in figure 5. As can be observed from the loops shown in figur@ shd@vs that
the increase in labour force impact positively on labour cost. Latmstiis an essential

and incremental aspect of production cost, therefore the increkd®ur cost cause an
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increase in the cost of production. Without the association of the agteolavel of
value creation in favour of customer demand, the increase in producsbrhas a

negative impact on profit margin as well as the total revenue to generated.

As a business strategy, part of revenue generated is investales promotional
activities, which has proven to increase customer awarenes$iegiog company’s

competitiveness.
Insert figure5

Figure5: Loopsdescribing impact of activities on cost

R2 shows that with increasing competitiveness, large market shi@resbtain hence

providing a strong customer base capable of generating high profit margins

Other positive loops of interest are shown as R3, R4 and R5. Thesatdutite impact
of increase in resource utilization on training and tool cofR3nit was observed that
increase in resource utilization caused the company to employtemoperary workers
who were trained to take up available jobs. Some cost were indartbgé form of
training materials, training personnel and resource utilizatime.t Another prime
regenerating loop demonstrating how the cost of tooling was irctéashe long term
is shown by R4 and R5. R4 demonstrates that as the number of sedised there was
corresponding increase in the number of tools required for the job. Totiisisense
refers to bench working tools like chisel, hammer, drills, polishetcswhich are often
contained in a tool box. The purchase of these tools increased theositaf tools
acquired by the company. Also R5 shows that the increase in theenwihworkers
increased the rate of tool usage which resulted in a highofateol wear, thereby

increasing the total tool cost.

Figure 6 shows the overall influence diagram representingll@acton of the causal

loop models already explained in preceding pages.

Insert figure 6

Figure6: Influenceloop 1 of case study company
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5.3 Stock and flow models (iThink simulation model) for analysing cost and value
dynamics

Previous sections have explored various forms of the causal loop mattetaewiew
of depicting the causal relationships between some salientdaatd cost and values.
This was good to illustrate the feed backs associated witkioesiand operations in
the company. Discussing these outcomes with Managers of the Cpmibay
expressed satisfaction in the level of learning the models tteem about their own
operations. Most importantly, they understood that causal impact of twvieyamn the
other. Without providing quantitative evident of the extent causal Variabluenced
each other, the Managers confirmed that the models themselvesadegeate to
qualitatively explain the influential factors on cost and values énenggesting which
‘levers could be pulled to enact required behavioural pattern of costadunes’. This
was necessary since it depicted the consequential effectiafisaand activities on the
shop floor. Not withstanding the causal loop models could not captureottie astd
flow structure of the company for quantification purposes. Thisedgiired because
‘stock and flow models’ put structures around causal loop models to avoid

misunderstanding and misinterpretation (Sterman 2000).

The conversion of structured causal loop models into ‘stock and flow’ moebpisre
further understanding of the variables in the model and their agsbtiiaits. The first
step in the conversion process is to identify the stocks in the mobeksSare
identified by studying the CL models to observe which of theofagossess a sense of
accumulation. This is confirmed by noting the links which flow iritose variables.
Further verifications can be made by identifying the units efsare. Once stocks are
identified, all other factors are either flows or converters. difference is depicted
through the nature of the outgoing dependencies. The only means a stackhamgde
is through the influence of a flow. Hence a measure of the fldheisinit of the stock
per unit time. Besides stocks and flows, other variables influerstensy. These are
termed converters. Converters hold values for constants, defiraaxnhputs to the
model, calculates algebraic relationships, and serves as thetogpdsr graphical
functions. They are linked to the model through connectors. A descripttiirese

modelling elements is shown in figure 7. Input converters are deéineall factors
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1

2

3

g which are affected by nothing (no other factors) whilst output ctergeare factors
? which do not affect anything.

8

9

" Insert figure7

if, Figure 7: Elements of stock and flow models

1; A snapshot of the iThink system dynamics simulation model defreed figures 3a,
ig 3b and 6, taking into consideration the definition for stocks, flows and cervgiten
ig above is shown in figure 8. With the adoption of the software, thesenowaneed of
20 going through the rigorous mathematical transformations proposed by senaukeiie.

2

o Insert figure 8

32 Figure 8: Portion of iThink system dynamics model

27

53 5.3.1 Simulation resultsand analysis

gz To help validate the model, initial data was inputted into the mauketree results were
33 compared with observed trends of performance in the company. Fagtbras actual
2;‘ production rate, product value, profit generated, material supply voluastonter
g? orders, labour cost and material cost were critical variableshwvere verified by the
gg Production Manager to confirm that the model best described their pauggstem.
40 The logic behind the connectors were also verified and identifiedstorégresent the
j; process states. The existing orders received from customeees mapped against the
ji total cost consumed during the production process and the value gereratell as
jg the profit attained. The graph shown in figure 9 shows a typical noadiglt given a
j; set of constant orders to be processed by the company. This grappemexsited
49 through the simulation software based on a set of well defined matibam
22 relationships between the parameters. Details of the grapbdem given in Table 2,
gg which is also an option provided by the software. From the graph and table (figure 9 and
gg Table 2) shown, it can be deduced that for a fixed order of 20, the pvdfich is a
56 representation of the difference between the total cost and valerated was
2; marginal. This was within the region of £3238 and £4238. the differeasa@sva result
23 of the difference in the product types which the customers ordered.
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Insert figure 9

Figure 9: sampleiThink system dynamicsresults

Insert Table 2

Table 2: sample simulation results

That is to say the company made more profit on some productlem others. The
simulation model therefore assisted in informing the company aboirt dagital
intensive products as well as their primary profit generating ptedatthough this was
knowledge which existed in the finance department, the modelling gelselped
validated this assertion and also it became a relevant issu¢hdomproduction
department also. It was realised from the graph that after @a stage, the product
value kept increasing whilst the cost and orders remained apptekinsanstant. The
cost was approximately constant because after the initiglataptiensive investment,
the average cost spread over each month was marginal. Alsohsnognber of human
resource and machines remained the same the only variable wmaatén@l cost which
also did not change significantly based on the order types recdilette for a
company operating within a relatively stable market conditieasies can be enhanced
without necessarily increasing the cost. This knowledge wasysagigsb the Managers
of the company. Thus in reality the ability of a company to annexetfect of market
instabilities contributes greatly to their value generation.

According to the Managers of the company, these initial resypistdd their current
business situation and hence was confident that the model was wsefohtlucting
further experiments which could support decision making in the compamgetseries
of experiments were conducted on the model to inform Management obrigany
about the implication of some business decisions. These experimeatsomstrained
within the perimeters of the interest of the research so thlhtfocussed results could
be obtained. A key experiment was conducted for the sustainabilitye afompany in
varying customer order conditions. Figure 10 gives a snap shot ofgrtqeh
representing the effect of customer order increase on theacymit can be deduced

from the graph that as the customer orders increased theracn@ase in both the cost
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and value generated. The product value exceeded the cost, implyingetitampany
was making profit until the fourth order when the cost exceededdalue generated.
Thus after the fourth order, the company can not produce profitable fgadeeting

customer specifications.
Insert figure 10

Figure 10: Graph showing the effect of increasein orders

It became clear that the fourth month with average order si4@ vfas the maximum
order size which the capacity of the company could sustain.résigted in the heavy
delays and queue sizes at the machine shop. The results furtfiemednto the

Managers the maximum orders the current production system is capablietaiimrey.

With this limitation in mind the authors investigated the alteveatieployment of extra
machine resources. The focus was based on the machine resource lheeashop
where the delays occurred were machine intensive and the opethtiorat depend on
the number of human resources available. It was purely based oaphatyg of the
machines. Hence the model was redefined to include an extra CNC machine ukbke res
proved worthwhile and the system yielded higher values at less reaslering the
company competitive and more profitable. A snap shot of the resutsplayed in the
graph shown in figure 11. The graph shows that the initial introductiaheohew
equipment will not generate enough profit with low customer orderat Was to be
expected as the existing capacity was suitable to satigfyotders. The benefit was
clear only at high customer orders. It also denotes that at lowiraydeapacities
equipment may be idle. The decision to invest therefore lies aothpany’s desire for

expansion or ability to win more customer orders.
Insert figure 11

Figure 11: Graph showing the effect of introduction of new equipment

Several experiments related to the effect of competition oncohgpany, resource
allocation, machine breakdowns, alternative manufacturing policies pgike and

postponement were also investigated, with the base line understandvajuzting the
effect of these decisions on cost and values. The findings andsintdrthe results
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derived from those experiments fall outside the jurisdiction of ghjger hence have
been reported in other documents.

6.0 Observations about system dynamics modelling of cost and value dynamics

Throughout the research it was observed that the process of captlemgnis
impacting complexities and dynamics on cost and value generativemded adequate
data collection and thorough understanding of the processes beindetiodibke close
collaboration of the authors and the staff of the case companyecassary for the
successful data collection, validation and analysis. In the cade afompany under
investigation, various causal loop models describing the operatiorchande enactors
in the company were created. Specific portions of the causal la@ptraasformed into
iThink simulation models for further analysis in terms of &plicating and
understanding historic enterprise behaviour and responses; b) prediaturg
enterprise behaviours and impact on performance indicators and c)nexperg

alternative decisions before implementation to save cost and errors.

In carrying out this research the following observations were made:

1. The causal loop modelling technique was helpful in predicting the p@ssi
effects of potential change parameters in the company. Mauatfarelements
which impacted on cost could fairly be modelled and controlled. The aperat
of the company was better understood in the process of modellingtheith
causal loop technique. The method was not very rigorous but fairly stmple
understand. This is the reason why it can easily be misunderstood and
interpreted wrongly. It was also observed that identifying keialbkes was not
simple. It demanded thorough understanding of the business procesdear A
limitation of the causal loop modelling technique observed was thatadbe
loops could be further modelled in detail. The challenge involved ishtband
model becomes complex and difficult to understand. As a result, théathénd
creating the model could be lost. The ability to determine the poirgnd
‘decomposition’ of variables becomes a key issue to the modellemdexte
literature on process decomposition can be found in (Vernadat 1996; Chatha and
Weston 2005; Agyapong-Kodua 2009). Another observation was that until the
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1

2

3

g models are clearly explained by the modeller it is quitecditf to comprehend

? as some variables and links could have multiple meanings. Thatyisoweach

8 of the models created attempt was given by the authors to proyidmation in

20 words to outline the meanings of the cause, effects and links involvige in

g model. Although links and possible effects of causes were observex ihov

ﬁ: possible to know the extend of the change which was happening in the company.
ig This gave way to the utilization of the iThink software to captheeextend of

17 the change.

ig 2. The transformation of the causal loop models to iThink software was not straight
3(1) forward. It demanded further understanding of the relationship between the
2:23 variables. The relationship had to be expressed mathematicakyitably

24 demonstrate how changes in the variables will impact on the MBough

32 literature had attempted to explain the transformation processndt simple

% and easy to apply to manufacturing set ups. The key issue isatiebtd extract

§3 stocks, flows, convertors and other elements of the software fromatsal

g; loop model. It demanded reformatting the causal loop model into what wa
33 termed ‘structured causal loop models’ before the transfawmatas possible.

2;‘ The structured causal loop models were helpful but contained soumepEns

g? until they were utilized in the iThink software. As could be observesh the

gg paper, the two modelling techniques were used supportively to derivestiitsr

40 presented. It is therefore required and essential to begin the iSinmiation

j; model from the causal loop modelling technique since it providesoagstr

ji foundation for analysis. Also they contain minimal formal notation sysnhs

jg compared to the iThink modelling tool. However the price for this attsbn is

a7 the lack for its exactness.

jg 3. It was observed that many factors impacted on cost and value ty@merkence

22 the generation of a generic cost and value model will required tlestomh of

gg lots of data and experiments. The system dynamics tool ses/ed sérong

gg modelling technique to capture most of the salient factors in theamomTo

56 the expert in modelling, it was an excellent way of illustigithe factors which

2; could be controlled and monitored to reduce cost and improve value. An
23 alternative way was to provide similar models for each @edti the company
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and integrate them. In the top level models presented it is poss#k@eriment
with controlled variables and examine their influence on cost and Vidtigis
necessary for the MEs profitability and competitiveness

4. Suitable experiments could be conducted to analyse optimal pernfcenma
terms of cost and values generated by the company. Thealcatdering point
was established and the alternative deployment of an extra mea@as
experimented. It is therefore possible to generate from thyssens dynamics
models, the outcome of possible decisions before implementation. decisi
result in actions and actions generate cost as well as valoes.thdse are
matched effectively will show how profitable the company will Modelling
MEs by this approach has the enhanced benefit of capturing allleast some
of the factors creating dynamics in the company. When thiaciseved
companies are not surprised by changes and are able to priédigt |
consequences of events before they happen. Hence for most MEs operating
dynamic markets it is beneficial to deploy these techniques.

5. Although the authors believe that further research is needed tdigateshe
interplay between causal loop and iThink modelling techniques, they have
observed that the causal loop modelling technique provides a suitable backbone
model which usefully encode set of needed factors which can be osed t
facilitate the design and building of simulation models based otersys

dynamics principles.

To summarize, the system dynamics modelling techniques in thredbcausal loop
and iThink simulation models were able to capture dynamic propémjeacting on
cost and values for a case ME. Experiments that test thetyalidnodels before their
use were performed. The models became were used to support devesiorg
regarding cost and value generation. The causal loop model waslaestoundation
for building the simulation model in iThink and illustrating the dyraehanges that
are possible in the ME. Despite the rich knowledge provided byatleatloop models,
they were not parametric and hence could not be used for quantitatlysisaniBhey
were thus supported by the iThink software to completely achieveaims of the

research.
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1
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g 7.0 Conclusions

? Aspects of dynamics impacting on cost and value in a caseddEnodelled using CL
3 and iThink modelling techniques. Through the application of these techniques:

ig 1) key industrial dynamics were captured and their causal impawistrand value
ig generation identified;

14 2) a new approach to cost and value modelling was demonstrated. The unique
fé advantage in this approach is that cost and values are not assumedvadt d
g from ‘causal variables’;

;g 3) an alternative understanding of value generation is presentedisTios based
21 on internal practices but external market conditions. Internalipeadanfluence
5:23 cost and they should be controlled to match values generated.

§;‘ 4) problems inherent in production systems were made clear. Thisdasdeethe
g? modelling of CLs introduces cross departmental issues and thepforete
gg ‘process integration’.

30 5) benefits associated with qualitative and quantitative methods admeved.
23 This is because CLs provided qualitative support whilst iThink gave itatarg
gi benefits.

35

36

37 In addition to the above, following this modelling approach enabled int@mdmttween
33 key system parameters to be observed. Alternative investmentyplae bompany was
32 assessed through the system dynamics model. This paper expandartufacturing
jé enterprise and system dynamics concept to include cost and valymsvément in
j;‘r terms of cost and values made in the direction of purchasingandsesquipment
46 resulted in significant reduction in backlogs and customer lead theesby improving
j; company performance. The models supported the company in measunirgjateeof
gg performance under increasing customer orders. Also it emphabzeded to increase
g; sales operations to increase customer orders since belowia oedlering quantity the
53 company will be running at a lost.

"

g? It holds that it is possible to deploy system dynamics modeli@uipniques in a
gg manufacturing environment to assess the effect of various dynamittse enterprise.
60
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This provides an excellent way of scientifically assesshng impact of decisions
especially on key performance indicators including cost and value.

In an ongoing research work by the authors, various Enterprise Mad@iMs) tools
are being investigated to identify the possibility of integgathe strengths of EMs with
SD tools especially for providing a structure around SD models amitinty the

possibility of modelling several unrelated factors.

c.mamaseﬁﬁﬁtcentr?l.com/t {s E ail:rjr'kgl)és@lboro.ac.uk
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Modelling tools Analysis of multiproduct flows Identification and Reflection of causal impacts of activities Ability to measure | Availability of suitable
and product dynamics capturing of aspects of on financial indicators process cost constructs for value and

complexities and without cost modelling
dynamics in MEs distortions

a. Causal Loops (CL) | Causal loop models are not product | The identification of CL models can be made to depict the causal | There are no There are no established

(Forrester 1961; specific. They represent the causal aspects of complexities impacts of activities on financial and measurable constructs in CL

Sterman 2000; Burns | effects of activities. Specific and dynamics can be economic indicators in MEs. This depiction | parameters in CL modelling. They basically

2001; Burns and product -based causal loop models model through CL is however qualitative and cannot accurately | modelling represent cause and

Ulgen 2002) can however be generated. modelling technique be quantified in the CL technique. effects interlinked by

arrows and sign polarities.

c. Petri Net (PN)
(Peterson 1981; Zhou
and Venkatesh 1999)

PNs can accommodate levels of
product complexities but will
require a formalized approach for
doing so

PNs are suitable for
capturing aspects of
system dynamics. Process
models can be extracted
from CIMOSA or IDEF3
models

PNs are able to analyse qualitative causal
effects of activities of dynamic systems

Because of the
mathematical
support in PNs,
they can be useful
in measuring costs

There are no well
established constructs for
cost and value modelling

d. Bayesian networks
(BNs) (Pearl 2000)

BN is a statistical modelling tool
and could help classify products but
not model products with their
process. It is not a process
modelling tool

BNs are capable of
representing aspects of
dynamics and
complexities in MEs in
the form of variables and
their probabilistic
independencies

Causal relations can be captured and
represented as conditional dependences and
used for onward analysis

Efficient
algorithms exist
which can be
designed to
identify process
costs without
distortions

There are no existing
constructs for cost and
value modelling

e. Fuzzy logic (FL)
(Batur, Srinivasan et
al. 1991) (Wang
1992)

FL feeds on the fuzzy set theory to
support reasoning but it does not
explicitly model processes.

Complexities can be
expressed but in a
statistical manner

Causal relations could be depicted but
limited to variables and not processes

Process cost can be
estimated with FL

No value and cost
constructs exist

f. Neural networks
(NNs) (Minsky and
Papert 1969;
Gardner and Derrida
1988; Spooner,
Maggiore et al. 2002)

Factors influencing multiproduct
flow can be developed and
modelled through the application of
NN but not as a process. For
example, NN can be used to group
products into their respective
classes based on a mathematical or
relational algorithms. it cannot
match graphically products to their
processes

The application of NNs in
real life is suitable for
modelling complexities
especially the complexity
of data and not ME design

It is capable of reflecting causal impacts
through the expression of algorithms

NN possess the
ability to measure
process cost
through the
formulation of
algorithms

No constructs really exist

Table 1: Review of system dynamics modelling tools
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total cost consumed customer
(€9) product value (£)  profit generated (£) orders

17511.4 20750 3238.64 20
17511.4 20750 3238.64 20

17511.4 21000 3488.64 20
17511.4 21250 3738.64 20
11 17511.4 21500 3988.64 20

12 17511.4 21750 4238.64 20
14 Table 2: Sample simulation results
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