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This paper aims at presenting the study of a practical job-shop scheduling problem we modelled and solved when helping a company to design a new production workshop. The main characteristics of the problem are that some resources are flexible, and blocking constraints have to be taken into account. The problem and the motivations for solving it are detailed. The modelling of the problem and the proposed resolution approach, a genetic algorithm, are described. Numerical experiments on real data are presented and analysed. We also show how these results were used to support choices in the design of the workshop.
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## 1. Introduction

Designing a manufacturing system involves complex decisions with conflicting objectives such as cost reduction, high equipment utilization and customer satisfaction. One of the important issues is the selection of the proper equipment type and number. In modern manufacturing systems, machines are more and more flexible, and choosing the adequate type is crucial to handle the variety of possible products, demand fluctuations and machine failures. Further, determining the right equipment number helps reducing the procurement and maintenance costs while increasing the equipment utilization.

This paper discusses the problem of selecting machines in a workshop where key components of aircrafts are produced. With the increase of demand and in order to satisfy customers while minimizing costs, the company under consideration was setting a new workshop that could make different part types on the same set of machines. The main challenge the company had to face was the determination of an adequate configuration of the workshop, in order to minimize the cycle times of products. After a first analysis carried out at the company, focusing on demand forecast, a first configuration of the workshop was proposed. In this configuration, products have to go through workstations, and there is one machine in each workstation. The company was interested in evaluating various choices before building the workshop such as: the number of entrant workstations, the functions of some workstations (i.e. the machine type in these workstations), etc.
In the classical literature on equipment selection (see Chen 1999, for instance), aggregate models are proposed and solved in which the details of the actual processing of jobs is not considered. In our approach, and because the scheduling constraints are important, we needed to solve a more detailed model that integrates detailed scheduling features to be sure that the design choices were correct. Our problem is thus formulated as a scheduling problem with several possible scenarios for the design of the workshop. The resulting scheduling problem is a complex shop problem with a material handling system for transporting products, resource flexibility, lack of buffer space between machines, etc.

Flexible shop scheduling problems have attracted many researchers who mainly addressed the job-shop case with multi-purpose machines (also called flexible jobshop), in which an operation may be processed on several machines in a given set, and one of them must be selected. Complexity results are given by Brucker and Schlie (1990), Mati and Xie (2004) for the two-job case. For the flexible job-shop with several jobs, various heuristics are proposed. Most of them use a disjunctive graph for representing feasible solutions and a tabu search heuristic to guide the search. Among these heuristics we may cite the hierarchical approach of Paulli (1995) and the integrated approach of Dauzère-Pérès and Paulli (1997). A heuristic based on genetic algorithms is developed in Chan et al. (2006). This approach is used in an iterative approach to evaluate different flexibility levels of assignment of operations to machines. A generalization to the case where an operation may be processed on several resources simultaneously (multi-resource) is done by DauzèrePérès et al. (1998), Mati and Xie (2008a). In the first paper, a tabu search heuristic is proposed using the disjunctive graph representation. The second paper presents a greedy heuristic that schedules jobs one after another according to a job sequence. A genetic algorithm is used to optimize the job sequence.

The blocking constraint arises in production environment where buffer capacity between workstations is limited. Scheduling problems that take into account this constraint are not abundant and the majority of existing studies concentrates on the flow-shop and hybrid flow-shop scheduling problems. A survey on blocking con-
straints is proposed by Hall and Sriskandarajah (1996). For the flow-shop problem, Grabowski and Pempera (2007) use the disjunctive graph model for modelling and propose tabu search heuristics for solving the problem. A genetic algorithm is proposed by Caraffa et al. (2001) for minimizing the makespan. A branch and bound method is proposed by Ronconi (2008) and some complexity results are given by Martinez et al. (2006) for a new type of blocking constraint. For the hybrid flowshop problem, some heuristic methods are proposed by Wang and Tang (2008), Wardono and Fathi (2004) and exact methods are investigated by Sawik (1995, 2000).

Considering blocking constraints in job-shop environments leads to a control problem called deadlock situation. A system deadlock is a situation that arises when the flow of products is permanently inhibited and/or operations on products cannot be performed. For example, in a robotic cell, a deadlock arises if the robot carries a part to a machine which is working on another part. Under such a situation, the robot cannot unload the part since the machine is not free and needs the robot to download the part it is working on.

Various solutions have been proposed to handle deadlock situations in automated manufacturing systems (Chu and Xie 1997): deadlock prevention, detection and avoidance methods. The majority of previous studies that deal with scheduling and deadlock issues uses Petri nets and reachability graphs to obtain optimal solutions (Lee and DiCesare 1994, ElMaraghy and ElMekkawy 2002). Mati et al. (2001a,b) propose two heuristics for solving the job-shop scheduling problem with multi-resource operations. The first heuristic uses a greedy heuristic and genetic algorithms. The second heuristic makes use of the disjunctive graph and tabu search. Integer linear programming models are proposed in Gomes et al. (2005) to schedule flexible job shops under limited intermediate buffers. These models are validated on realistic examples using commercial mathematical programming software. Various characteristics make our problem more complex. A deadlock-free reactive scheduling approach is proposed in Fahmy et al. (2009), which aims at answering in real time to the occurrence of a variety of possible disruptions in flexible job shops.

This paper formulates a practical equipment selection problem as a complex scheduling problem and presents a heuristic approach for solving it. The rest of the paper is organized as follows. Section 2 gives a detailed description of the problem encountered by the company, in particular the features of the production environment. Section 3 presents how the problem was modelled, with the assumptions made together with the company. Our resolution method is then described in Section 4. Numerical experiments are shown in Section 5, together with the analysis that was performed. Finally, Section 6 ends the paper with some conclusions and perspectives.

## 2. Description of the problem

The problem of selecting equipment for designing a production workshop is formulated as a scheduling problem that is solved for each design scenario of the workshop. This approach is possible because the number of alternatives is limited. This section describes the various features of the production environment and the connection between the resulting scheduling problem and those studied in the scheduling literature.

The company has a set of $N$ products ( 8 in the specific setting we are considering) $J=\left\{J_{1}, J_{2}, \ldots, J_{N}\right\}$ that must be performed in the planning horizon $H$. Each product $J_{i}$ must be performed in a number of units that differs from one product to another. There are 8 machines (i.e. workstations) in the workshop
$M=\left\{M_{1}, M_{2}, \ldots, M_{8}\right\}$, where machines $M_{1}$ and $M_{3}\left(\right.$ resp. $M_{2}$ and $\left.M_{4}\right)$ are of the same type (i.e. can process the same set of operations). Each machine can perform no more than one product at a time and is assumed to be continuously available during the planning horizon. Five different tasks $T \in\left\{T_{1}, \ldots, T_{5}\right\}$ are performed in the production workshop. Task $T_{1}$ can be carried out by machines $M_{2}$ or $M_{4}$. Task $T_{2}$ can be performed by any machine in the set $\left\{M_{1}, M_{3}, M_{5}\right\}$, where $M_{5}$ is an optional machine that the company could acquire or not. Tasks $T_{3}, T_{4}$ and $T_{5}$ are performed on machines $M_{6}, M_{7}$ and $M_{8}$, respectively. The layout of the workshop is described in Figure 1.

The products enter the workshop via a loading workstation (called entrant workstation in this paper) where they are put on pallets. Task $T_{1}$ is the first operation to be performed for each product. The remaining sequences of operations slightly vary from one product type to another, but the estimated processing times can be very different. Some tasks are not needed for some products and others are repeated several times. The sequence of tasks is $\left(T_{1}, T_{2}, T_{3}, T_{2}, T_{1}, T_{2}, T_{3}, T_{4}, T_{5}\right)$ for products $J_{1}, J_{2}$ and $J_{3},\left(T_{1}, T_{2}, T_{1}, T_{2}, T_{3}, T_{4}, T_{5}\right)$ for product $J_{4}$, and $\left(T_{1}, T_{2}\right.$, $T_{1}, T_{2}, T_{4}, T_{5}$ ) for products $J_{5}$ through $J_{8}$.

Due to the size and weight of the products, there is no buffer space for storing products between machines. Thus, if a product finishes its processing on a machine and the machine on which the product has to be processed next is occupied, then the product has to wait on the current machine, thus blocking it for performing other products. This feature is referred in the scheduling literature to as the blocking constraint (Hall and Sriskandarajah 1996). It is also called the hold-while-wait constraint by authors who address the scheduling and deadlock avoidance problems (Mati et al. 2001b).

With the above features, and according to the scheduling literature, the problem can be seen as a flexible job-shop scheduling problem with blocking constraints, for which some operations have several possibilities to be performed and the repetition of operations is allowed, i.e. the same operation may appear several times in the sequence of a product. An important feature that makes this scheduling problem different from other problems with blocking investigated in the literature is that poor sequencing of machines may lead to undesirable deadlocks (Mati et al. 2001a,b). More precisely, let us consider two products $P_{1}$ and $P_{2}$ with two operations each. The first operation of $P_{1}$ can be performed by $M_{1}$ or $M_{2}$ and the second operation by $M_{3}$. The first operation of $P_{2}$ is performed by $M_{3}$ and the second by $M_{2}$. Thus, if one decides to assign $M_{2}$ to the first operation of $P_{1}$ and to allow the first operations of the two products to be performed simultaneously, then a deadlock situation occurs since $P_{1}$ cannot move to its second operation ( $M_{3}$ is occupied by $P_{2}$ ) and $P_{2}$ cannot progress to its second operation ( $M_{2}$ is occupied by $P_{1}$ ).

Moreover, the manufacturing environment is characterized by the following features that lead to an even more complex scheduling problem.

- Limited number of pallets. Products to be produced are put on pallets at the loading (or entrant) workstation. After having visited all necessary machines in the manufacturing process, a product is removed from the pallet on which it is attached, and the pallet is moved to the entrant workstation for processing a new product. Due to the cost of a pallet, only a limited number is allowed limiting the number of products in the workshop at the same time.
- Material handling. The workstations are linked by an Automated Material Handling System (AMHS) that moves the products between the machines, and between the machines and the loading/unloading (or entrant) workstations. The AMHS can handle only one product at a time. When the AMHS moves a product
on the machine on which it is processed next, this machine must be available. This is a no-wait constraint that prevents the AMHS to hold products.
- Storage on machines. If the machine that processes the next operation of a product is occupied then the product can be stored on any empty machine. This alternative minimizes the blocking times and improves the utilization of critical machines.
- Negative time lags. Some operations can be started even though the preceding operation on the routing is not yet completed. This time corresponds to the preparation of the machine by an operator, and represents about $5 \%$ of the processing time.

The company was interested in evaluating various choices that had to be made before building the workshop. The first choice concerns the number of entrant workstations from which products are brought into the workshop. Since the processing of products begins with task $T_{1}$, it could be possible, at an additional investment cost, to also use $M_{4}$ as an entrant workstation, instead of only $M_{2}$. The second choice concerns the need of purchasing a new workstation (i.e. a new machine $M_{5}$ ) and thus changing the functions of some workstations by modifying manufacturing processes. The last choice concerns the determination of the right number of pallets to be used in the workshop. A smaller number of pallets means less products in the workshop, which may decrease the utilization of machines and therefore increases the total time to process all products. On the other hand, more pallets may lead to more products in the workshop and thus increased congestion due to blocking constraints.

We shall show in the next sections how we modelled and solved the scheduling problem to help the company answer these three questions.

## 3. Modelling the problem

Taking into account all the features of the production environment results in a complex scheduling model. In order to solve the problem, some constraints were relaxed, validated by the company. This section first discusses how the constraints are modelled and then specifies those that are relaxed. The manufacturing processes of jobs are modified. In what follows, we use the following notation to describe an operation $O_{i, j}$ of a product $J_{i}:\left(S_{1}, \ldots, S_{t}, p_{i, j}\right)$, where $S_{k} \subset M$ is the $k^{t h}$ set of resources that can be used to perform $O_{i, j}$, and $p_{i, j}$ is the processing time which does not depend on the chosen set of resources. As it will be shown below, the resources in our problem are the machines, the Automated Material Handling System (AMHS) and the pallets.

Let us illustrate our modelling choices in the following subsections on two consecutive operations $O_{i, j}$ and $O_{i, j+1}$ of a product $J_{i}$ described by the routing (1):

$$
\begin{equation*}
J_{i} \equiv \ldots ;\left(\left\{M_{1}\right\}, p_{i, j}\right) ; \quad\left(\left\{M_{2}\right\},\left\{M_{3}\right\}, p_{i, j+1}\right) ; \ldots \tag{1}
\end{equation*}
$$

This means that, at operation $O_{i, j}$, the product $J_{i}$ must be processed on machine $M_{1}$ with a processing time of $p_{i, j}$ and, at operation $O_{i, j+1}$, can be processed either on machine $M_{2}$ or on machine $M_{3}$ with a processing time of $p_{i, j+1}$.

### 3.1 Storage on machines

To integrate the possibility of storing $J_{i}$ between $O_{i, j}$ and $O_{i, j+1}$ on machines $M_{4}$ or $M_{5}$, a waiting operation $O_{i, j^{+}}=\left(\left\{M_{1}\right\},\left\{M_{4}\right\},\left\{M_{5}\right\}, 0\right)$ is added between $O_{i, j}$ and $O_{i, j+1}$. Machines $M_{1}$ is integrated in the set of alternative machines to express
the fact that $J_{i}$ can also wait on this machine. If one of the machines that can perform $O_{i, j+1}$ is empty, then $J_{i}$ can move to $O_{i, j+1}$ by advancing instantaneously to $O_{i, j^{+}}$on machine $M_{1}$ and then to $O_{i, j+1}$. The new manufacturing process of $J_{i}$ is given by the routing (2):

$$
\begin{equation*}
J_{i} \equiv \ldots ;\left(\left\{M_{1}\right\}, p_{i, j}\right) ; \quad\left(\left\{M_{1}\right\},\left\{M_{4}\right\},\left\{M_{5}\right\}, 0\right) ; \quad\left(\left\{M_{2}\right\},\left\{M_{3}\right\}, p_{i, j+1}\right) ; \ldots \tag{2}
\end{equation*}
$$

### 3.2 Material handling

The AMHS can be explicitly integrated by adding a transportation operation between any two consecutive operations. The added operation (noted $j^{+}$in the example below) needs the AMHS and the processing time corresponds to the time needed for moving products. Adding this information to the manufacturing process of job $J_{i}$ leads to the one given by the routing (3) where $A$ denotes the AMHS:

$$
\begin{equation*}
J_{i} \equiv \ldots ;\left(\left\{M_{1}\right\}, p_{i, j}\right) ;\left(\{A\}, t_{j, j^{+}}\right) ;\left(\left\{M_{1}\right\},\left\{M_{4}\right\},\left\{M_{5}\right\}, 0\right) ;\left(\{A\}, t_{j^{+}, j+1}\right) ; \ldots \tag{3}
\end{equation*}
$$

where $t_{j, k}$ is the time needed for the AMHS to bring product $J_{i}$ from the workstation selected for operation $O_{i, j}$ to the workstation selected for operation $O_{i, k}$. This time depends on the distance between these workstations in the workshop.

### 3.3 Pallets

Up to this point, every operation needs only one resource to be processed. However, it is necessary to take into account the fact that a pallet is needed for each product from the beginning until the end of its process. Hence, the pallets are modelled as a resource $R$ which is available in a given number of units. The manufacturing process is then modelled by the routing (4):

$$
\begin{equation*}
J_{i} \equiv \ldots ;\left(\left\{M_{1}, R\right\}, p_{i, j}\right) ;\left(\{A, R\}, t_{j, j^{+}}\right) ;\left(\left\{M_{1}, R\right\},\left\{M_{4}, R\right\},\left\{M_{5}, R\right\}, 0\right) ; \ldots \tag{4}
\end{equation*}
$$

The fact that the pallet moves to the entrant workstation after completing the product is modelled by adding an operation at the end of the routing of each product. This operation needs the pallet and the AMHS with a processing time equal to the time needed to move to the entrant workstation.

Note that if the number of pallets is equal to one, the scheduling problem becomes trivial and the solution consists of bringing products one after another in the workshop. If the number of pallets is equal to the number of machines, the problem is equivalent to a flexible job-shop scheduling problem with blocking and thus pallets can be omitted.

### 3.4 The relaxed constraints

The no-wait constraint that prevents the AMHS to hold the products is always fulfilled since the schedules generated by the solving method are feasible. Otherwise there may be a case where the AMHS moves a product from a given machine $M_{i}$ and finds the next machine $M_{j}$ already occupied. This is a deadlock situation since $M_{j}$ can only be released by the AMHS.

The first constraint that is relaxed in our modelling and solving method is the transportation time that depends on the distance between machines. We use an average time of the transportation times between all workstations of the workshop. After solving the scheduling problem, we recalculate the starting and finishing times of operations by integrating the actual values of the transportation times. Of
course, if a waiting operation uses the same previous machine in the manufacturing process (for instance $M_{1}$ in the routing (4)) then the moving time is equal to zero.

The second relaxed constraint is the time lags between two consecutive operations on the routing. We solve the problem without these times and, after finding a solution, a shifting procedure is called to find the actual starting and finishing times of operations.

The third relaxed constraint is related to the limited number of pallets $n_{p}$. Integrating this feature in our scheduling model is difficult for the resolution method of (Mati and Xie 2008b), which will be used for evaluating the fitness of chromosomes in the proposed algorithm. One way would be to model each pallet as a separate resource and to integrate flexibility each time an operation needs a pallet. This solution is not convenient as it leads to a huge number of alternative sets (Dauzère-Pérès and Paulli 1997). In our case, we assume that the number of pallets is infinite and, during the search process, we save the best schedule with a given maximum number of pallets $\left(n_{p} \in\{3,4,5,6,7\}\right.$ in our numerical experiments). The number of pallets required for a given schedule is determined by finding, over the entire schedule, the maximum number of jobs progressing in parallel in the workshop.

With the above modelling and simplification in mind, the resulting scheduling problem that is solved is a multi-resource job-shop scheduling problem with resource flexibility and blocking, in which an operation may need more than one resource. The AMHS is modelled as a real resource that must be taken into account when building a schedule.

## 4. Solving the problem

One way for tackling the problem is to model it as a mixed integer linear programming model and to solve it using a commercial solver. Computational experiments carried out by Mati and Xie (2008b) show that commercial solvers are not able to provide reasonably good solutions for the flexible job-shop scheduling problem with blocking constraints, even for instances with less than 10 jobs and 5 machines.

The method used in this paper to answer the questions of the company is an efficient genetic algorithm that uses the greedy procedure proposed by Mati and Xie (2008b) for evaluating the fitness of chromosomes. In this section, genetic algorithms are first briefly described. Then the basic parameters of our genetic algorithm are discussed, including the crossover and mutation operators and the strategy for population management. The method used for evaluating the fitness of the chromosomes is also recalled.

### 4.1 A brief description of genetic algorithms

Genetic algorithms are population-based procedures that start from an initial population containing a set of feasible solutions represented by chromosomes. The first question to answer when using genetic algorithms is the chromosome encoding (or encoding scheme). There are two types of encoding, the direct and indirect encoding, and the selection of the suitable type depends on the characteristics of the problem. In the direct encoding, a chromosome describes a solution whereas, in the indirect encoding, the chromosome contains information that is used to build a solution. Genetic algorithms iteratively apply genetic operators to replace the current population by a new and hopefully improved population. The first operator is the crossover operator that combines the characteristics of two selected chromo-
somes to generate one or several offsprings. Chromosomes may also be submitted to a mutation operator that consists of a small perturbation of the genes. The purpose of mutation is to prevent the search process from being trapped in local optima if chromosomes in the population become too similar. Genetic algorithms also require a suitable mechanism for population management that decides which chromosomes are selected at each generation for applying the crossover operator. It also requires a fitness function that represents a measure of the quality of each chromosome.

To describe our genetic algorithm, we present below the different parameters of the algorithm, which are fairly standard except the fitness evaluation function that is based on a greedy procedure proposed by Mati and Xie (2008b).

### 4.2 Parameters of our genetic algorithm

Chromosome encoding. In order to exploit standard crossover operators and to keep the feasibility of the solutions in the reproduction process, we use an indirect encoding in which a chromosome contains an $n$-string corresponding to a permutation of all integers from 1 to $n$. Each gene in the chromosome represents a job (product). The chromosome is then represented by a vector that gives the preference list for the treatment of all jobs. This list is used, by the fitness function described bellow, to build the actual schedule associated to the chromosome.

Initial population. In many implementations of genetic algorithms, a good starting population is important for the success of the algorithm. In our case, this population is constructed in a very simple way by randomly generating the chromosomes. However, we have found that this generally leads to a population with a very poor quality. Since it is not easy to generate a good initial population we have focused on improving it, mainly by increasing the diversity of chromosomes during the population management phase, as explained below. The size of the population is set to 20 chromosomes. This population size was fixed through numerical experiments conducted on academic test instances.

Chromosome evaluation. A greedy heuristic proposed by Mati and Xie (2008b) is employed to evaluate the chromosomes. This heuristic is recalled below.

Population management. There are two common strategies to manage the population: population replacement and incremental replacement. In the first case, the new population contains only chromosomes created by crossover and mutations operators, whereas, in the second case, only one chromosome of the parents is replaced with a generated chromosome. The population replacement has been preferred in our application since it allows a high population diversity, allowing the greedy heuristic to start from diverse chromosomes. A large part of the solution space can then be explored and hence the quality of the initial population can be improved. For selecting pairs of parents to be crossed, the simplest and most used roulette wheel selection is applied, which uses a distribution on the current population that depends on the fitness of the solutions. The probability of each chromosome to be selected is directly proportional to its fitness value.

Crossover and mutation operators. A general and suitable operator for crossover, in case of representing chromosomes by permutations, is the partially mapped crossover. This crossover has been applied successfully on many scheduling problems, and more specifically on shop problems. The crossover consists of randomly selecting two cut positions in parents chromo-
somes, mapping the portion of one parent located between these positions onto the other parent, and then exchanging the remaining information (see Goldberg and Lingle (1985)). After using the crossover operator, a mutation operator is applied that deletes a randomly selected job from its current position in the chromosome and inserts it at another randomly selected position. One of the advantages of this mutation operator is its good ability to modify the chromosomes and thus to diversify the population. The crossover operator is applied with a probability equal to 0.9 , and the mutation probability is equal to 0.05 . These values are standard for scheduling problems and, as for the population size, have been validated on academic test instances.

Stopping criterion. The genetic algorithm terminates after a fixed number of generations. This number has been set to 1,000 through experiments on the industrial data sets. Moreover, if no improvement of the fitness function is done after 200 generations, the algorithm is also stopped.

### 4.3 Fitness evaluation

The fitness function evaluates the quality of the chromosomes and plays a major role in the selection process. The solution method proposed by Mati and Xie (2008b) is used to measure the fitness of the chromosomes. This method is a greedy heuristic that schedules jobs consecutively according to the job sequence provided by the chromosome. It starts by optimally scheduling the two first jobs using a polynomial algorithm, called geometric approach, that reduces the scheduling problem to a shortest path problem in a two-dimensional plane with obstacles. After obtaining the optimal schedule for the two jobs, a combined job is defined by combining into a single operation the operations that are performed in parallel. Resource assignment and operation sequencing decisions of scheduled jobs will not be modified. The geometric approach then solves the scheduling problem of the combined job and the next job in the order of the chromosome. The resulting schedule is again used to define a combined job, and the process continues until all jobs are scheduled. The makespan of the final schedule corresponds to the fitness evaluation of the chromosome. For a detailed description of the greedy heuristic for solving shop scheduling problems, the reader is referred to Mati et al. (2001a), Mati and Xie (2008a,b).

## 5. Numerical experiments and analysis

We only present and discuss the results obtained on scenarios with 5 or 6 pallets since the remaining scenarios (with 3,4 and 7 pallets) give solutions with larger total completion times and waiting times. The computational experiments were conducted on a one-month horizon, during which the workshop must produce in total 30 units of products (see the units per product in Table 1), and 323 hours of work per month (the workshop is open 17 hours per day and 19 days per month). The genetic algorithm was implemented in $\mathrm{C}++$, and the experiments were ran on a Pentium IV ( 2 GHz ). Each scenario took about 10 minutes of CPU time.

The combination of the three parameters (i.e. without or with one new workstation, one or two entrant workstations, five or six pallets) led us to define 8 scenarios. The results for the scenarios are detailed in Tables 2 through 5 and discussed below. For each scenario, the tables show the mean cycle time per product, the total waiting time per machine and the total completion time of all products. The cycle time is the time the unit of a product stayed in the workshop (i.e. completion time
minus arrival time), and the mean cycle time is provided for the number of units of each product.

### 5.1 Scenarios with no new workstation

With one entrant workstation, the total completion time is 374.51 hours (respectively 375.09 hours) if 5 pallets (resp. 6 pallets) are used. The solutions are detailed in Table 2. It is interesting to note that, in this configuration, allowing one more pallet only slightly improves the total waiting time on the machines.

With two entrant workstations, the total completion time is reduced to 367.70 hours (resp. 361.28 hours) if 5 pallets (resp. 6 pallets) are used. As shown in the solutions of Table 3, adding one more pallet improves more the total waiting time than in the previous case. The gain is equal to 3.87 (i.e. $378-374.13$ ) in the previous case and equal to 35.79 (i.e. $460.96-425.17$ ) in this case.

It must be noted that using two entrant workstations instead of one leads to an improvement of the total completion time (ranging from 7 to 14 hours, i.e. less than one working day), but also to much larger waiting times, in particular when only 5 pallets are used. This can be explained by the fact that, when entrant workstations are not at all bottlenecks, arriving products are quickly pushed forward in the workshop.

### 5.2 Scenarios with a new workstation

With one entrant workstation, the total completion time is 369.75 hours (resp. 354.91 hours) if 5 pallets (resp. 6 pallets) are used. Hence, using 6 pallets is clearly much better and, as shown in Table 4, also leads to drastic improvements of the total waiting time (from 517.35 hours to 430.63 hours).

With two entrant workstations, the total completion time is reduced to 345.38 hours (resp. 332.16 hours) if 5 pallets (resp. 6 pallets) are used. Again, the solutions in Table 5 show that using 6 pallets also improves the total waiting time.

Using two entrant workstations reduces the total waiting time and the total completion time : the gain on the total completion time ranges from 22 hours to 24 hours ( $369.75-345.38=24.37$ hours in case of 5 pallets, and $354.91-332.16=$ 22.75 hours in case of 6 pallets), i.e. more than 1 working day. It is interesting to note that, contrary to the case without a new workstation, the total waiting time does not increase with two entrant workstations. This is because the capacity of the workshop has increased, and thus it can handle the products that are sent by the entrant workstations.

### 5.3 Answers to the questions of the company

According to the results presented in the previous subsections, our answers to the questions of the company were the following:

- It is always better to have two entrant workstations, although the improvement is really interesting, given the investment, only if one new workstation is added.
- Adding a new workstation is interesting, but should be coupled with two entrant workstations. The gain (over the scenario with one entrant workstation) on the total completion time is 22.75 hours (with two entrant workstations and 6 pallets), i.e. more than 1.5 days, and 101.18 hours on the total waiting time.
- The workshop should be equipped with 6 pallets with either two entrant workstations or one new workstation.

If one considers the possible configurations, the results of the experiments show that the worst configuration is to use one entrant workstation without a new workstation. An improved configuration is to use either two entrant workstations but no new workstation, or one new workstation but only one entrant workstation. However, in both cases, the investment might be hard to justify given the improvement. Finally, the best configuration is to use two entrant workstations combined with a new workstation.

Finally, the experiments show that 323 working hours per month are not sufficient to handle the production, and hence the company should increase the number of working hours.

## 6. Conclusion

We have shown how a complex practical scheduling problem could be solved by making some realistic assumptions validated by the company. The various scenarios that have been run helped the company to take important decisions on key features of the new workshop. The next step will probably be, when the workshop is operational, to use the proposed resolution method to design a Decision Support System for its weekly planning. Other characteristics will most likely have to be taken into account, such as the availability of workers.
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| Product | Mean cycle time (hours) |  | Machine | Waiting time (hours) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 5 pallets | 6 pallets |  | 5 pallets | 6 pallets |
| $J_{1}$ | 64.9 | 62.21 | $M_{1}$ | 61.92 | 60.56 |
| $J_{2}$ | 58.18 | 62.2 | $M_{2}$ | 59.49 | 72.07 |
| $J_{3}$ | 70.59 | 73.3 | $M_{3}$ | 47.7 | 10.18 |
| $J_{4}$ | 79.61 | 59.62 | $M_{4}$ | 90.72 | 90.69 |
| $J_{5}$ | 29.55 | 41.89 | $M_{6}$ | 59 | 28.92 |
| $J_{6}$ | 43.48 | 37.83 | $M_{7}$ | 31.34 | 56.54 |
| $J_{7}$ | 70.82 | 70.83 | $M_{8}$ | 110.79 | 106.21 |
| $J_{8}$ | 35.95 | 39.17 | Total | 460.96 | 425.17 |
| Total completion time (hours) |  |  |  | 367.70 | 361.28 |


| Product | Mean cycle time (hours) |  | Machine | Waiting time (hours) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 5 pallets | 6 pallets |  | 5 pallets | 6 pallets |
| $J_{1}$ | 66.93 | 66.16 | $M_{1}$ | 45 | 45.21 |
| $J_{2}$ | 65.64 | 80.78 | $M_{2}$ | 110.64 | 79.7 |
| $J_{3}$ | 65.98 | 66.9 | $M_{3}$ | 17.06 | 10.78 |
| $J_{4}$ | 47.32 | 41.81 | $M_{4}$ | 95.85 | 60.35 |
| $J_{5}$ | 37.98 | 30.51 | $M_{5}$ (new) | 81.33 | 87.11 |
| $J_{6}$ | 35.06 | 44.9 | $M_{6}$ | 55.1 | 62.24 |
| $J_{7}$ | 67.17 | 75.31 | $M_{7}$ | 41.82 | 41.82 |
| $J_{8}$ | 38.29 | 32.04 | $M_{8}$ | 70.55 | 43.42 |
|  |  |  | Total | 517.35 | 430.63 |
| Total completion time (hours) |  |  |  | 369.75 | 354.91 |


| Product | Mean cycle time (hours) |  | Machine | Waiting time (hours) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 5 pallets | 6 pallets |  | 5 pallets | 6 pallets |
| $J_{1}$ | 60.06 | 52.7 | $M_{1}$ | 14.8 | 15.35 |
| $J_{2}$ | 61.89 | 70.37 | $M_{2}$ | 46.72 | 33.39 |
| $J_{3}$ | 61.06 | 64.81 | $M_{3}$ | 16.57 | 24.38 |
| $J_{4}$ | 55.01 | 45.51 | $M_{4}$ | 82.72 | 90.88 |
| $J_{5}$ | 30.91 | 40.61 | $M_{5}$ (new) | 50 | 68.12 |
| $J_{6}$ | 28.85 | 34.07 | $M_{6}$ | 48.1 | 23.46 |
| $J_{7}$ | 69.7 | 64.46 | $M_{7}$ | 38.66 | 19 |
| $J_{8}$ | 38.33 | 36.06 | $M_{8}$ | 70.88 | 49.41 |
|  |  |  | Total | 368.45 | 323.99 |
| Total completion time (hours) |  |  |  | 345.38 | 332.16 |

Table 5. Results with a new workstation and two entrant workstations.
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