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Abstract. A non-linear numerical finite element method (FEMpdel of a thermo-electric
focal plane array (FPA) detector is presented Heaser induced thermo-voltage profiles tend
to spread out for small lock-in frequencies as thermal diffusion length is inversely
proportional to the square-root of the lock-in freqcy. This leads to a frequency and spatial
dependent thermal cross-talk level. In this paperimvestigate the thermal cross-talk level
quantitatively in function of spatial coordinatesdalock-in frequency. Experimental data are
provided at an optical power level of 1W. The imipaicnon-linear thermal parameters as the
temperature dependence of the absorption coefficigne thermal conductivity, the heat
transfer coefficient and the Seebeck coefficienttiom thermal profile and cross-talk level
generated inside the detector material are studielétail. Heat losses that are included in the
model are conduction and laminar free convectiohe Telative importance of the above
mentioned non-linear thermal parameters in termsthefmal cross-talk for steady-state
solutions are discussed as well.
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1. Introduction

Lock-in thermography greatly improves the sengifivand the image resolution as compared to
steady-state thermography [1]. The latter one ssifiem high lateral heat spreading which resuits i
a poor resolution. In our study, a similar lockéichnique is applied on Seebdokal plane array’s
(FPA’s) to improve the resolution (pixel density)déor thermal cross-talk performance. In contrast t
lock-in thermography, the thermal profile is prob®dthe Seebeck effect, by means of electrodes,
instead of a contactless IR camera measurement.

Lock-in thermo-electric FPA detectors can be useddser beam profilometry [2]. Partial absorption
of high power laser beams can result in a temperadistribution with local surface temperature
maxima which exceeds 100 K above room temperatarthis temperature range, some non-linear
thermal parameters (e.g. the thermal conductivig@As) will change significantly with respect te i
constant property-value. Hence, most relevant mwat thermal parameters should be taken into
account for accurate modeling. This paper is corembmwith thermal cross-talk reduction in function
of spatial coordinates and lock-in frequency. Theact of the temperature dependence of the
absorption coefficient, the thermal conductivityhetheat transfer coefficient and the Seebeck
coefficient, further referenced as non-linear thedrparameters, on the thermal cross-talk level in
function of the applied lock-in frequency are invgasted.



Note that when non-linearities are ignored the rtfarprofile might be off by 25 degrees for a
temperature increase of the order of 100 K. Thelmear FEM model enables to predict the laser
induced thermal profiles more accurately as contpanea linear model. It might be important to
accurately simulate the thermal profiles to defiage operation conditions to avoid any damage as a
consequence of local thermal runaway. It has bhewrs that the absolute temperature may strongly
affect the reliability and performance of semicoctdu based devices [3].

In a first section, we describe the numerical FEbtel which was used to calculate the laser induced
spatio-temporal temperature distribution inside Hwive detector material. The results of the
numerical calculations are shown and discusseldeisécond section. The final conclusions are drawn
in a third section.

2. Thenumerical FEM model

The numerical FEM model geometry, used to simulatelaser induced spatio-temporal temperature
or thermo-voltage distribution, is illustrated igdre 1. The simulation of the thermal profile ihxes
solving the heat equation. This is a partial déferal equation (PDE) with boundary conditions vhic
is solved in four dimensions (spatial coordinated tme). Heat transfer by free convection — whech
assumed to be the main cooling mechanism of themsyfor steady state solutions - is proportional to
the external area. Hence, accurate temperaturgepsohulations at steady state condition can dely
realized by modeling the complete thermal systeeiuding the open cavity package (OCP) in which
the detector is placed as it significantly conttédsuto the external area of the system (heat sink).
Hence, an advanced thermal model was develope@am$ol Multiphysics” in which only % of the
total structure is simulated due to symmetry cosrsitions.

(©)

(@
(b)

Figure 1. Thermal FEM model of a Seebeck FPA detector; €a} benter; (b) detector substrate
(GaAs); (c) open cavity package.

The model consists of a 350 um thick undoped Gafstsate with a thin (2 um) highly doped
absorbing layer (D= 4x10® cm®) at the top surface of the detector. The non-ideaimal contact
between the substrate and the stainless steel ©@Bdeled by means of a thin thermal grease layer
with a thermal conductivity of 0.7 WHK™. The heat conduction equation, given by Eqg.1hent
solved in three dimensions.

a
Qus = pCp 5 — V(kenVT)
(1)

Here, Qs T, G, p and k, are the heat source, the temperature, the heatioapthe density and the

thermal conductivity, respectively. Free convectiorair is assumed at all external boundaries.2Eq.
expresses the boundary condition with k, T and T the thermal conductivity, the heat transfer
coefficient, the temperature and the external teatpee, respectively.

kenVT = h(Tinp —T) @)
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All numerical calculations were performed for a L£laser emitting at its standard wavelength
A =10.6 pm. The thermo-voltage is measured atobesarface of the GaAs substrate with the average
temperature at the backside of the substrate efeeence. The absorption of the incident lasembea
is modeled as a heat source tergw@escribed by Eq. 3,4 5 and 6 for a single passugh the
absorption layer.

01(x,y,z)

Qow = (1 = FR(aip n6ans)) - [ =522] - AR(Z) — (Wm™) (3)
With  1(x,y,2) = I - exp <—2(x2‘;2yz)>-exp(aez) for 2<0 4)
AR(z) = (z= —Ty) (5)
FR Mgy ngaas) = (22t tair ) ©)

Here, z = O corresponds to the top surface of th&sGspecimen. The heat source te@p, is

le();iz) along the axis of light propagation induced by the

z

proportional to the change in intens

absorption process. As a consequefigg, is proportional to the lateral laser intensityfpleoand the

absorption coefficiente. AR(z), given by expression 5 is a binary funetiohich limits the
absorption region to the absorption layer thicknEgs The heat source takes the Fresnel reflection

(FR(nuir, Ncang) into account at the top surface of the substratie N, and ng,,,, the refractive index

of air and GaAs, respectively. Double propagatibtight through the absorption layer is taken into
account as the retaining intensity after one tirasspis back reflected by a metallization layerat t
bottom on the substrate. This typically resultsaidissipation of the order of 15 % of the incident
optical power in our designs.

3. Non-linear thermal parameters

The temperature dependence of the absorption cieffiof 10.6 um in n-GaAs with a doping
concentration of 4xI® cm® was calculated based on a multi-valldy, (X, L) model where
non-parabolic and anisotropic effects were takém account for the intra-valley and (non)equivalent
inter-valley absorption mechanisms [4,5]. A genesgiression for the total absorption coefficiept
by T, L and X-electrons is given by

a, =2 %Im(,/se(a))) (7)

- 20+l wd 2 2 2
With . (w) = & (1—“”"F ol “”"X+i(“”"r + 2Bl w”"‘)) (8)

w? w3tr w31y, w3ty

Wherew,rx = \/47mm,xe2/ (mF,L,X51)1 nrpx andmry x are the plasma frequency, the electron

concentration and optical effective mass of Ihd.- and X- valley electrons, respectively,is the
permittivity of undoped GaAs at medium infrared wiangths ando is the electromagnetic wave
angular frequency. The values, x are directly connected with the absorption cogdfits byT’, L-

and X- valley electrons. Figure 2 shows the tentpeeadependent absorption coefficient used in the
thermal FEM model. A good agreement between theeinaad experimental data can be achieved if

the compensation factor given ,,, = % is known, where B and N, are the donor and
D™HNA



acceptor concentration, respectively. A compensdaetor of one is assumed in our model such that
the contribution of impurity scattering on compeersgadonor and acceptor atoms to the absorption
coefficient can be neglected.

54
53
52
51
50
49
48
47 a

300 350 400

x103(m1)

Absorption coefficient

Absolute Temperature (K)

Figure 2. Absorption coefficient for 10.6 um wavelengtmiGaAs with N, = 4x13% cm®,

A second order polynomial curve fit on this dataufes in an analytical expression (Eq. 9) for the
absorption coefficient which is valid within a teempture range of 300 K to 400 K. Notice that the
absorption coefficient increases about 11.4 %imtmperature interval.

a,(T) = 0.34T2 —183.3T + 72030 (m™1) (9)

The thermal conductivity is even more sensitivéhabsolute temperature. It varies roughly between
45 and 30 WK in the temperature range of 300 K to 400 K [6,},Mlinear approximation of the
temperature dependence of the thermal conductyitgn by Eq. 10, is used in our model.

ke (T) = 45— 0.15 (T — 300) (Wm~1K-1) (10)

The temperature dependence of the heat capacitythendensity of n-GaAs are neglected in our
model for the temperature range under consideraliba Seebeck coefficient has been calculated by
solving the kinetic equation for the electron disition function in the presence of an electron
temperature gradient. Taking into account the ramadpolicity of thel-valley and the anisotropy of
the satellite L- and X-valleys of n-GaAs, the exgsien for S can be written as [8]

__ kp(aror+ a0+ axoy)

(or- o - 0x)

S

(11)

Where lg and g are the Boltzmann constant and the elemyeotarge respectivelysr, x and &, x
are the electron conductivity and the dimensionlesgihting coefficients for th&, L and X valley,
accordingly. The temperature dependence of thegskatmefficient for n-GaAs with a doping density
of Np = 4x10% cm®is then approximated by

S(T) = 86(1.3+3.45-1073(T —300)) (uWVK™) (12)

The contribution of the phonon-drag effect to thertmo-electric power is neglected as the active
semiconductor layer is degenerate and the opereioperature is relatively high=1297 K [9]. Heat
transfer by free convection is characterized beat transfer coefficient h of the order of 10 VK.
Although, often approximated by a constant valhés toefficient can differ substantially from its
constant-property value in function of temperatliee temperature dependent viscosity and density
can affect the velocity profile significantly [1@hd will consequently contribute to the temperature
dependence of the heat transfer coefficient. Thrapégature dependence of the heat transfer
coefficient was calculated, assuming that natusalvection at the boundaries of the detector stractu
could be modeled by a laminar air flow on a vettigkte, taking into account the temperature
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dependence of the viscosity and density of air.[Thg heat transfer coefficient for free convecton
a vertical plate in air is given by [11]

h(T) = Nu-kepair - (H) 7 (Wm=2K™) (13)

with kg,r @and H, the thermal conductivity of air and thetieat plate height, respectively. The
Nusselt number is expressed as [11]

0.67 Ral/4
Nu(T) = 0.65 + 14
u( ) [1+(0.492/Pr)9/16]8/27 ( )

Where Pr is the dimensionless Prandtl number obtter of 0.7 and Ra is the Rayleigh number. The
latter one was calculated taken into account tleeame surface temperature of the model in contact
with air, rather than using the local temperatasethe empirical formulation for the Nusselt numilser
only valid for isothermal plates. Consequently, tieat transfer coefficient is considered equalllat a
boundaries such that it will not influence the tatehermal cross-talk level. However, it will in#nce

the thermal wave amplitude as it varies over time t average surface temperature fluctuations. Thi
approximation will result in an over-estimation tife non-linearity induced thermal cross-talk
reduction. However, local heat transfer coefficsecdin be estimated by solving an inverse problem as
proposed by M. Janicki [12], although not donehiis paper. The temperature dependence of the heat
transfer coefficient is illustrated in figure 3. §ood agreement between such a model and
experimental data can be achieved as shown by &eldh [16].
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Figure 3. Temperature dependence of the heat transfer cieeifi

4. Smulations and discussion

This section of the paper presents the numericallstions in according to the above described
model. The simulations are carried out for a mogal&Gaussian shaped €laser beam with a fixed
beam diameter of 250 um and a power level of 2 VIQdV. The time dependent heat source term
becomes

Q®) = 5 (1 + sin@nfiock-mt)) - Qow ~ (Wm™) (15)

Where f.in is the modulation frequency and,Qs the heat source term corresponding to contisiuou
wave illumination (see Eg. 3). Note that the averagident power level is half of the continuous
wave power. Hence, a steady state solution ofgwdfer was used as an initial condition for the time
dependent simulation such that the thermal eqgiuhibrcondition was established from the start. The
time dependent heat conduction equation was themddn three dimensions for optical chopper
frequencies going from CW (continuous wave) to 520 The simulation output is a time dependent
3D thermal distribution for each of these frequenciThe thermal distribution is subsequently
converted into a thermo-voltage distribution by meaf relation 8 (specified for g\ 4x10% cm®
within the range 300 K < T < 400 K). As a referenitee average temperature at the backside of the



GaAs substrate was considered. Figure 4 showsthperature distribution at the top surface of the
specimen over a lateral distance of 8 mm from treg benter for different modulation frequencies.

335
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—e—4 Wptp; SHz; MAX
——4 Wptp; S Hz; MIN
—=—4 Wptp; 20 Hz; MAX
—=—4 Wptp; 20 Hz; MIN
—+—4 Wptp; 100 Hz; MAX
—+—4 Wptp; 100 Hz; MIN
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Figure 4. Surface temperature distribution for different mladion frequencies.

The thermal wave amplitude (MAX - MIN) decreasemgyetrically around the CW thermal profile as
the modulation frequency increases. Furthermorenetiee a decrease in amplitude for an increasing
distance from the heating center due to the freqguémited thermal diffusion length. An analytical
expression for the thermal diffusion length in tase of a point-like heat source is given by [13]

a aas(T)
ﬂth(flock—in) = / nﬂ}c 4 ) (m) (16)
lock—in

Whereo,caas and foek.in @are the thermal diffusivity and lock-in frequencgspectively. The periodic
temperature increase at a distance r from the {ikenheat source is then described by

AT (r) = —2 -exp(—(1+i)ﬂLth) (K) (17)

47Tkthr

Where Q, k, 4 and r are the power, thermal condtitithermal diffusion length and the distance

from the heat source. Hence, the periodic temperatgrease is proportional ¢ap(—+/ fiock—in)- BY
means of Eq. 17 one can analytically extract tlisstalk reduction factor for GaAs. Figure 5 shows
the cross-talk reduction level in dB in functiontbé lock-in frequency at a distance of 400 um éupp
curves) and 800 um (lower curves) from the heaterger for an incident laser power of 1 W. A good
agreement was found between experimental datad (&ddick curve), the numerical FEM model
(dashed curve) and the analytical model as destrddmve. For detailed information about the
experimental setup, we refer to [2]. Note thattreddy high thermal cross-talk reduction factorg ar
achieved for modest lock-in frequencies. E.g., ah@lulation frequency of 500 Hz, a cross-talk
reduction factor of -34 dB is realized at 400 pnfrthe heating center. One can also conclude that
the highest gain in terms of thermal cross-talkuotion per Hz is realized at low lock-in frequerscie
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Figure5. Thermal cross-talk reduction (dB) versus lockrgguency at 400 pum and 800 pm from the
heating center (=1 W).

Non-linear effects were investigated by varying theident optical power level (R from 2 W to

8 W for a fixed laser beam width of 250 pm. AR 8 W, a maximum absolute surface temperature
of about 400 K was found which is at the bordethaf validity interval of most of the previously
discussed non-linear parameter approximations. r€igu shows the thermo-voltage and thermal
cross-talk profile for different incident power &s. Here, the solid black curve corresponds to the
incident optical intensity profile. The light greurves are the normalized thermo-voltage profites f
different optical power levels and the dark grane$ are the corresponding thermal cross-talk levels
In these simulations, the thermal cross-talk lévelefined as any relative deviation of the norzei
thermo-voltage profile, referenced to the averagmperature at the backside of the specimen, with
respect to the normalized incident intensity peofil
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Figure 6. Thermo-voltage and thermal cross-talk profilediferent power levels (CW illumination).

The maximum impact of the non-linearities on thertial cross-talk level is found at a distance ef th
order of the laser beam size. Our simulation shawsn-linearity assisted cross-talk reduction of
about 8 % for CW illumination and,f between 2 W and 8 W. Note that this is a conseeat
measure as the reference temperature is also tedjecthese non-linear effects. In case of a fixed
300 K reference, one obtains a thermal cross-tallaation of about 15 % for the same power range.
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Figure 7. Relative contribution of non-linear thermal paraene to the cross-talk level at CW
illumination.

The relative contributions of the thermal non-liriga assisted cross-talk reduction have been
investigated at continuous wave illumination foe frower range of 2 W to 8 W. Figure 7 shows that
the main contribution (about 60 %) can be assigoethe temperature dependence of the thermal
conductivity. The non-linear Seebeck coefficientl asorption coefficient are responsible for about
30 % and 10 % of the overall thermal non-lineasisgisted cross-talk reduction. Note that, although,
the Seebeck coefficient doesn’t influence the taaipee distribution inside the detector materiad t
non-linear behavior of the coefficient is in favof the cross-talk reduction and contributes
significantly to the total cross-talk reductiontbé detector.

Figure 8 shows the thermal cross-talk level in fiomcthe lock-in frequency for different incident
power levels. One sees that the impact of the maat thermal parameters vanishes as the lock-in
frequency increases. Concretely, the simulationsvghat the impact of the thermal non-linearities o
the thermal cross-talk level reduces from about& % Hz to about 0.5 % at 500 Hz.
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Figure 8. Frequency dependence of the thermal cross-tadt fev different lock-in frequencies.

5. Conclusion

A non-linear FEM model of a lock-in thermo-electRPA detector was presented. The heat equation
was solved in three dimensions (geometry of theddet) in function of time which resulted in a lase
induced spatio-temporal thermal profile. Quanttaisimulations were carried out for different Iaok-
frequencies and optical power levels. It was shaWwat the thermal cross-talk level can be
considerably reduced by increasing the lock-indswy. For example, at a modulation frequency of
500 Hz, a cross-talk reduction factor of -34 dBréslized at 400 um from the heating center.
Numerical simulations at a power level of 1 W wheoenpared to experimental data and an analytical
model and a good agreement was found. One cancalsdude that the highest gain in terms of
thermal cross-talk reduction per Hz is realizetbatlock-in frequencies.
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Furthermore we investigated the impact of non-lintkeermal parameters in terms of cross-talk
reduction by performing simulations at differentymw levels. The impact of the non-linear parameters
on the cross-talk level was found to be relativatyall for the power level range under consideration
(Gaussian beam 250 pm with,#2 2 W to 8 W). We found a cross-talk reductioctda of about 8 %

at CW illumination. The relative contribution ofetmon-linear thermal parameters to the total therma
cross-talk reduction decreases as the lock-in &eqy increases, which results in a maximum
deviation smaller than 1 % at a lock-in frequent¥@0 Hz for the power range under consideration.
The relative importance of the individual non-lingaermal parameters taken into account by the
model was studied by assuming constant values Hopaameters, except for the one under
investigation. The thermal conductivity k(T) of tlaetive detector material was identified as the
dominant parameter for the non-linearity assisteds:talk reduction.
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