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Abstract

This paper presents a fast method using simple ge-
netic algorithms (GAs) for features selection. Unlike
traditional approaches using GAs, we have used the
combination of Adaboost classifiers to evaluate an in-
dividual of the population. So, the fitness function we
have used is defined by the error rate of this combina-
tion. This approach has been implemented and tested
on the MNIST database and the results confirm the
effectiveness and the robustness of the proposed ap-
proach.

1 Introduction

With the rapid advancement of computer and
database technologies, datasets with hundreds and thou-
sands of variables, or features, are now ubiquitous in
pattern recognition, data mining and machine learning
applications. Thus, feature selection has become the fo-
cus of many research areas in recent years and it con-
sists in selecting a subset of few features being the most
representative for a particular application.

Genetic Algorithms (GAs), used for feature selec-
tion, and based on the wrapper method [4], need a
classifier (SVM, Neural network, Near-Neighbour..) to
evaluate each individual of the population [1, 6, 11].
But training classifiers at each iteration of GA is too
much time consuming.

In this paper, we propose a new feature selection
method, based on GA, which avoid classifier training
at each iteration of the GA. Thus, a classifier is trained
before running the GA but the evaluation of the indi-
viduals is done at each iteration using always the same
classifier. The fitness function is based on Adaboost
classifiers associated with the features. More precisely,
an Adaboost classifier is trained for each feature before
launching the GA for feature selection. Then, we com-
bine (a mean operator) the Adaboost classifiers selected

at each GA iteration similarly to the method proposed
in [12].

The remainder of the paper is structured as follows:
in Section 2, we briefly motivate our method of feature
selection. GAs and Adaboost classifiers are reviewed
in Section 3 and in Section 4, respectively. Then, we
introduce our feature selection method based on GA, in
Section 5. Section 6 is devoted to experimental results
and we draw the conclusion and the perspectives of this
work in Section 7.

2 Feature selection

The curse of dimensionality is a well-known prob-
lem in pattern recognition application and several re-
search efforts have been done in reducing the dimen-
sionality of feature vectors. Irrelevant and redundant
features may negatively affect in classifiers accuracy. If
we reduce the number of features, then we make the
classification models simpler and easier to understand;
we decrease the cost of stocking data; and we also in-
crease the performance of indexing methods when they
are applied to feature vectors. Indeed, three goals are
stated in [5] to perform a feature selection:

• Reduce the cost of feature extraction.

• Improve precision during classification.

• Improve the confidence of classifier performance.

Feature selection algorithms fall into three cate-
gories: Embedded, Filters and Wrappers methods. Em-
bedded methods perform feature selection in the pro-
cess of training and are usually specific to given learn-
ing machines. Filters select subsets of features as a pre-
processing step, independently of the chosen predictor.
Wrappers use learning machines of interest as a black
box to score subsets of features according to their pre-
dictive power.
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3 Genetic Algorithms (GAs)

GAs belong to a group of methods, called evolution-
ary algorithms, that have been applied to feature selec-
tion with different degrees of success [9]. Besides, GAs
have been studied and proven effective in conjunction
with various classifiers, including nearest neighbours
and neural networks [1].

GAs are optimization procedures inspired by the
mechanisms of natural selection. In general, GAs start
with an initial set of random solutions called population
[3].

A GA generally has four components. A popula-
tion of individuals where each individual in the popu-
lation represents a possible solution; a fitness function
which is an evaluation function by which we can tell if
an individual is a good solution or not; a selection func-
tion which decides how to pick good individuals from
the current population for creating the next generation;
and genetic operators such as crossover and mutation
which explore new regions of search space while keep-
ing some of the current information at the same time.

Each individual in the population, representing a so-
lution to the problem, is called a chromosome. Chromo-
somes represent candidate solutions to the optimization
problem being solved. In GAs, chromosomes are typi-
cally represented by bit binary vectors and the resulting
search space corresponds to a high dimensional boolean
space. It is assumed that the quality of each candidate
solution can be evaluated using the fitness function.

4 Adaboost

Boosting algorithms increase the performance of
weak binary classifiers by reinforcing training on mis-
classified samples. In particular, Adaboost (Adapta-
tive boosting) is a widely used boosting algorithm that
weights a set of weak classifiers according to a function
of the classification error [2]. Thereby, the final classi-
fier is given by:

h(x) =

{
1 if

∑t
i=1 αtht ≥ threshold

0 otherwise

Where 1 means that the sample has been classified
as belonging to the class to be identified.

5 Proposed method

In this section, we introduce the proposed method.
A large set of features is assumed to be available in or-
der to characterize a given class. This method begins

by training an Adaboost classifier for each feature to be
used in the fitness function. This part is independent
of the GA and then is performed only once. Then, we
apply GAs several times to find an optimal subset of
features. Thus, our feature selection algorithm is de-
composed in two steps:

Step 1 : Train Adaboost classifier for each feature.

Step 2 : Use the GA to select the best classifier or fea-
ture subset.

In what follows, we explain how to construct the fit-
ness function (step 1) and how to train classifiers and
select the optimal features (step 2).

5.1 Step 1: Fitness function

Fitness function plays the most important role in ge-
netic search. This function has to evaluate the goodness
of each chromosome in a population. Thus, the input
of the fitness function is a chromosome and it returns a
numerical evaluation representing the goodness of the
feature subset.

In this context, a chromosome is a n dimensional bi-
nary vector, where n is the total number of features. If
the i-th bit of the vector is 1, then the i-th feature is in-
cluded in the subset. On the contrary, if the i-th is 0,
the feature is not included. The fitness function is de-
termined for each chromosome in the population. More
specifically, the fitness function is the error rate of the
mean of Adaboost classifiers selected by each chromo-
some. Let note H be: H = 1

|I|
∑

i∈I hi

where I is the set of selected features and |I| the size
of I . Then, the Fitness function is defined: Fitness =
Error(H).

For example, let X = 1101001, be a chromosome.
Then I = {1, 2, 4, 7}, |I| = 4 and the mean is com-
puted on classifiers: h1, h2, h4 and h7. Therefore, the
goal of our method is to select the optimal chromosome
minimizing this Fitness function, i.e. minimizing the
classifier error.

5.2 Step 2: Feature Selection

The initial population is randomly generated. How-
ever, we add a singular chromosome composed of all
features in order to ensure that the selected features per-
form better than the whole features.

For each generation (iteration) of the GA, each chro-
mosome is evaluated using the Fitness function. Pop-
ulation evaluation, by the means of the Fitness function,
is a critical step of the selection process since offspring
in the GA for the next generation are determined by



the fitness values of the current population. The gen-
erational process ends when the termination criterion is
satisfied –in our case, the number of generations–. The
selected features correspond to the best individual in the
last generation.

6 Experiments and discussion

The reported results are obtained applying our
method to the MNIST dataset and to three well-known
descriptors. Besides, we have compared our method
to related approaches: the Maximun relevant Minimum
redundancy method [7] and a GA+wrapper configura-
tion [1, 6]. Our aim is not to reach the best recognition
system but to show the efficiency of the feature selec-
tion process.

To run our method three parameters have to be set
experimentally. The initial GA population is composed
of 200 chromosomes, the maximal number of genera-
tions is set to 50 and the maximal number of iterations
for the Adaboost classifier to 50.

We have used the MNIST training dataset to evaluate
our method. This dataset contains about 60, 000 hand-
written digit images of 28×28 distributed in ten classes
–corresponding to digits: 0,. . . ,9–. For each class, we
have created three sets, namely A, B and C, composed
of 1, 000 samples, randomly chosen. Set A is used for
training Adaboost (step 1). Sets B and C are used, re-
spectively, for training and testing. Furthermore, we
have permuted the role played by each set in order to
apply a cross-validation scheme.

All the selection results in the sections to follow have
been obtained by applying the GA serval times .

6.1 Descriptors and classifiers

We have computed on these three sets three differ-
ent descriptors: Zernike, R-signature and pixels. Be-
fore computing each descriptor, we have extracted the
bounding box of each digit and we have resized the
image to a 32 × 32 image. 47 Zernike descriptors
(ZER) are composed of the first twelve Zernike mo-
ments [8]. The R-signature (RS) is a descriptor based
on the Radon transform proposed in [10]. Finally, the
pixels descriptor (pixels) simply consists to take each
pixel as a feature in the MNIST images.

Three different one versus all classifiers: SVM, Ad-
aboost and K-NN are used in order to make the anal-
ysis of results more independent of the classifier used.
1, 000 negatives samples from training and testing set
have been randomly chosen among sets B and C, re-
spectively.

Table 1. Number of features selected
Descriptor Initial features Selected features
RS 180 110
ZER 47 36
Pixels 1024 765
RS + ZER 180 + 47 = 227 108 + 32 = 140
RS + Pixels 180 + 1024 = 1204 105 + 688 = 793
ZER + Pixels 47 + 1024 = 1071 36 + 692 = 728

6.2 Results

Results from two sets of experiments are reported.
The first set of experiments show the stability of our
method with respect to different configurations. The
second set of experiments has been addressed to state
the performance of our method compared to related fea-
ture selection algorithms.

For the first set of experiments, several descriptors,
combination of descriptors (RS+ZER, RS+Pixels and
ZER + Pixels) and classifiers have been used. It can
be noticed that we consider a set mixing two families
of features. The selection contains features from both
families and respects almost the same ratio as in the ini-
tial set. Table 1 shows the number of selected features
for each descriptor. For the majority of descriptors we
can notice that the number of features is decreased more
than 35%. Indeed, the performance of the three classi-
fiers has essentially been unchanged after applying our
method –see Table 2, confirming the robustness of the
approach.

The second set of experiments is devoted to compare
our method to other related feature selection methods.
The maximum relevant minimum redundancy method
(MRMR) permit to fix the number of features to be se-
lected [7]. Thus, we have chosen the mean number of
features selected, for each descriptor, by our method
in the first experiment. We have also compared to a
GA+Wrapper configuration for feature selection. As it
has been explained in the Introduction section, when
GAs are used for feature selection the Wrapper strat-
egy is the most commonly used. Thus, we have used
the Adaboost as wrapper in order to make comparison
to our method easier. Results can be observed in Ta-
ble 3. According to these results, on the one hand, an
improvement is done by our method comparing to the
MrMr approach. On the other hand, the performance of
our method is quite similar to GA+Adaboost. However,
our method is faster (in the worst case 20 times faster
and in the best case 50 times, see Table 4).



Table 2. Recognition rates for three different classifiers: SVM, Adaboost and K-NN (K=5),
trainned with all features and using only the features selected by our selected method.

Descriptor SVM AdaBoost 5-NN
ALL Selected ALL Selected ALL Selected

RS 75.06 75.10 81.62 81.54 84.55 84.52
ZER 84.00 82.28 81.11 80.78 88.28 87.58
Pixels 97.72 97.70 94.35 94.43 97.26 97.28
RS+ZER 86.32 86.55 81.02 82.55 88.28 87.65
RS+Pixels 97.68 97.66 94.59 94.70 97.26 97.36
ZER+Pixels 97.77 97.77 94.32 94.55 88.36 87.90

Table 3. Comparison with GA+Adaboost
(wrapper) and MrMr

Descriptor GA+Adaboost MrMr Our method
RS 75.10 71.78 75.16
ZER 83.04 81.00 82.24
Pixels 97.95 96.95 97.712

Table 4. Relative time execution between
GA+Adaboost and our approach.

Descriptor GA+Adaboost Our method
RS 78.125 2.656
ZER 51.875 1
Pixels 260 11.75

7 Conclusion and perspectives

A new approach for feature selection in classification
problems using GAs is introduced in this paper. The
fitness function used is the combination of several Ad-
aboost classifiers.

Unlike the traditional selections methods using GAs,
and based on the wrapper method we have proposed a
new selection approach using a simple GA and a pri-
ori classifiers. Besides, the evaluation of individuals
is done by combination of simple classifiers trained by
Adaboost for each feature. In this perspective, the com-
plexity of the approach is substantially reduced.

Our cross validation scheme performed on a MNIST
dataset shows that similar results can be obtained using
about 35% less features in multi-class context and 75%
less when a two class problem is considered. There-
fore, the robustness of the proposed approach is also
confirmed.

Future works will be devoted to improve the com-
bination output of Adaboost classifiers selected at each

GA iteration. Thus, a weighted sum will be considered,
where each weight will depend on the fitness error.
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