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Abstract 

 

Today's supply chains are more complex than ever due to globalization and its effects 

especially on the logistics activities. Therefore, understanding and managing complexity in 

supply chains are very popular topics nowadays. Measures for complexity in supply chains 

contribute to their manageability and controllability. This paper describes an approach to the 

measurement of complexity in supply chains based on the Shannon’s information entropy. 

The new proposed approach gives a formal approach that is able to measure and analyze the 

supply chain complexity. The main contribution of this study is to extend two formulas 

(structural and operational complexity) building on the Shannon’s entropy measure to 

evaluate the complexity of a supply chain. The aim is to measure complexity associated with 

information and material flows in the chain. A numerical example is presented to demonstrate 

the approach.  

 

Key words: Complexity, Supply Chain, Entropy, Measurement. 

 

   

1. Introduction  

 

 Competitiveness is essential for every company in the business world. Every company 

wants to reduce their costs to compete better. Globalization, customers’ expectations, reduced 

costs, shorter allowed lead-times, shorter product life cycles, etc. are parameters that 

determine business success.  

 

 To compete successfully, companies are using mergers, acquisitions, and joint 

ventures to achieve market penetration, product launches to combat the rise in 

commoditization, and outsourcing to keep costs low, while improving service levels to meet 

the growing expectations of customers. As a result, supply chains are growing increasingly 

complex (Vickers and Kodarin 2006). Successful businesses are now those able to master this 

evolution. So, after exploiting all internal resources, companies have started to focus more 

closely on their supply chain, seeking an overall cost reduction and an overall increase of 

effectiveness and efficiency. Therefore, improving competitiveness of a company now 

involves suppliers and distributors thus making the overall system more complex. As a matter 

of fact, many managers are realizing that the control of this overall complexity is a strategic 

issue for the company, and for the whole supply chain (Perona and Miragliotta 2004). 

 

However complexity in supply chains is defined, a high or low complexity comprises 

no value itself. Low or high complexity in supply chains might include both advantages and 

disadvantages. On one hand, complexity can sometimes be necessary and value adding. For 
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example, it could help a company to gain market share. On the other hand, low complexity 

does not necessarily need to be positive but might be expensive for the company.  

 

Complexity may enable flexibility. High complexity includes advantages when the 

customer pays for it that means when the market is demanding a lot of variety. For example, 

mass customization involves deliberately expanding the complexity of the product range to 

offer customers greater variety. The key is to be able to do this without raising prices. This is 

the balance of a successful mass customization strategy. A manufacturer can have a lot of 

complexity in stock. If suppliers are variable and unpredictable or customers keep changing 

their minds at the last minute, then, the manufacturer can accommodate it by keeping stock. It 

is how a manufacturer often deals with it and is therefore a symptom of high complexity but, 

of course the manufacturer is then paying for the storage. High complexity includes 

disadvantages when a facility is not operating well and generating a lot of information which 

a manufacturer must pay for that high complexity merely involves additional cost (Frizelle 

and Efstathiou 2002). Therefore, complexity is very difficult to manage. In order to manage 

complexity better, it is first recommended to be measured so that it can be understood how 

big it is both in absolute and relative terms. The present paper focuses on defining and 

measuring supply chain complexity. A measure based on the entropy method will be derived 

and discussed. It has been first introduced in manufacturing by Frizelle and Woodcock 

(1995). This paper discusses their approach and expands it according to some drawbacks 

presented in the discussion. 

 

Complexity measures as discussed in this paper, based on entropy, have many useful 

advantages and can be simply applied in the industrial world. They are also relevant in supply 

chains to examine the performance of a supply chain’s interfaces between the manufacturer, 

the supplier and the customer. Supply chains can be analyzed by this method from many 

perspectives. It can be used in order to compare the flows (material and information), 

different products on different product lines, supply chain partners, etc. The entropy measure 

presented here can also be used for analyzing internal, external and total complexity of a 

supply chain business partner. 

 

2. Literature Review 

 

Complexity as a concept is widely discussed in several scientific areas such as physics, 

biology, chemistry, mathematics, computer science and economics. This paper focuses on 

supply chain complexity (SCC). From the theoretical perspective, some researchers studied 

complexity in manufacturing. Wilding (1998) described the interaction between deterministic 

chaos, parallel interactions and demand amplification as a “supply chain complexity triangle” 

in order to understand the generation of uncertainty within supply chains. Calinescu et al. 

(2001) classified complexity in manufacturing into three categories: decision-making 

complexity, structural complexity and behavioural complexity to analyze the manufacturing 

complexity. Milgate (2001) described the dimensions of supply chain complexity as 

uncertainty, technological intricacy and organizational system to manage it. To manage 

complexity in manufacturing, understanding and measuring complexity is becoming 

increasingly important. This paper focuses on the measurement of the supply chain 

complexity associated with uncertainty and variety. One of the approaches to evaluate 

uncertainty is the information-theoretic entropy-based measure, which was first introduced by 

Shannon in 1948. Although the concept of entropy is known as a measure of thermodynamic, 

it has been used also as statistical measure in manufacturing. From the statistical perspective, 

some authors applied the entropy-based measure to manufacturing. Yao (1985) studied the 

entropy as a measure of flexibility. Deshmukh et al. (1992) and Deshmukh et al. (1998) 

Page 2 of 19

http://mc.manuscriptcentral.com/tprs  Email: ijpr@lboro.ac.uk

International Journal of Production Research

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review
 O

nly

 3  

provided a static measure of complexity based on entropy method. Ronen and Karp (1994) 

developed an approach which includes a formula for determining the location of a lot based 

on entropy measurement. Johnston (1996) studied the production flexibility and the market 

complexity based on entropy measure. 

 

The academic work of entropy-based measures in supply chains has been first elaborated 

by the Institute for Manufacturing (IFM) at Oxford and Cambridge Universities. The aim of 

the IFM research was to define and to quantify the complexity in supply chains (Frizelle and 

Woodcock 1995; Calinescu et al. 1998; Sivadasan et al. 2002; Sivadasan et al. 2006). Frizelle 

and Woodcock (1995) defined an entropy-based measure to quantify complexity in supply 

chains based on Shannon’s information entropy. They classified complexity into structural 

(static) and operational (dynamic). Structural complexity deals with variety (schedule) and 

operational complexity deals with uncertainty (deviation from the schedule). In their work, 

supply chain is considered as a random variable with different states and corresponding 

probabilities for each state. 

 

The new proposed approach gives a formal approach that is able to measure and to 

analyze the supply chain complexity. The main contribution of this study is to develop two 

new measures for structural and operational complexity building on Frizelle and Woodcock 

(1995) approach by using Shannon’s information entropy (Shannon, 1948). In Shannon’s 

(1948) and Frizelle`s and Woodcock’s (1995) work, complexity is only a function of 

probabilities of different states.  This paper argues that complexity is not only a function of 

probabilities of different states, but also each state can have different complexity level of its 

own that needs to be considered. As a contribution of the new approach, an expected value is 

defined for each state, and the deviation from that expected value is measured. In order to 

demonstrate the new approach, a numerical example is presented and the complexity 

measures (structural and operational) of a supply chain system are calculated using these new 

proposed formulas. 

 

3. Complexity and its Dimensions 

 

Understanding and measuring complexity become increasingly important in 

manufacturing, especially in supply chains. It is difficult to define what complexity really 

means. There are many definitions of complexity in literature. Some of them are 

- Complexity is being marked by an involvement of many parts, aspects, details, notions, and 

necessitating earnest study or examination to understand or cope with (Webster's Third 

International Dictionary, Gove 1986). 

- Complexity arises from not only the size of the system but also from the interrelationships of 

the system components and the emergent behaviour that cannot be predicted from the 

individual system components (Arteta and Giachetti 2004). 

Regarding these definitions and referring to the goal of this study, complexity here is 

seen as the quantitative differences between two states (predicted and real) which include 

uncertainty and/or variety and associated with internal and external causes in a (supply chain) 

system.                                                                     

 

Obviously, uncertainty and variety are not the only dimensions (factors) which have 

influence on complexity. There are also other dimensions of complexity. According to Reiss 
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(1993), four significant dimensions can be identified that drive complexity: namely size 

(number), diversity, variety and uncertainty.  

 

Size (Number) includes e.g. number of products, processes, partners, customers, goals, 

locations, etc. The higher the number of the systems` component, the higher the complexity. 

This way of measuring complexity is relatively easy to capture because it is not surprising to 

know that, if the number is reduced, complexity will also be reduced. Therefore, if the number 

of the parameter under consideration is changed, complexity of the system also changes.  

 

Diversity covers the homogeneity or heterogeneity of the system. The more 

heterogeneous (or less homogeneous) the system is, the higher (the lower) the complexity is.  

 

Variety (variability) is associated with the variations of internal and external states 

(environment), requirements, and sources in the course of time. If the types of the system 

elements change rapidly or unexpectedly, the complexity of the system increases. This 

component of complexity integrates the dynamic aspects of complexity. 

 

Uncertainty comprises the difficulties to make a clear picture of the system. 

Indefiniteness, risks, ambiguities, ambivalences are some examples of a systems` deficit and 

cause uncertainty. If uncertainty increases, complexity will increase as well. 

 

Measuring complexity is not only a value for itself but is a tool to evaluate a 

company’s status with respect to complexity and must be in line with the company goals as 

well as must substantiate these goals. In this paper, I will focus on the uncertainty and variety 

aspects of SCC. Size (number) and diversity will not be addressed explicitly here.  

 

4. Supply Chain Complexity 

 

A complex system is a system with numerous components and interconnections, interactions, 

or interdependencies that are difficult to describe, understand, predict, manage, design, and/or 

change (Magee and de Weck 2002: Engineering Systems Division, MIT 2002). Complex 

systems are typically organizations made of many heterogeneous parts interacting locally in 

the absence of a centralized pacemaker and control (Fontana and Ballati 1999). Several 

factors contribute to system complexity: (i) the number of components in the system, (ii) the 

number of relationships among these components (i.e., the degree of coupling), and (iii) the 

types of relationships between the components (Gonzalez et al. 2005). As a system a supply 

chain is also complex and the business environment is uncertain. The supply chain is a 

complex network of facilities and organizations with different, conflicting objectives. This 

implies that finding the best supply chain strategy for a particular firm poses significant 

challenges (Simchi-Levi and Kaminsky 2000). 

 

The variety and uncertainty of a supply chain might be extremely high and cause 

complexity. It can be associated with organizational, operational or technical causes of a 

supply chain. The more uncertainty or variety in a system, the more complex the supply 

network. A typical supply chain can often be complex, due to the following (Blackhurst 

2004):  

 

• Large mesh of interlinked participants (information and material flows) including 

suppliers, manufacturers and distributors across multiple organizations. 

• Each of these participants may be a member of a large number of other supply 

chains. 
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• Dynamic and uncertain nature of the supply chain. 

• Each participant may have differing objectives. 

 

 

Based on the theory-oriented literature (such as Frizelle and Woodcock 1995; 

Calinescu et al. 2001; Sivadasan et al. 2002; Blackhurst 2004 etc.) SCC can be defined as all 

operational uncertainties and/or structural varieties associated with internal or external causes 

by the information and/or material flows along the supply chain that are known, unknown, 

expected, unexpected, predicted or unpredicted. 

A supply chain is a system with multiple business partners who work somehow 

independently of each other. Each supply chain participant has its own complexity level 

which can have impact on the other participants. A small complexity level of one participant 

in the chain can have a large impact on the whole supply chain system. For example, in a 

simple supply chain system which includes a single supplier, manufacturer and costumer (see 

figure 1) when demand forecast (schedule production) of the manufacturer has some deviation 

from the actual order (sales orders) from its customer, it can result in massive changes of 

manufacturer demand (purchasing orders) to its supplier. Variation of orders can increase up 

the supply chain from customer to supplier. This effect is also known as the “bullwhip effect” 

in the supply chain literature.  

 

Within a supply chain, material and information flows represent the main complexity 

drivers because of uncertainty and/or variety in this study. The reasons causing complexity 

can originate from inside or from outside of a supply chain system. Therefore, complexity in a 

supply chain can be classified generally into three main categories, namely as internal SCC, 

external SCC and total SCC. Each business partner can have its own internal, external and 

total complexity level in a chain.  

 

Internal Supply Chain Complexity is associated with material and information flows 

within a business partner of a supply chain. Internal SCC depends on the structure of the 

single business partner. Examples for increased SCC are: process deficits, material shortness, 

machine breakdowns, bad management techniques, large product variety, etc. 

 

External Supply Chain Complexity is associated with material and information flows 

exported by other business partners to a partner. The causes might be related to globalization, 

technological innovation, customer demand variety, etc. 

 

Total Supply Chain Complexity is associated with material and information flows 

within a business partner as well as amongst its other business partners. It includes both 

internal and external complexity. 

 

 

Figure 1: Complexity Flows in a Supply Chain 

 

A coarse diagram of the complexity flows in a supply chain between manufacturer and 

its business partners (supplier and customer) are shown in figure 1. In this diagram internal 

SCC is associated with flows within the manufacturer; external SCC is associated with flows 

from a supplier and/or from a customer to the manufacturer and vice versa and total 

complexity covers all internal and external complexity.  

 

5. Entropy as a Measure of Complexity  
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A supply chain is a complex system and before companies cope with it, they should first 

define “how complex this system is”. But this is a general context. If we want to define the 

complexity of a system or compare two systems (A and B), to be able to say that system A is 

more complex than system B, we need some sort of quantitative indicator. Therefore, the 

Shannon’s entropy is used to measure complexity quantitatively in this paper because it is 

simple and most widely used in uncertainty measure of a system in the relevant literature. 

Unfortunately, there are not many complexity measures which can be applied in 

manufacturing systems. Kolmogorov`s entropy (Kolmogorov 1965) or Reny`s entropy can be 

used as a measure of uncertainty as well and they will be studied in the future work.     

  

Although the entropy is known as a physical concept in the thermodynamic system 

and was first introduced by Rudolf Julius Emmanuel Clausius (1822-1888), later on scientists 

studied it from statistical aspect (such as Ludwig Eduard Boltzmann (1844-1906), James 

Clerk Maxwell (1831-1879), Claude Elwood Shannon, (1916-2001)). Of the different entropy 

measures, Shannon’s entropy (Shannon 1948) is the most popular and common one and has 

established its usefulness in almost every area of science and technology, economics etc. 

(Mandal and Pal 2003).  

 

It is well known that “Shannon entropy measures the average uncertainty (in bits) 

associated with the prediction of outcomes in a random experiment” (Klir and Yuan 1995). 

The basic idea behind the measure is that occurrence of events that have high probability 

provides less information (uncertainty) than occurrence of events that have low probability. 

The average uncertainty associated with an outcome is represented by discrete random 

variable X. The Shannon's information entropy (Shannon 1948) of a discrete random variable 

X, with n outcomes ( nxx ,...,1 ) is: 

 

∑
=

−=
n

i

ii xpxpXH
1

2 )(log)()(     (1)  

 

 

where p(xi) is the probability of outcomes of a system being in state i , ( ni ,...,1= ), 

0)( ≥ixp , ∑
=

=
n

i

ixp
1

1)(  and 0)0(log2 = . 

 

Shannon used logarithm to the base 2 in the entropy formula to give entropy the 

dimension of a binary digit (bit) which represents an answer, such as "0" or "1," "yes" or "no," 

or "on" or "off". In certain cases, it is possible to give a numerical measure to the amount of 

information (in the Shannon sense) in a state, which can tell us little about what the system is 

doing. The definition of a system state is often only an abbreviation of the essential 

information needed to characterize the system, as indicated in the dictionary definitions 

(Reeker and Jones 2002). In complexity measurement, a state is defined as a description of the 

target (order), the resources, a recipe, and constraints (Meijer 2002). A system can have one 

or many states at a point of observation. 

 

The entropic complexity measure (Shannon’s information entropy) is only a function 

of probabilities of different states. But each state can have different entropy/complexity level 

of its own that needs to be considered. It means each state can have its own expected outcome 

value in a system. The expected value needs to be defined with respect to the problems that 

are being addressed. The complexity in this paper is defined as variation between expected 

and actual flows. The existence of variation between planned and actual flows shows that 
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there is a complexity. If the variation between flows is zero there is not any complexity 

occurring. It is often expected that there is not any variation between the flows. In other words 

there is not any deviation from the schedule. Therefore, the expected outcome value for this 

study is zero. However, the expected value can also be some tolerated variation between 

expected and actual flows in a supply chain system according to the company and its 

structure. The corresponding deviation from that expected value shows the complexity of that 

particular state. Therefore, the equation (2) is proposed as a measure of entropy/complexity 

that includes the deviation value ( id ) from the expected value. 

 

The main contribution of the paper is modification of equation (1) as follows: 

 

[ ]∑
=

−=
n

i

iii

I dppH
1

2log      (2) 

 

where id  is the deviation of outcomes ( nxx ,...,1 ) from the expected outcome value for 

the state. The value of id  can be negative, zero or positive. Permitting negative values for id  

makes equation (2) almost useless as a measure of entropy because a large negative value can 

change it drastically (robustness issue). Due to that reason absolute value of id  will be 

considered as the deviation of an outcome from its expected outcome in the formulas.  

 

6. Measuring Supply Chain Complexity based on Entropy Method 

 

The entropy based complexity measure for supply chains was first introduced by 

Frizelle and Woodcock (1995) and has been successfully used in industry (Sivadasan et al. 

2002). Their work includes a mathematical model that provides a measure for structural 

(static) complexity by equation (3) and operational (dynamic) complexity by equation (4). 

Furthermore they have defined operational complexity as complexity index in their study and 

applied their approach also to some companies (EPSRC, Unilever, BAE Systems and AEA 

Technology), (see http://www-mmd.eng.cam.ac.uk/complexity).  

 

Structural (static) complexity, arising from the impact the product structure has on the 

resources that will produce it and represents the expected amount of information required to 

define the state of the system for a given period, is based on the information in the schedule 

(Frizelle and Woodcock 1995; Calinescu et al. 1998). Structural complexity can be written 

(Frizelle and Woodcock 1995): 

 

 

∑∑
= =

−=
M

i

N

j

ijijs
I ppH

1 1

2)( log     (3) 

 

 

 

 

where 

 

)(s
IH  : Structural complexity 

ijp  : Probability of resource i , Mi ,...,1=  being in state j , Nj ,...,1=  
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M  : Number of resources 

N  : Number of possible states for resource i  

Operational (dynamic) complexity determines the operational behavior from direct 

observation of the process, in particular on how queues behave (in terms of queue length, 

variability and compositions) and represents the amount of information required to define the 

state of the system, based on monitoring the system for a given period. Operational 

complexity is related to the monitoring of planned and unplanned events (Calinescu et al. 

2000). Operational complexity can be defined as (Frizelle and Woodcock 1995):  

 

 

∑∑
= =

−−=
M

i

N

j

ijijo
I ppPH

1 1

2)( log)1(      (4) 

 

 

where 

 

)0(
IH  : Operational complexity (Complexity Index) 

 

P  : Probability of the system being “in control (scheduled)” state 

)1( P−  : Probability of the system being “out of control (unscheduled)” state 

Complexity can be associated with information or material flows within a supply 

chain. The information complexity measurements are recorded by sampling the variability in 

the primary information flows associated with forecast accuracy and schedule adherence. The 

material flow complexity is measured by sampling variations associated with schedule 

reliability of delivery and dispatch and variability of stock (Frizelle and Woodcock 1995; 

Sivadasan et al. 1999). For the complexity measurement scheduled (in control) and 

unscheduled (out of control) are defined as possible states of a supply chain in this study. 

Regarding this definition each supply chain flow (information/material) has its own in control 

and out of control states which have to be considered. Table 1 shows some possible 

complexity measure variations in quantities associated with supply chain flows. They will not 

be addressed in this paper.  

 

 

 

 

 

 

 

 

Complexity by Supply Chain Flows 

(Information / Material) 

 

Measure Variations 

 

Requested Delivery – Confirmed Delivery 

Confirmed Delivery – Forecast Delivery 

Confirmed Delivery – Provisional Delivery 

 

 

Information 

 Scheduled Delivery – Forecast Delivery 
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 Scheduled Delivery – Confirmed Delivery 

Actual Production – Scheduled Production 

Actual Delivery – Scheduled Delivery 

 

Material 

 Actual Dispatch – Scheduled Dispatch 

 

Table 1: Some Possible Complexity Measure Variations by Supply Chain Flows (adopted 

from Sivadasan et al. 1999) 

 Measuring complexity of manufacturing systems or supply chains based on the 

entropy measure presented by formulas (1), (3) and (4) is not without problems: This 

approach basically separates a system into two situations, i.e. a) the system is under control 

and b) the system is not under control. The (different) ‘not under control’ situations or states 

are here structurally seen to be indifferent with respect to their ‘degree’ of being not under 

control since in the entropy formula, these states are only weighted by their probability of 

occurrence. I.e. the same probability values contribute the same to the entropy/complexity 

formulas (1), (3) and (4) although the states underlying these probabilities might very well 

differ with respect to complexity. Think, e.g., of planning production in a manufacturing 

system: In some systems, the production plan meets easily the demand prognosis, in other 

slight differences occur whereas in further systems there might be large differences between 

the production plan and the demand prognosis. The last two systems, however, might have the 

same complexity measured by (4) although the (manufacturing) complexity is obviously 

different. Consequently, larger deviations from the ‘under control’ state should be weighted 

larger in complexity measures than smaller deviations. 

 Therefore, I propose a modified approach to a complexity measure by giving two new 

formulas for structural (equation 5) and operational complexity (equation 6) covered ijd  that 

is the value of deviation from the expected value for resource i  being in state j , ( 0≥ijd ). In 

order to explain the approaches, a numerical example will be presented. 

 

The modified structural complexity can be defined: 

[ ]∑∑
= =

−=
M

i

N

j

ijijijs
II pdpH

1 1

2)( log      (5)  

The modified operational complexity can be defined: 

[ ]∑∑
= =

−−=
M

i

N

j

ijijijo
II pdpPH

1 1

2)( log)1(     (6) 

 

 

7. Numerical Example 

 

The differences between predicted (forecasted) and real situations are “out of control” 

states in the chain and defined as complexity in this example. Complexity arises from the 

material and information flows exchanged between supply chain partners. Forecast and actual 

orders between a customer and its supplier are created, e. g. every month as a simple example 
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to show how to use the complexity measure (see table 2). The supplier-costumer system is 

illustrated in figure 2. 

 

 

Figure 2: Supplier-Costumer System 

 

In order to illustrate the variations between forecast and actual order (from table 2) 

better, the two curves are plotted in figure 3.   

 

 

 

Figure 3: Graphic of Forecast and Actual Order (Example) 

 

 

 

 

Table 2: Sample Data Collection for Expected and Actual Flows 

 

 

The quantitative differences between planned and actual value of monthly order are 

used as the outcome data X (discrete random variable) with 25 outcomes ( 251 ,..., xx ). In this 

case the discrete random variable is classified into two states, “in control” and “out of 

control”. The in control states include planned or scheduled states and the out of control states 

include unplanned or unscheduled states. The system is said to be “in control”, if the 

quantitative differences between expected and actual flows equal zero, and if not, the system 

is said to be “out of control”. Therefore, the expected outcome value for this example is zero. 

The state definitions are illustrated in table 3.  

 

 

Table 3: The State Definition 

 

 

The next step is to compute the differences between expected and actual order 

quantities. Expected values are subtracted from actual values to define the differences (see 

also Sivadasan et al., 2002). All positive or negative differences between these two values are 

defined to be "out of control". A probability histogram of the data is created to analyse the 

complexity by indices. The differences are categorized within the chosen ranges. The ranges 

can be generally defined depending on the problem structure that is being addressed. In this 

example “+6 ≤ x ≤ +10”, “+1 ≤ x ≤ +5”, “-5 ≤ x ≤ -1” and “-10 ≤ x ≤ -6” are chosen as ranges 

(see table 4). After that, frequencies for each ranges and the probability of these frequencies 

are determined. Structural complexity is calculated by using equation (3). In order to define 

the structural complexity, all complexity values are added up (see structural complexity 

column in table 4). The probabilities that represent the "in control" state )(P  are used to 

define operational complexity (complexity index) by equation (4). The system is “in control” 

if the complexity is zero. System states which are “in control” reduce the complexity of the 

whole system. Therefore, equation (3) is modified by multiplying the factor )1( P−  with the 

sum of the weighted probability values of the “out of control” states which yields equation 

(4). 
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Table 4: Calculation of Structural and Operational Complexity 

 

 

If the results of table 2 are analyzed according to state effects, it can be observed that 

there is a weakness. I. e. two different ranges (for example the ranges “+6 ≤ x ≤ +13” and “-5 

≤ x ≤ -1”) could have the same complexity value (0.46) because of the same probability value, 

but cannot have the same distance to the expected value (table 4). Obviously from a practical 

point of view, the larger the distance to the expected value the greater the complexity of the 

system will be. Therefore two additional formulas (equations (5) and (6)) are proposed 

including distance to expected value for structural and operational complexity measures. In 

this way, the more realistic result seems to be obtained as compared with the classical entropy 

measurement: While keeping basically the “under control” and “out of control” approaches of 

entropy, the different distances of states being “not under control" to the “under control” 

situation are explicitly included into the measures. Thus measures (5) and (6) allow also to 

measure relative improvements of a system, even if the portion of (truly) under control 

situations does not change but the “amount” of being out of control has reduced nevertheless. 

I. e. mathematically, the formulas have an additional parameter to cover the deviation value 

from the expected value. The mid-range of the each histogram cells are used as outcome ijd  

(deviation from the expected value for the state) for equations (5) and (6). In order to 

demonstrate the new proposed approach, the complexity measures of the customer-supply 

system, both structural and operational, are calculated using equations (5) and (6) and it is 

shown in table 5. 

 

 

 

Table 5: Calculation of Structural and Operational Complexity according to classical and new 

complexity measures 

 

 

The results in table 5 show that there are structural complexity of values 1.87 and 

11.37 and complexity indices of 1.57 and 9.55 between expected and actual orders. I. e. there 

is a difference between classical and new structural complexity values because the distances 

from the expected value are not taken into consideration by the classical complexity measure. 

This argument can be explained by an example: The frequency value of the range “-5 ≤ x ≤ -

1” is exchanged with the value of “-13 ≤ x ≤ -6” and complexity values are calculated again. 

Table 6 shows the results.  

 

According to the classical measure the complexity value (1.87) remains unchanged 

although the frequency values are exchanged. But according to the new measure the 

complexity value changes because of the “ ijd ” effect. Therefore the new approach is 

proposed to obtain more meaningful results as compared with the classical approach. The 

classical complexity measure is able to indicate the controllability of the system, i. e. whether 

the system is „under control “or not. But it seems to be even more important to know how big 

the complexity, i. e. the ‘amount of non-controllability’, is. Therefore I propose the above 

measure to overcome the pure binary approach of ‘under control’ and ‘out of control’ by 

explicitly including a component into the complexity measure which maps a state’s ‘degree of 

being out of control’. 
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Table 6: Calculation of Structural and Operational Complexity according to Frequency - 

Exchange 

 

Also from a cost perspective of complexity, the modified approach proposed here 

might be advantageous: If a state’s distance from being under control has an influence on the 

complexity costs (e. g. higher penalty costs if a manufacturer is not able to deliver ordered 

products in time) then this should be regarded in the complexity evaluation of a system. 

Supposing no difference with respect to two states’ frequency, the state with the further 

distance to the under control situation should be ceteris paribus considered first for 

complexity reduction approaches. 

 

8. Conclusions and Future Work 

 

Supply chains and supply chain management are important topics in the globalized 

world during the recent years. Therefore, analysis, measurement and reduction techniques of 

the increasing complexity of supply chains play an important economic role. In this paper the 

uncertainty of supply chain were measured based on the entropy method from a viewpoint of 

classical (Shannon’s entropy measure) and new proposed approaches. The goal of this study 

is to give a formal approach which is able to measure the influence of the entropy measure on 

SCC environment. The results of the study seem to be interesting and meaningful. Shannon’s 

entropy measure is used because it is simple and most widely used in uncertainty 

measurement. Of course, it is not the only measure for uncertainty or complexity respectively. 

Some other measurement methods could be studied in the future as well (such as Lyapunov 

exponent or fuzzy set theory). 

 

The study presents a binary approach for classical measurement of complexity in 

supply chains. The classical entropy measure of SCC focuses whether the system is "under 

control" or "out of control". If the differences between actual and expected flow equal zero 

then the system is said to be "under control" and if not the system is “out of control”. This 

study proposes a somehow different approach with respect to this aspect. It concentrates on 

predictability of a system and compares two models which are “more under control” than 

others. The system which has higher complexity (indicated by complexity index) should 

ceteris paribus be considered first with respect to complexity reduction as compared to the 

system with low complexity index. The more divergence to an expected value the greater the 

complexity. Therefore two additional formulas were developed that have an additional 

parameter to cover the range effect. While reducing complexity, the situations that are very 

far from situations of “under control” should be considered first and, if possible, reduced as 

compared with situations that are nearly “under control”. The proposed new measure is in line 

with this view on complexity.  

 

The classical entropy-based complexity measures, which are presented here, have been 

successfully applied and refined in industry by Sivadasan et al. (2002). However, regarding 

new proposed measures complexity will be also applied in industry in order to highlight its 

use in practice. Further research should be directed to more empirical work on the new 

proposed complexity measure in more detail.  

 

Complexity can be associated with demand distortion up to supply chain from supplier 

to manufacturer. This effect is known as bullwhip effect in the literature. The new proposed 

entropy-based complexity measure can be used as a bullwhip measure as well. The future 

work will be concentrated on entropic complexity measure as a bullwhip metric. 
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Figure 1: Complexity Flows in a Supply Chain 

 

 

 

 

 

 

Figure 2: Supplier-Costumer System 
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Figure 3: Graphic of Forecast and Actual Order (Example) 
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Complexity by Supply Chain Flows 

(Information / Material) 

 

Measure Variations 

 

Requested Delivery – Confirmed Delivery 

Confirmed Delivery – Forecast Delivery 

Confirmed Delivery – Provisional Delivery 

Scheduled Delivery – Forecast Delivery 

 

 

Information 

 

 Scheduled Delivery – Confirmed Delivery 

Actual Production – Scheduled Production 

Actual Delivery – Scheduled Delivery 

 

Material 

 Actual Dispatch – Scheduled Dispatch 

 

Table 1: Some Possible Complexity Measure Variations by Supply Chain Flows (adopted from 

Sivadasan et al. 1999) 

 

 

 

Time   

(Months)         

Forecast Order 

(Expected Flow) 

Actual Order 

(Actual Flow) 

Variation 

(Expected - Actual) 

0 30 30 0 

1 28 30 -2 

2 15 17 -2 

3 18 16 2 

4 10 10 0 

5 25 23 2 

6 39 38 1 

7 25 20 5 

8 20 30 -10 

9 33 33 0 

10 19 21 -2 

11 14 13 1 

12 18 12 6 

13 25 15 10 

14 23 30 -7 

15 35 35 0 

16 10 16 -6 

17 32 37 -5 

18 33 32 1 

19 34 31 3 

20 32 33 -1 

21 30 38 -8 

22 30 20 10 

23 35 25 10 

24 35 25 10 

 

Table 2: Sample Data Collection for Expected and Actual Flows 
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State Quantitative Differences 

(Forecast – Actual Order) 

Definition 

“in control” 

/ scheduled 

=0 

 

No variation between the expected 

and actual flows 

“out of control” / 

non scheduled 

>0 or <0 Positive or negative variations, 

which must be taken under control  

 

Table 3: The State Definition 

 

 

Forecast-Actual Order 

State Range Range Frequency Probability 

Complexity/Entropy 

∑∑
= =

−=
M

i

N

j

ijijs
I ppH

1 1

2)( log  

In Control 0 4 0,16 0 

+6 ≤ x ≤ +13 5 0,20 0,46 

+1 ≤ x ≤ +5 7 0,28 0,51 

-5 ≤ x ≤ -1 5 0,20 0,46 
Out of Control 

-13 ≤ x ≤ -6 4 0,16 0,42 

Structural Complexity 1,87 

Operational Complexity (Complexity Index) 1,57 

 

Table 4: Calculation of Structural and Operational Complexity 

 

 

 

Forecast -Actual Order 

Complexity/Entropy 

State Range 
Frequency Probability ∑∑

= =

−=
M

i

N

j

ijijs
I ppH

1 1

2)( log  

 

(Classical) 

[ ]∑∑
= =

−=
M

i

N

j

ijijijs
II pdpH

1 1

2)( log

 

 (New) 

0 (in control) 4 0,16 0 0 

+6 ≤ x ≤ +13 5 0,20 0,46 4,41 

+1 ≤ x ≤ +5 7 0,28 0,51 1,54 

-5 ≤ x ≤ -1 5 0,20 0,46 1,39 

-13 ≤ x ≤ -6 4 0,16 0,42 4,02 

Structural Complexity 1,87 11,37 

Operational Complexity 

(Complexity Index) 1,57 9,55 

 

Table 5: Calculation of Structural and Operational Complexity according to classical and new 

complexity measures 
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Forecast -Actual Order 

Complexity/Entropy 
State Range 

Frequency Probability ∑∑
= =

−=
M

i

N

j

ijijs
I ppH

1 1

2)( log  

(Classical) 

[ ]∑∑
= =

−=
M

i

N

j

ijijijs
II pdpH

1 1

2)( log

  (New) 

0 (in control) 4 0,16 0 0 

+6 ≤ x ≤ +13 5 0,20 0,46 4,41 

+1 ≤ x ≤ +5 7 0,28 0,51 1,54 

-5 ≤ x ≤ -1 4 0,16 0,42 1,27 

-13 ≤ x ≤ -6 5 0,20 0,46 4,41 

Structural Complexity 1,87 11,64 

Operational Complexity  

(Complexity Index) 1,57 9,77 

 

Table 6: Calculation of Structural and Operational Complexity according to Frequency - Exchange 
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