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#### Abstract

Computing the minimum spanning tree (MST) is a common task in the pattern recognition and the computer vision fields. However, little work has been done on efficient general methods for solving the problem on large datasets where graphs are complete and edge weights are given implicitly by a distance between vertex attributes. In this work we propose a generic algorithm that extends the classical Boruvka's algorithm by using nearest neighbors search structures to reduce significantly time and memory performances. The algorithm can also compute in a straightforward way approximate MSTs thus further improving speed. Experiments show that the proposed method outperforms classical algorithms on large low-dimensional datasets by several orders of magnitude. Finally, to illustrate the usefulness of the proposed algorithm, we focus on a classical computer vision problem: image segmentation. We modify a state-of-the-art local graph-based clustering algorithm, thus permitting a global scene analysis.


## 1. Introduction

The computation of the minimum spanning tree (MST) is a classical problem in computer science. For an undirected weighted graph, it can be simply stated as finding a tree that covers all vertices, called a spanning tree, with minimum total edge cost. It is taught in every course of algorithms and data structure as an example where greedy strategies are successful and it is regarded as one of the first historical foundations of operations research.

The history of the MST problem up to 1985 was reviewed by Graham and Hell [1985]. Maybe the two most widely known algorithms to compute the MST are Prim's and Kruskal's [Cormen et al., 2003]. There is a third classical algorithm by Boruvka [Graham and Hell, 1985] that mysteriously remained shadowed by the other two. This fact is emphasized by the fact that Boruvka's algorithm is also known as Sollin's algorithm, despite the fact that Sollin re-discovered it independently years later.

Under a restricted random-access computational model, Karger et al. [1995] published a randomized algorithm that runs on expected linear time. Up to date, Chazelle's (2000) is the fastest pointer-based algorithm to compute the MST. Table 1 summarizes

| Algorithm | Model | Time |
| :--- | :---: | :---: |
| Prim [Cormen et al., 2003] | pointer-based | $\mathrm{O}(m \log n)$ |
| Kruskal [Cormen et al., 2003] | pointer-based | $\mathrm{O}(m \log n)$ |
| Boruvka [Graham and Hell, 1985] | pointer-based | $\mathrm{O}(m \log n)$ |
| Karger [Karger et al., 1995] | random-access | $\mathrm{O}(m)$ <br> Chazelle [Chazelle, 2000] |

Major MST algorithms, their computational model and their time complexity ( $n$ and $m$ are the number of nodes and the number of edges, respectively). Karger's and Chazelle's are amortized complexities. All algorithms have a spatial complexity of $\mathrm{O}(m)$ at least.
the complexity of classical and state-of-the-art algorithms. Pettie and Ramachandran [2002] proposed an optimal theoretical algorithm which runs in time $O\left(\mathscr{T}^{*}(m, n)\right)$ where $n$ (respectively $m$ ) is the number of vertices (respectively edges) of the graph and $\mathscr{T}^{*}$ is the minimum number of edge-weight comparisons needed to determine the solution.

The MST algorithm is particularly interesting for many data analysis tasks in computer vision and pattern recognition. A clear example is clustering, where the classical single-link hierarchical algorithm [Jain and Dubes, 1988] can be proved to be equivalent to computing the MST. In a seminal work, Zahn [1971] studied the benefits of using the MST for clustering, which were lately checked in psychophysical experiments by Dry et al. [2009]. More recently, the MST received much attention maybe due to the growth in the size of clustering datasets [e.g. Carreira-Perpiñán and Zemel, 2005, Felzenszwalb and Huttenlocher, 2004]. The approximate MST (AMST), suboptimal but faster, also received attention for the same reasons [Lai et al., 2009].

We now slightly change the definition of the problem to a form more suitable for feature sets analysis (e.g. clustering).

Definition 1 Given a set $M$ and a function $d: M \times M \rightarrow \mathbb{R}$ such that, $\forall x, y \in M$,

- $d(x, y) \geq 0$ (non-negativity),
- $d(x, y)=0 \Leftrightarrow x=y$ (identity of indiscernibles),
- $d(x, y)=d(y, x)($ symmetry $)$ and
- $d(x, z) \leq d(x, y)+d(y, z)$ (triangle inequality).

Then $d$ and the pair $(M, d)$ are said to be a metric on $M$ and a metric space, respectively.
Definition 2 Given a metric space $(M, d)$ and feature set $X \subseteq M$, the MST of $X$ is defined as the MST of the weighted undirected graph $G=(V, E)$ where each $v_{i} \in V$ is identified with a feature $x_{i} \in X, E=V \times V$ and the graph's weighting function $\omega: E \rightarrow$ $\mathbb{R}$ is defined as

$$
\begin{equation*}
\omega\left(\left(v_{i}, v_{j}\right)\right)=d\left(x_{i}, x_{j}\right) \tag{1}
\end{equation*}
$$

In other terms, the problem remains the same but the graph is now complete by definition. In such a context, and as the feature set gets larger, all the previous algorithms are worthless (as explained later in Section 1.1).

The problem is classically addressed by using metric spaces with exploitable specific characteristics, i.e. the Euclidean MST is contained in the Delaunay triangulation of $X$ [Eddy et al., 1996]. Recent work has aimed at building an AMST [Lai et al., 2009] through a clever use of space-filling curves. The fractal nature of such curves imposes the use of a scale parameter, which is not easy to set automatically.

Bentley and Friedman [1978] and Murtagh [1983] addressed the problem of using nearest neighbors search structures to compute the MST. The approach proved successful; moreover, using such structures allows in addition to compute the AMST in a natural and straightforward way. Both works are outdated and a revision in the light of novel nearest neighbors techniques and increasing computational power is much needed. More recently, Leibe et al. [2006] also use nearest neighbors techniques for hierarchical clustering using the average-link criterion. Although they improved the method's performance, their algorithm is not suitable for extremely large datasets.

In this work we address the MST problem without computing all distances in $E$. We build on Boruvka's approach, summarized in Algorithm 1, by an appropriate use of nearest neighbors search techniques.

```
Algorithm 1 Compute the minimum spanning tree of \(X\) using metric \(d\)
Require: \(X \neq \emptyset\)
Ensure: \(T=\left(X, E_{T}\right)\) is the minimum spanning tree of \(X\) using metric \(d\)
    \(E_{T} \leftarrow \emptyset\)
    while \(\left|E_{T}\right|<|X|-1\) do
        \(E^{\prime} \leftarrow \emptyset\)
        for each connected component \(C\) of \(T\) do
            \(\left(u_{m}, v_{m}\right) \leftarrow \arg \min d(u, v)\)
            \(\delta_{m} \leftarrow d\left(u_{m}, v_{m}\right)\)
            \(E^{\prime} \leftarrow E^{\prime} \cup\left\{\left(u_{m}, v_{m}, \delta_{m}\right)\right\}\)
        end for
        while \(E^{\prime} \neq \emptyset\) do
            \(\left(u_{m}, v_{m}, \delta_{m}\right) \leftarrow \underset{(u, v, \delta) \in E^{\prime}}{\arg \min } d\)
            \(E^{\prime} \leftarrow E^{\prime} \backslash\left\{\left(u_{m}, v_{m}, \delta_{m}\right)\right\}\)
            if \(E_{T} \cup\left\{\left(u_{m}, v_{m}, d_{m}\right)\right\}\) does not contain cycles then
            \(E_{T} \leftarrow E_{T} \cup\left\{\left(u_{m}, v_{m}, d_{m}\right)\right\}\)
            end if
        end while
    end while
```


### 1.1. Complexity

Let us define $n=|X|$. The tasks to be performed are:

- creation of n singletons in $\mathrm{O}(n)$ time,
- $n-1$ unions of sets and
- $n^{2}$ operations to find whether two nodes are in the same subtree or not.

The disjoint-sets data structure [Tarjan and Van Leeuwen, 1984] gives extremely efficient operations on disjoint sets. The amortized complexity then is $\mathrm{O}\left(n^{2} \alpha\left(n^{2}, n\right)\right)$ per
iteration, where alpha is the extremely slow growing inverse Ackermann function, i.e. in practice $\alpha\left(n^{2}, n\right) \leq 4$.

The number of connected components will be reduced by at least a factor of 2 in each iteration. At most $\log n$ iterations must be performed. Therefore, the complexity is $\mathrm{O}\left(n^{2} \alpha\left(n^{2}, n\right) \log n\right)$ which can be approximated without fear by $\mathrm{O}\left(n^{2} \log n\right)$.

The previous paragraphs contain an implicit fact: one must perform all $n(n-1) / 2$ distance computations and thus a double-sided problem appears:
in space : storing all $n(n-1) / 2$ results for $n \geq 10^{5}$ is prohibitive,
in time : even if results are not stored, for $n \geq 10^{5}$ the overall running-time is also prohibitive.
Keep in mind that, in modern pattern recognition applications, feature sets of $10^{5}$ points or more are becoming common [Frank and Asuncion, 2010].

The rest of the paper is structured as follows. In Section 2 we propose a general approach to compute the MST using nearest neighbors search structures. Section 3 deals with search structures and in particular with a slight modification needed to compute the MST. Section 4 shows empirical results of the proposed approach on a synthetic dataset and Section 5 shows results on real image segmentation examples. Finally, some final remarks and future work are presented in Section 6.

## 2. A Nearest Neighbors Approach

Let us assume that we have a function $\mathrm{NN}_{d}(A, b)$ that returns the nearest neighbor $a \in A$ of $b$ using metric $d$. We will discuss such functions and their implementation in Section 3.

The term $\arg \min d(u, v)$ in line 5 of Algorithm 1 can be straightforwardly expressed $u \in C, v \notin C$
in terms of finding the nearest neighbor in the set $V \backslash C$ :

$$
\begin{align*}
& u_{m}=\underset{u \in C}{\arg \min } d\left(u, \mathrm{NN}_{d}(V \backslash C, u)\right),  \tag{2}\\
& v_{m}=\mathrm{NN}_{d}\left(V \backslash C, u_{m}\right) . \tag{3}
\end{align*}
$$

Let us define a constraint function $\rho: X \rightarrow\{0,1\}$. We propose to modify the function $\mathrm{NN}_{d}(A, b)$ by adding an additional constraint $\rho$ on the returned element. We denote it by $\mathrm{NN}_{d, \rho}(A, b)$. In summary, it returns the nearest neighbor $a \in A$ of $b$ using metric $d$ such that $\rho(a)=1$. By setting

$$
\begin{equation*}
\rho(v)=(v \notin C) \tag{4}
\end{equation*}
$$

we have

$$
\begin{equation*}
\mathrm{NN}_{d}(V \backslash C, u)=\mathrm{NN}_{d, \rho}(V, u) . \tag{5}
\end{equation*}
$$

This kind of problem is sometimes referred to as Foreign Nearest Neighbors in the literature.

We are sure that the desired node $v_{m}$ is among the $k$ nearest neighbors of $u$ where $k=|C|+1$. Therefore in the worst case, using a naive approach, $\mathrm{NN}_{d, \rho}$ amounts to
perform a $k$-nearest neighbors search and then a simple check among them by using $\rho$. Note that $k$ is a dynamic (growing) quantity and it is not possible to fix it in advance. The problem is of a different nature than finding the MST in a constrained degree graph.

Rewriting Algorithm 1 in terms of these new elements results in Algorithm 2. Our work is similar to Bentley and Friedman's (1978). They showed the pertinence of using nearest neighbors search structures to compute the MST in a Kruskal-like algorithm. Although they showed that the use of nearest neighbors search structures was fruitful for the computation of MSTs, their work received little attention.

```
Algorithm 2 Compute the minimum spanning tree of feature set \(X\) with metric \(d\) using
nearest neighbors structures.
Require: \(X \neq \emptyset\)
Ensure: \(T=\left(V, E_{T}\right)\) is the minimum spanning tree of \(G\) using \(d\)
    \(E_{T} \leftarrow \emptyset\)
    while \(\left|E_{T}\right|<|V|-1\) do
        \(E^{\prime} \leftarrow \emptyset\)
        for all connected components \(C\) of \(T\) do
            \(u_{m} \leftarrow \arg \min \left(u, \mathrm{NN}_{d, \rho}(V, u)\right)\)
                \(u \in C\)
            \(v_{m} \leftarrow \mathrm{NN}_{d, \rho}\left(V, u_{m}\right)\)
            \(\delta_{m} \leftarrow d\left(u_{m}, v_{m}\right)\)
            \(E^{\prime} \leftarrow E^{\prime} \cup\left\{\left(u_{m}, v_{m}, \delta_{m}\right)\right\}\)
        end for
        while \(E^{\prime} \neq \emptyset\) do
            \(\left(u_{m}, v_{m}, \delta_{m}\right) \leftarrow \underset{(u, v, \delta) \in E^{\prime}}{\arg \min } d\)
            \(E^{\prime} \leftarrow E^{\prime} \backslash\left\{\left(u_{m}, v_{m}, \delta_{m}\right)\right\}\)
            if \(E_{T} \cup\left\{\left(u_{m}, v_{m}, d_{m}\right)\right\}\) does not contain cycles then
                \(E_{T} \leftarrow E_{T} \cup\left\{\left(u_{m}, v_{m}, d_{m}\right)\right\}\)
            end if
        end while
    end while
```

Beside using of nearest neighbors, Bentley and Friedman also use priority queues to prune the number of nearest neighbors searches performed during the algorithm. First let us explain that Kruskal's algorithm is greedy: it creates a forest (i.e. a set of trees) where each isolated edge is a tree and gradually merges these trees by adding the smallest edge whose endpoints lie on different trees. They propose to store the nodes of the partial (i.e. already computed) forest, along with their foreign nearest neighbors, in a single and global priority queue where the priority of a node is the inverse of the distance to its foreign nearest neighbor. The use of a priority queue is indeed interesting in this context, as the next edge to add to the MST is at the top of the priority queue. The top of the queue is removed and the top-priority foreign nearest neighbors is added to the MST. This node is also added to the queue, after computing its foreign nearest neighbors. Additionally, the priority queue must be updated, since disjoint connected components are merged and some foreign nearest neighbors might not be foreigners anymore.

Note that it may not be necessary to update the entire priority queue. This is because the current priority of each of these nodes (the priority before the insertion in the MST)
serves as an upper bound of its real priority (the priority after the insertion in the MST). The real priority of a node needs only to be computed when its current priority is on the top of the queue. Thus, by using a global priority queue Bentley and Friedman were able to speed up a Kruskal-like algorithm.

We already stated our interest in building on Boruvka's algorithm, hence a global priority queue is not suitable in this case. Alternatively, we propose to use several priority queues, one for each connected component in the partial MST. Each queue, only holds the nodes in its respective connected component, and their foreign nearest neighbor. After an insertion in the MST, two connected components are merged and their priority queues are also merged.

Note that the space complexity is still $O(n)$. In the first iteration, there are $n$ queues, each of length 1 . In the second iteration there are roughly $n / 2$ queues, each of length 2 , and so on.

Algorithm 3 is the result of this modification. The operators top and pop return the top-priority element in the queue and remove it, respectively.

### 2.1. Approximate MST

We stated that our approach allows to compute approximate MSTs. Indeed, if we simply relax the search by finding the approximate nearest neighbors we end up with an approximate minimum spanning tree algorithm. Approximate nearest neighbors queries are much faster than exact ones, specially in high-dimensional spaces.

Typically, $\mathrm{ANN}_{d}(X, u, \eta)$ ensures that, if the true nearest neighbor is at distance $\delta$, the approximate nearest neighbor is at a distance lower than $\delta(1+\eta)$. Note that AMSTs can also be obtained by using a probability bound on the nearest neighbor distance [Toyama et al., 2010].

Lai et al. [2009] have previously studied AMSTs. Their approximation is obtained by using space-filling structures, i.e. Hilbert curves. Their work differs from ours in two central points. First, our algorithm allows to combine MSTs and AMSTs in a single framework, in which the only difference between them is a relaxation parameter. Their work is restricted to AMSTs. Second, Hilbert curves are fractal and the spacefilling accuracy follows an exponential scale. It relies on a scale parameter that has a non-intuitive meaning and which is difficult to chooseIt is not straightforward to set automatically a suitable scale for a given point set configuration. The relaxation parameter in our method has a clear interpretation and it is easy to monitor its effect.

## 3. Nearest Neighbors Search Structures

The problem of efficiently finding nearest neighbors has received much attention, as it is in the core of a great variety of problems in pattern recognition and classification. To name a few, non-parametric density estimation [Fukunaga, 1999], non-linear manifold learning [Tenenbaum et al., 2000] and descriptors matching [Lowe, 2004].

A plethora of nearest neighbors search structures have been proposed over the years:

- $K$ d-trees and randomized $K$ d-trees [Bentley, 1975], [Silpa-Anan and Hartley, 2008],

```
Algorithm 3 Compute the minimum spanning tree of \(X\) with metric \(d\) using nearest
neighbors structures and multiple priority queues.
Require: \(X \neq \emptyset\)
Ensure: \(T=\left(V, E_{T}\right)\) is the minimum spanning tree of \(G\) using \(d\)
    for all \(v \in V\) do \{each node is a connected component \(\}\)
        \(v_{m} \leftarrow \mathrm{NN}_{d, \rho}(V, v)\)
        \(d_{m} \leftarrow d\left(v, v_{m}\right)\)
        add \(\left(v, v_{m}\right)\) to the empty priority queue \(Q_{\{v\}}\) with priority \(d_{m}\)
    end for
    \(E_{T} \leftarrow \emptyset\)
    while \(\left|E_{T}\right|<|V|-1\) do
        \(E^{\prime} \leftarrow \emptyset\)
        for all connected components \(C\) of \(T\) do
            \(\left(v, v_{m}\right) \leftarrow \operatorname{top}\left(Q_{C}\right)\)
            while \(v_{m} \in C\) do \(\{\) not a foreign nearest neighbors \(\}\)
            \(\operatorname{pop}\left(Q_{C}\right)\)
            \(u_{m} \leftarrow\left(v, \mathrm{NN}_{d, \rho}(V, v)\right)\)
            \(\delta_{m} \leftarrow d\left(v, u_{m}\right)\)
            add \(\left(v, u_{m}\right)\) to \(Q_{C}\) with priority \(\delta_{m}\)
            \(\left(v, v_{m}\right) \leftarrow \operatorname{top}\left(Q_{C}\right)\)
            end while
            \(\boldsymbol{\delta}_{m} \leftarrow d\left(v, v_{m}\right)\)
            \(E^{\prime} \leftarrow E^{\prime} \cup\left\{\left(v, v_{m}, \delta_{m}\right)\right\}\)
        end for
        for all \((u, v) \in E^{\prime}\) do
            \(C \leftarrow\) connected component of \(T\) containing \(u\)
            \(C^{\prime} \leftarrow\) connected component of \(T\) containing \(v\)
            merge \(Q_{C}\) and \(Q_{C^{\prime}}\) into \(Q_{C \cup C^{\prime}}\)
        end for
        while \(E^{\prime} \neq \emptyset\) do
            \(\left(u_{m}, v_{m}, \delta_{m}\right) \leftarrow \arg \min d\)
            \((u, v, \delta) \in E^{\prime}\)
            \(E^{\prime} \leftarrow E^{\prime} \backslash\left\{\left(u_{m}, v_{m}, \delta_{m}\right)\right\}\)
            if \(E_{T} \cup\left\{\left(u_{m}, v_{m}, d_{m}\right)\right\}\) does not contain cycles then
                \(E_{T} \leftarrow E_{T} \cup\left\{\left(u_{m}, v_{m}, d_{m}\right)\right\}\)
            end if
        end while
    end while
```

| Size | Dimensions | List-of-clusters | $k$ d-tree | $k$-means tree | Linear |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{4}$ | 2 | 0.04 | 0.22 | 0.1 | 2.76 |
|  | 3 | 0.03 | 0.32 | 0.17 | 2.64 |
|  | 4 | 0.08 | 0.4 | 0.45 | 2.59 |
|  | 5 | 0.04 | 0.61 | 1.11 | 2.56 |
|  | 10 | 0.19 | 1.72 | 2.84 | 3.23 |
|  | 20 | 0.8 | 5.62 | 4.16 | 4.48 |
| $10^{5}$ | 2 | 0.31 | 1.33 | 0.3 | 47.65 |
|  | 3 | 0.49 | 2.04 | 0.91 | 52.84 |
|  | 4 | 0.72 | 3.07 | 2.42 | 50.19 |
|  | 5 | 0.6 | 4.34 | 5.47 | 49.88 |
|  | 10 | 2.7 | 14.51 | 53.52 | 59.26 |
|  | 20 | 18.39 | 70.68 | 66.07 | 65.21 |

TABLE 2
Running-time comparison of search structures in the size and in the dimensionality of the dataset. The dataset is composed by uniformly distributed points. The values are the average of 1000 random queries and are expressed in milliseconds.

- VP-trees and MVP-trees [Yianilos, 1993], [Bozkaya and Ozsoyoglu, 1997],
- M-trees and their extensions [Ciaccia and Patella, 1998], [Skopal et al., 2003], [Skopal et al., 2005], [Zhou et al., 2003],
- hashing-based methods [Andoni and Indyk, 2008],
- hierarchical $k$-means trees [Muja and Lowe, 2009]
- list-of-clusters [Chavez and Navarro, 2000], [Chávez and Navarro, 2005].

The above list is, of course, non-exhaustive.
All metric search structures, except hashing-based methods, exploit, one way or another, the metric's triangular inequality to reduce the number of distance computations to be performed in a search. Hashing-based methods aim at finding hash functions which ensure that the probability of collision is much higher for objects that are close to each other than for those that are far apart.

### 3.1. List-of-clusters

Now we turn our attention to the list-of-clusters structure [Chavez and Navarro, 2000, Chávez and Navarro, 2005]. It is reported to be very efficient and resistant to the intrinsic dimensionality of the data set. Our experiments, shown in Table 2, support this claim. It can also be implemented in primary and in secondary memory. Furthermore, it has the advantage of being easy to implement and understand, as it does not involve complex data structures. For this reason we choose list-of-clusters to explain the modifications needed to find foreign nearest neighbors in depth.

The core of the list-of-clusters construction algorithm is the choice of a center $c \in X$ and a radius $r_{c}$. The possible choices for them will be discussed later. Let us define

- internal elements:

$$
I_{X, c, r_{c}} \stackrel{\text { def }}{=}\left\{x \in X-\{c\}, d(c, x) \leq r_{c}\right\},
$$

- external elements:

$$
E_{X, c, r_{c}} \stackrel{\text { def }}{=}\left\{x \in X, d(c, x)>r_{c}\right\} .
$$

A bucket is defined as the tuple $\left(c, r_{c}, I_{X, c, r_{c}}\right)$. The process is repeated inside $E_{X, c, r_{c}}$ recursively, producing at the end a list of buckets. This procedure is depicted in a recursion-free manner, in Algorithm 4. List-of-clusters, where only external elements are split, can be seen as a degenerated VP-tree, where external and internal elements are split.

```
Algorithm 4 Build a list-of-clusters from \(X\) using metric \(d\)
Require: \(X \neq \emptyset\)
Ensure: \(L_{X, d}\) is the list of clusters of \(X\)
    \(L_{X, d} \leftarrow \emptyset\)
    while \(X \neq \emptyset\) do
        select a center \(c \in X\)
        select a radius \(r_{c}\)
        \(I \leftarrow\left\{x \in X-\{c\}, d(c, x) \leq r_{c}\right\}\)
        \(X \leftarrow X-I-\{c\}\)
        \(L_{X, d} \leftarrow L_{X, d}:\left(c, r_{c}, I\right)\)
    end while
```

There are two decisions to make at the core of the building algorithm: the selection of the center $c$ and the radius $r_{c}$ [Chávez and Navarro, 2005]. At iteration $i$, for selecting the center $c_{i}$, we chose the element farthest to $c_{i-1}$ in the remaining set. The objective of such a choice is to minimize the overlap between regions. By using partitions of fixed size, the radius $r_{c}$ is then easily deduced.

Now we focus our attention to search itself. The original search algorithm in the list-of-clusters structure iterates through the list of buckets and performs exhaustive searches only when needed (determined by triangular inequalities). An exhaustive search occurs within a bucket's internal elements. It can be written in the following terms

$$
\begin{align*}
& x_{m} \leftarrow \underset{x \in I}{\arg \min } d(x, q)  \tag{6}\\
& d_{m} \leftarrow d\left(x_{m}, q\right) . \tag{7}
\end{align*}
$$

The standard list-of-clusters search algorithm [Chávez and Navarro, 2005] is shown in Algorithm 5, with the introduction of the constraint $\rho$ in the exhaustive search (lines 10 and 9). The operators head and tail return the first element in the list and remove it, respectively. Adding constraint $\rho$ to any other search structure is similar.

Algorithm 5 can be very easily modified to find approximate nearest neighbors. It is sufficient to rewrite lines 4 and 8 as follows

$$
\begin{array}{r}
d_{c} / r \leq 1+\eta \\
d_{c} /\left(r_{c}+r\right) \leq 1+\eta \tag{9}
\end{array}
$$

where $\eta$ is a relaxation parameter. Note that more complex nearest neighbors formulations can be used, such as probabilistic bounds [Toyama et al., 2010].

```
\(\overline{\text { Algorithm } 5 \text { Search for the nearest neighbor } p \text { of } q \text { in the list-of-clusters } L_{X, d} \text { with }}\)
initial radius \(r\) and restriction \(\rho\)
Require: \(L_{X, d}\) is not empty and \(r>0\)
Ensure: \(p \in X\) is the nearest neighbor of \(q\) if \(\exists x \in X, d(x, q) \leq r\)
    repeat
        \(\left(c, r_{c}, I\right) \leftarrow \operatorname{head}\left(L_{X, d}\right)\)
        \(d_{c} \leftarrow d(c, q)\)
        if \(d_{c} \leq r\) then
            \(p \leftarrow c\)
            \(r \leftarrow d_{c}\)
        end if
        if \(d_{c} \leq r_{c}+r\) then
            \(x_{m} \leftarrow \arg \min d(x, q)\)
                    \(x \in I\)
\(\rho(x)=1\)
            \(d_{m} \leftarrow d\left(x, x_{m}\right)\)
            if \(d_{m} \leq r\) then
                \(p \leftarrow x_{m}\)
                \(r \leftarrow d_{m}\)
            end if
        end if
        \(L_{X, d} \leftarrow \operatorname{tail}\left(L_{X, d}\right)\)
    until \(L_{X, d}\) is not empty or \(d_{c} \leq r_{c}-r\)
```


## 4. Experimental Results

As distance computations are the dominating speed factor, we measure performance and complexity as a function of them. We sample points from a uniform distribution in the unit hyper-cube. We tested with four different dimensionalities $\mathbb{R}^{2}, \mathbb{R}^{5}, \mathbb{R}^{10}$ and $\mathbb{R}^{20}$. We compared the following methods:

Bvka: all distances are precomputed and stored in memory and then Algorithm 1 is performed.
Bvka-O: Algorithm 2 where an online linear search is used to compute nearest neighbors.
Bvka-LOC: Algorithm 2 where nearest neighbors are computed online by using the list-of-clusters search structure.
Bvka-PQ-LOC: Algorithm 3 where nearest neighbors are computed online by using list-of-clusters search structure.
Bvka-A $\eta$ : Bvka-PQ-LOC modified to compute the AMST by using approximate nearest neighbors (see Equations 8 and 9 ) where $\eta$ is the relaxation parameter.
A summary of these methods is presented in Table 3. Note that the reduced memory complexity of the algorithm warranties that we will be able to treat large datasets without "out of memory" issues.

Comparisons were made for relatively small feature sets $\left(|X| \leq 10^{4}\right)$ to be able to compare with a classical MST implementation. A summary of our results is shown in Figure 1. At a first approach and as expected, all algorithms have a polynomial dependency on the dataset size, since they are linear in a log-log plot. In fact, we are not aiming at improving the worst case complexity of Boruvka's algorithm, but at improving its expected performance.

| Method | Solution | Distances |  | Space | Search |
| :--- | :---: | :---: | :---: | :---: | :---: |
| computed | stored | Speed <br> complexity |  |  |  |
| Bvka | MST | $n(n-1) / 2$ | all | $\mathrm{O}\left(n^{2}\right)$ | - |
| Bvka-O | MST | $\mathrm{O}\left(n^{2} \log n\right)$ | none | $\mathrm{O}(1)$ | linear |
| Bvka-LOC | MST | $\mathrm{O}(\bar{s} n \log n)$ | none | $\mathrm{O}(n)$ | sub-linear |
| Bvka-PQ-LOC | MST | $\mathrm{O}(\bar{s} n \log n)$ | $n-1$ | $\mathrm{O}(n)$ | sub-linear |
| Bvka-A $\eta$ | AMST | $\mathrm{O}(\bar{s} n \log n)$ | $n-1$ | $\mathrm{O}(n)$ | sub-linear |

The methods compared in this work. $\bar{s}$ stands for average number of distance operations needed to complete a nearest neighbors search. The space required by the nearest neighbors search structure is $\mathrm{O}(n)$.


FIG 1. Comparison in the number of distance computations as $|X|$ grows. From left to right: top row, $X \subset \mathbb{R}^{2}$ and $X \subset \mathbb{R}^{5}$; bottom row, $X \subset \mathbb{R}^{10}$ and $X \subset \mathbb{R}^{20}$. The radii in the list-of-clusters were chosen such that each bucket has $\sqrt{|X| / 2}$ internal elements. Both scales are logarithmic.

| Method | $\mathbb{R}^{\mathbf{2}}$ | $\mathbb{R}^{\mathbf{5}}$ | $\mathbb{R}^{\mathbf{1 0}}$ | $\mathbb{R}^{\mathbf{2 0}}$ |
| :--- | :---: | :---: | :---: | :---: |
| Bvka | 2 | 2 | 2 | 2 |
| Bvka-O | 2.14 | 2.12 | 2.13 | 2.15 |
| Bvka-LOC | 1.58 | 1.66 | 1.92 | 2.15 |
| Bvka-PQ-LOC | 1.61 | 1.6 | 1.87 | 2.03 |
| TABLE 4 |  |  |  |  |

Slopes of the different curves in Figure 1 in a log-log scale. In low dimensions, Bvka-LOC is better than any classical algorithm while Bvka-PQ-LOC resists better the dimensionality increase.

Results are indeed encouraging. Our method exhibits a very strong performance improvement in low dimensions, see the top row in Figure 1. Bvka-LOC and Bvka-PQ-LOC in both cases outperforms Bvka several orders of magnitude.

We can also notice a strong performance degradation of Bvka-LOC with the increase of dimensionality, see the bottom row in Figure 1. The only cause is the nearest neighbors search structure. It is a well known fact that the performance of nearest neighbors search structures tends to become linear in high-dimensions. In any case, our method is generic: any nearest neighbor structure can be used. Another structure may provide better results in high dimensions and we plan to explore these issues in future work.

Table 4 summarizes the results from Figure 1 by analyzing the slope of the different curves. The proposed approach lowers in practice the number of distance computations needed to solve the problem. The quadratic profiles of Bvka and $\mathrm{Bvka}-\mathrm{O}$ are reduced to supralinear (e.g. $n^{1.6}$ approximately) by Bvka-LOC and Bvka-PQ-LOC. As stated, the latter shows a computational cost which is less sensitive to an increase in dimensionality.

We provide a simple example of the incidence of using the AMST, shown in Figure 2 . We use $X$ uniformly distributed on the square $[0,1]^{2}$ and Euclidean distance. Computing the MST required 9613 distance computations with our algorithm, while taking 9155,8705 and 7840 with $\eta=0.1, \eta=0.2, \eta=0.5$ respectively. There is an important improvement in performance while the number of topology changes is small. Moreover, when carefully inspected, these changes are reasonable. It is a well known fact that (even little) jitter noise in the dataset greatly affects the topology of the MST [Carreira-Perpiñán and Zemel, 2005]: computing the AMST can be seen as perturbing the dataset with such a noise.


FIG 2. Comparison of the MST (using Bvka) vs the AMST (using Bvka-A $\eta$ ) for several levels of relaxation $\eta$.


FIG 3. Comparison in the number of distance computations of the MST and the AMST algorithms for $\eta=0.1$ and $\eta=0.2$ with $X \subset \mathbb{R}^{20}$.

Usually $\eta$ is chosen to be quite small, and its use has more meaning in large and high-dimensional datasets. In our toy example, keeping $\eta$ small does not introduce changes in the topology of the tree. We exaggerated $\eta$ to show actual topology changes.

A performance comparison between MSTs and AMSTs is shown in Figure 3. We use $X$ uniformly distributed in the hyper-cube $[0,1]^{20}$ and Euclidean distance. As argued before Bvka-LOC's performance tends to Bvka-O's in high-dimensions. Bvka-A greatly improves the performance: it is 1.7 and 1.62 times faster than Bvka-O and Bvka-LOC respectively when $|X|=10^{4}$.

Computing the MST for $|X|=10^{5}$ is not possible with classical algorithms on standard computers, since approximately $5 \cdot 10^{9}$ distances must be computed and stored. This means more than 18.6 GB if we use 32 bits to store each computed distance. Using minimum memory (less than 20 MB ), we were able to compute the MST using Euclidean distance, without, explicitly nor implicitly, exploiting the nature of the Euclidean space (i.e. without relying on Delaunay triangulations). Table 5 presents the resulting running times for all considered algorithms. Again, these results can be improved, as we did not perform any tuning of the list-of-clusters.

Moreover, since parallelization is straightforward, it can be exploited to boost the performance. Every iteration in both nearest neighbors-searching cycles, lines 4 to 9 in Algorithm 2 and lines 9 to 20 in Algorithm 3, can be run in parallel since it operates on a single disjoint connected component. We estimate that at least a 20 X speedup can be achieved by using GPGPU.

Finally, more efficient search algorithms can be implemented for a given nearest neighbors structure that might increase the performance of the proposed algorithms, such as the best-bin-first or an optimized depth-first [Samet, 2003].

## 5. Application to Image Segmentation

Felzenszwalb and Huttenlocher [2004] proposed a clustering method and used it for image segmentation. The algorithm is graph-based, building a forest of partial MSTs. The authors argue that:

[^0]| Dimensions | Bvka-PQ-LOC | Bvka-A 0.1 | Bvka-A 0.2 |
| :---: | :---: | :---: | :---: |
| $\mathbb{R}^{2}$ | 32 | 27 | 23 |
| $\mathbb{R}^{5}$ | 85 | 63 | 48 |
| TABLE 5 |  |  |  |

TABLE 5
Running times (in seconds) on an Intel Core 2 Duo at 2.2 GHz for $10^{5}$ uniformly distributed points using Euclidean distance
neighbors within some fixed distance $\delta$. In any event, it is desirable to avoid considering all $\mathrm{O}\left(n^{2}\right)$ pairs of feature points." [Felzenszwalb and Huttenlocher, 2004]
Felzenszwalb and Huttenlocher also test a version of their algorithm in which the graph layout is determined by the spatial neighborhood in the image. The previous citation is true in a context where all $n(n-1) / 2$ distances are needed to compute the real MST.

On the one hand, it is clear that pruning the complete graph yields a faster algorithm. Nowadays a small resolution image has $640 \times 480=307200$ pixels. Using algorithms available in the literature, finding the MST is intractable.

On the other hand, from a conceptual point of view, pruning is dangerous. Results can be severely affected, as discussed by Fowlkes and Malik [2004] and Cour et al. [2005]. The use of $k$-nearest neighbors graphs or fixed radius graphs also brings a new complication: both parameters have to be carefully selected to yield a connected graph. For example, if $k$ is fixed such that the resulting graph is not fully connected, an image where all pixels have the same color would end up being segmented!

Based on the concepts of Section 2, we propose a new version of Felzenszwalb and Huttenlocher's algorithm. This version drops the original requirements of feature locality, becoming global. It exploits the fact that the proposed algorithm makes tractable the problem of computing the MST for a set of $10^{5} \sim 10^{6}$ features.

The classical choice to partition a feature set in hierarchical clustering, is to globally thresholding the hierarchy at a fixed level [Jain and Dubes, 1988]. Felzenszwalb and Huttenlocher proposed a similar partitioning criterion but thresholds are locally adaptive, thus providing more realistic and useful partitions. This algorithm can also link disjoint nodes across the hierarchy, thus building a forest of partial MSTs, each of which may not be a subtree of the global MST. To illustrate the usefulness of the proposed MST algorithm, we use the splitting criterion by Felzenszwalb and Huttenlocher without allowing for such links across the hierarchy. In general, this modification does not involve a negative impact on the results but allows working with larger datasets.

Let again $X$ be a feature set and $d$ a suitable metric. Let $T=\left(X, E_{T}\right)$ be the minimum spanning tree of $X$. We say $C \in X$ is a component if $T_{C}$ is a (connected) subtree of $T$ with node set $C$. For a component $C$ we define

$$
\begin{equation*}
\max (C)=\max _{\substack{v_{i}, v_{j} \in C \\\left(v_{i}, v_{j}\right) \in E_{T}}} d\left(v_{i}, v_{j}\right)+\tau(C) \tag{10}
\end{equation*}
$$

The function $\tau$ can take many forms, but can be simply defined as $\tau(C)=s /|C|$, where $s$ acts as a scale parameter [Felzenszwalb and Huttenlocher, 2004]. Then, given two
components $C_{1}$ and $C_{2}$ we define

$$
\begin{equation*}
\min \left(C_{1}, C_{2}\right)=\min \left(\max \left(C_{1}\right), \max \left(C_{2}\right)\right) \tag{11}
\end{equation*}
$$

Felzenszwalb and Huttenlocher's algorithm is non other than Kruskal's with an additional criterion to avoid merging certain connected subcomponents in the MST. Our modified version, instead of constructing a MST, builds a minimum spanning forest. Given two disjoint components $C_{1}$ and $C_{2}$ they are only merged if

$$
\begin{equation*}
\min \left(C_{1}, C_{2}\right) \geq \min _{\substack{v_{i} \in C_{1} \\ v_{j} \in C_{2}}} d\left(v_{i}, v_{j}\right) \tag{12}
\end{equation*}
$$

Each tree in the forest is finally detected as a cluster. The process is described in Algorithm 6.

```
Algorithm 6 Compute the clustering of feature set \(X\) using metric \(d\)
Require: \(X \neq \emptyset\)
Ensure: \(S\) is a clustered partition of \(X\)
    compute the MST \(T=\left(X, E_{T}\right)\)
    \(n \leftarrow|X|\)
    \(m \leftarrow\left|E_{T}\right|\)
    \(\tilde{E}_{T} \leftarrow\) sort \(E_{T}\) by non-decreasing edge weight.
    \(S \leftarrow\left\{\left\{v_{1}\right\}, \ldots,\left\{v_{n}\right\}\right\}\)
    while \(\tilde{E}_{T} \neq \emptyset\) do
        \(\left(v_{i}, v_{j}\right) \leftarrow \operatorname{head}\left(\tilde{E}_{T}\right)\)
        let \(C_{i}\) and \(C_{j}\) be the sets of \(S\) containing \(v_{i}\) and \(v_{j}\) respectively.
        if \(\left(C_{i} \neq C_{j}\right) \wedge\left(d\left(v_{i}, v_{j}\right) \leq \min \left(C_{i}, C_{j}\right)\right)\) then
            \(S \leftarrow\left(S-C_{i}-C_{j}\right) \cup\left\{C_{i} \cup C_{j}\right\}\)
        end if
        \(\tilde{E}_{T} \leftarrow \operatorname{tail}\left(\tilde{E}_{T}\right)\)
        end while
```

In the following experiments, the color value in RGB space for each pixel is used as a feature in $\mathbb{R}^{3}$ and Euclidean distance is used to construct the MST. As stated above, any metric could have been used without changing the algorithm hence, in this sense, the algorithm is parametric on the metric.

For our tests we compared three different versions of Felzenszwalb and Huttenlocher's algorithm:

FH-Grid: Algorithm 6 using the image grid connectivity to prune the complete graph
FH-Bvka-NN: Algorithm 6 using the complete graph and the proposed algorithm to compute the MST.
FH-Bvka-A $\eta$ : Algorithm 6 using the complete graph and the proposed algorithm to compute the AMST.
We tested these algorithms on images from the Berkeley segmentation dataset [Martin et al., 2001]. Since their size is $321 \times 481=154401$ pixels, computing the MST with any classical (or even with Chazelle's state-of-the-art algorithm) is not possible.

The results on Figures 4, 5 and 6 (first three rows) show the importance of the role of global mechanisms in image segmentation.

Human visual system is able to capture and to use global characteristics. For example, we perceive a blue sky as a whole, even when a part appears through a hole in some object. Obviously, FH-Grid can not reproduce such behavior while global methods perform well.

By using the image connectivity, artifacts are introduced (clearly visible in all examples). Although this can be corrected by using locality directly on the color space, scale parameters are left free and must be correctly tuned to obtain satisfactory results.

Another issue can bee observed in the methods obtained with FH-Grid: the number of regions is badly overestimated. Accuracy in the localization of visually perceived region frontiers comes at the price of over-segmenting the image.

As a counter part, all global methods we tested have difficulties when segmenting images where several objects share common colors. This is also natural and is a widely adopted mechanism by animals in the from of camouflage. Animals copy colors and structures from their environment to avoid being detected by predators or preys. More careful and local inspection are necessary to detect them.

The last three rows in Figures 4, 5 and 6 illustrate the stability of using FH-Bvka-A with different levels of approximation compared to the exact FH-Bvka-NN: changing $\eta$ maintains the global structures in the segmentation.

## 6. Final Remarks

The dominating factor when computing the MST of a feature set $X$ is the number of distance computations to be performed. We presented a method for computing the MST based on a clever use of nearest neighbors search structures. It has $\mathrm{O}\left(n^{2}\right)$ and $\mathrm{O}(n)$ time and space complexities respectively. However, in practice it outperforms classical algorithms for large, and low dimensional, datasets.

The same algorithm with a slight modification can also be used to compute the AMST: instead of finding nearest neighbors, one finds approximate nearest neighbors. In high-dimensional datasets, we showed the performance increase that results from using AMSTs. Moreover, in our tests the AMST, as computed, has an stable behavior.

To show the pertinence of the proposed algorithm, we use it to improve a state-of-the-art image segmentation algorithm proposed by Felzenszwalb and Huttenlocher [2004]. Due to the memory and performance limitations of classical MST algorithms, Felzenszwalb and Huttenlocher's method is restricted to finding segmentations based on local connections or forced to rely on arbitrary connectivity parameters. Thanks to our input, a global segmentation can be obtained, without modifying the overall algorithm and without any extra parameter.

There are three conceptual main lines for future work. The first consists on performing an experimental evaluation of nearest neighbors search structures and their incidence on the performance of the proposed algorithm. This includes the evaluation of different criteria in list-of-clusters for selecting the centers and the radii. Second, we did not explore other search algorithms [Samet, 2003] which may reduce the number of distance computations per query. Finally, when using approximate MSTs, the trade-off between enhanced speed and accuracy must be explored more carefully.

Last, from the implementation point of view, the proposed algorithms can be parallelized without any reformulation. Moreover, in list-of-clusters, the exhaustive search


FIG 4. Effect of using local, complete and approximate complete graphs. The oversegmentation produced by FH-Grid has been corrected by all the proposed methods. Notice also that the approximate versions of FH-Bvka-A show an stable behavior.


FIG 5. Effect of using local, complete and approximate complete graphs. The oversegmentation produced by FH-Grid has been corrected by all the proposed methods. Notice also that the approximate versions of FH-Bvka-A show an stable behavior.


FIG 6. Effect of using local, complete and approximate complete graphs. The oversegmentation produced by FH-Grid has been corrected by all the proposed methods. Notice also that the approximate versions of FH-Bvka-A show an stable behavion
within a bucket can be implemented using vectorial processors as the bucket size is fixed.
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[^0]:    "There are several possible ways of determining which feature points to connect by edges. We connect each point to a fixed number of nearest neighbors. Another possibility is to use all the

