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Abstract

In recent years much attention has been paid to the effect on wages of skill-biased 
technology, especially the use of computers. Although empirical studies have shown a 
positive relationship between computer-use and earnings, doubts have been cast on 
whether this is a causal relationship or merely represents unobserved other factors, which 
are themselves positively linked to computer usage. In this paper we provide evidence 
that computers themselves raise wages. Although their impact on wages falls as other 
controls are included in the regression, it still remains significant whilst the effect of 
another proxy for unobserved factors becomes insignificant. Furthermore, improvements
in computer use have an additional impact on earnings, supporting the productivity 
interpretation.  

*Acknowledgments: We would like to thank Leon Feinstein for help and advice with the 
data and Jonathan Wadsworth for his comments on the paper. We are also grateful to the 
ESRC Archive, Peter Shepherd and Centre for Longitudinal Studies for the use of the 
National Child Development Study. 
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1. Introduction

Since the early 1970's, despite the fact that supply of skilled labour relative to unskilled 

labour has risen, thereby making unskilled labour scarcer, wage inequality has 

dramatically risen in the US. For example, the premium for the male college educated 

workers relative to high school educated workers rose from 30% in 1979 to about 70% in 

1995 (Blanchflower and Slaughter, 1999). The UK has also experienced a rapid rise in 

inequality (Schmitt, 1994; Gosling and Meghir, 1994), while some other OECD countries 

have experienced a similar rise albeit at a much slower rate (for a comparison see 

Blanchflower and Slaughter, 1998, Table 1).

While the facts speak for themselves, the reason(s) for such a pronounced rise in 

inequality is far from settled. There are, however, a number of explanations that have 

been proposed. Although other suggestions, such as de-unionization and de-

industrialization have been put forward, the two main competing theories are the impact 

of international trade, via the Stolper-Samuelson effect, and the impact of skill-biased 

technology. It is the latter view that has attracted much of attention from labour 

economists. The argument, in this case, is that this type of technology tends to increase 

the productivity of skilled rather than unskilled workers and hence increases the wage of 

the more skilled relative to the less skilled, thereby increasing wage inequality (Bound 

and Johnson, 1992; Katz and Murphy, 1992; Berman, Bound, and Machin, 1998; Machin 

and Van Reenen, 1998; Haskel and Slaughter, 2001).
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In attempting to test for the impact of new (skill-biased) technology on wages Krueger 

(1993), using US data, demonstrated that those who use computers at work have 24.6% 

wage advantage in 1994 and 37.4% wage advantage in 1989, compared to workers who 

do not use computers. 

Since the important analysis of Krueger a number of studies, mostly for countries other 

than the US (but see Autor, Katz and Krueger, 1998, for the US), have emerged 

confirming the significant and positive impact of computer use on wages. Reilly (1995) 

found a 13.5% advantage for Canada; Arabsheibani, Emami and Marin (2004) found a 

23% advantage in 1985 and a 20% advantage in 1990 for the UK; DiNardo and Pischke 

(1997) found a 17% advantage for Germany in 1991; Miller and Mulvey's (1997) results 

show an advantage of 10-15%, depending on the specification of the earnings function, 

for Australia in 1993; Oosterbeek estimated an 11% advantage for the Netherlands in 

1993; Morrissette and Drolet (1998) found a 14% advantage for Canada in 1994 and 

Entorf and Kramarz (1997) found an advantage of around 10% for a pooled sample of 

three separate years in the 1980's for France.

Although all the above studies confirm the Krueger results a number of authors argue 

against Krueger's reasoning that computers increase productivity and that is why they 

have a positive impact on pay. The main argument is that the computer use variable is 

picking up the effect of unobserved heterogeneity. Reilly, for example, shows that when 

firm size variables are included in the wage regression the computer use variable becomes 

insignificant. This follows Hammermesh's (1980) claim that employer size represents 
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unobserved differences in human capital between establishments. Arabsheibani et al 

(2003), however, show that, at least in the case of the UK, the computer use variable is 

robust to the inclusion of a wide set of variables, including employer size.             

In a study damaging to the proponents of the view that there is a productivity effect of 

computers, DiNardo and Pischke (1997) argue that Krueger’s study is an attempt to 

uncover the “treatment” effect of computer usage. The treatment effect would be the 

effect on wages if we choose a worker, at random, who does not use a computer at work 

and place him/her in an identical job with a computer. In other words it is the change in a 

worker’s wage if we assigned at random a number of computers to non-users. Given the 

shortcomings of cross-section studies, and particularly in the absence of instruments for 

computer use (or computer knowledge), DiNardo and Pischke resort to using indirect 

evidence. They find that using pencils or pens at work also has a positive and significant 

effect on wages and consequently they argue that since pencils are used by around 65% of 

the sample, therefore their use cannot signify a scarce skill. In general, we do not expect 

pencils to raise productivity. DiNardo and Pischke propose that pencils have a positive 

effect on wages because they are used by workers who would be highly paid anyway. If 

this argument is true for pencils then the same could be said about computers. Given that 

65% of their sample use pencils, this claim is not as strong as it seems at first sight since 

it would be stating that 65% of the workers are likely to be highly paid.   

Using a very similar approach for Canada, Morissette and Drolet (1998) show that using 

fax machines positively and significantly affects earnings and that it yields a higher return 
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compared to computers. They, therefore, agree with DiNardo and Pischke, in that 

computers and fax machines are simply picking up the unobserved differences between 

workers and jobs.   

Entorf and Kramarz (1997), using French data, show that more able workers use 

computers but those workers also become more productive. This implies that the effect of 

computers on wages is a combination of the unobserved ability of workers and the 

productivity enhancing effect of the technology itself. One problem with this study may 

be driving the results. Their measure of income is discrete and given at monthly level. If 

hours worked are different between workers, especially for those who use new 

technologies compared to those who do not, then these will be captured by the variable 

representing computer use. 

Similarly to most other researchers, we neither have access to panel data that includes 

information on computer use, nor are we able to experiment directly with the treatment 

effect. In this paper, therefore, we also rely on indirect information to shed more light on 

the productivity augmenting effect of computers. Our results indicate that, after 

controlling for ability, for using tools and for improvements in computer use, computer 

use still positively and significantly determines pay. We interpret these results as 

favouring the productivity augmenting argument for computer use.
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2.The Data

The data used in this paper comes from Sweep V of the National Child Development 

Study (NCDS). The NCDS comprises all the children born in the UK during the first 

week of March 1958 (March 3rd to March 9th). This is an advantage because we do not 

need to worry about cohort effects. Subsequently, information on these individuals was 

obtained when they were aged 7, 11, 16, 23 and finally at the age of 33 in the last 

available sweep. In the earlier sweeps parents, teachers and others were also surveyed. 

The survey for Sweep V was carried out in 1991. This last sweep is the only one 

containing information on using computers at work.

The data set contains, among other things, the standard cross-section information on 

education, region, race, sex, marital status, and job related characteristics such as tenure, 

occupation, industry, firm size, sector of employment, union membership and working 

full time. It also possible to link to the data in the earlier sweeps for the same individuals. 

This allows us to include two very important variables for our purposes. These are the 

results of a reading test at the age of seven, R7, and a mathematics test at the age of 7, 

M7. These two variables are used to control directly for ability differences between 

individuals. Although we also have access to test results at a later age, we use the tests at 

age seven in order to minimize the effects of the education system on performance in 

aptitude tests. The sample used included all employees.
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Our computer use variable is constructed from the following question:

“In your work do you ever use a computer or word processor with a TV type screen 

(usually known as VDU)?”

In addition the survey provides information on using tools at work. We regard tools as 

what could be called an “anti-pencil” measure (the term "anti" as in "anti-matter"), in the 

sense that tools are usually used more by blue collar (manual) workers. Hence, in a 

DiNardo and Pischke world, we would expect a negative impact of tools on wages since 

they represent lower paid workers. Our dependent variable is the natural logarithm of 

hourly gross wage. Table 1 presents the sample means and standard deviations for the 

whole sample and for the computer user and non-computer user groups separately. 

                                                  (Table 1 Here)

Overall 59% of the sample use computers at work, significantly higher than in the sample 

used for our previous findings, where the percentage was 41% in 1990. (However, that 

sample, The British Social Attitudes survey, covered all ages in the labour force, and the 

average age of the computer users was below that of those who did not use computers. As 

stated earlier, all of the sample in the current study were aged 33, and it thus omits the 

older workers who were less likely to use computers.) For a number of variables the user 

and non-user groups have similar means. However, there are interesting differences 

between the two groups. On average, the computer users earn £2.56 more per hour and 

have over 1.3 years more tenure. Even more interestingly, they have higher ability as 

measured by both of our ability measures. Their average mathematics score at the age of 7 

is 59.44 as compared to 48.67 for the non-users (the mathematics score is out of 80). 

Their average reading score at the age of 7 is  85.68 compared to 75.33 for the non-users 
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(the reading score is out of 100). With respect to self-assessed ability to write well 

(Writegood) and to speak well (Speakgood) they also score about 20-30% higher. These 

differences indicate that the regression results presented in studies quoted above may 

suffer from (ability) bias and that it is extremely important to include measures of ability 

in the relevant regressions.

Other important differences can be seen in education, firm size and full-time 

employment. On average, computer users are more highly qualified. For example, 22% of 

the users have a Degree compared to 5% of the non-users, whist only 1% have no 

qualification compared to 11% of the non-users. They tend to be working for larger firms: 

26% of users work for firms of above 500 worker size compared to 17% of non-users, 

whilst 10% work for firms with 10 or less workers compared to 20% of the non-users. 

87% of the users work full-time compared to 69% of the non-users. Of those who use 

computers, 76% indicated that they have got better at using them during the past ten 

years.

3. Empirical Results

Table 2 presents the results of our wage equations. Computer is the dummy representing 

our computer-use variable. It takes the value of 1 if an individual uses computers at work 

and zero otherwise. A wide set of other variables including education and ability 

variables (R7, M7), are also included to control for other differences between individuals. 

Column 1, therefore, presents the results of running the following equation:
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               ln Hourly Wagei = Xi β + γ Computeri + ui

Where Xi is a vector of characteristics, β is the corresponding vector of coefficients, γ is 

the wage premium associated with computer use and ui is the error term.

(Table 2 Here)

The results indicate that the coefficient of Computer is highly significant and positive. To 

calculate the return to computer use, since our computer variable is a zero-one dummy, 

we follow a method suggested by Halvorsen and Palmquist (1980). The estimated 

coefficient implies a return to computer use of 100(e0.175 –1) or 19.1 %. This is similar to 

our previous estimates for the UK, which were just over 20% for 1985 and 1990 (even 

though the previous estimates were based on a different sample and a different set of 

variables). 

Column 2 of Table 2 presents the results of expanding equation 1 by introducing into the 

regression the variable which measures using tools at work (Tools), and running a 

regression of the following form:

               ln Hourly Wagei = Xi β + γ Computeri + ψ Toolsi + vi

The coefficient of Tools, ψ, as expected, is negative and significant indicating a wage 

disadvantage of 3.6% for tool users at work while the computer advantage falls very 
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slightly to 18.7%. At this stage our results are consistent with DiNardo and Pischke’s 

results. 

Column 3 presents the results of the first of our pieces of indirect evidence on the 

productivity effects of computers. In this case we use the answer to the following 

question:

“In the last 10 years have you got better in using a computer to solve problems or give 

information?”

We construct a dummy variable, Compbtr, to indicate if the individual has got better in 

using computers (Compbtr=1 if the individual got better and zero otherwise). If 

computers do not, in themselves, increase productivity, then getting better at using them 

should not matter. It is the mere fact of using them which is important as a proxy for 

unobserved inherent ability. As shown in column 3, the coefficient of Compbtr is highly 

significant and positive, indicating that getting better in computer use, representing an 

improvement in computer skills and productivity, is rewarded in the labour market. 

Our second piece of evidence is presented in column 4. Here we include job specific 

variables and run the regression in the following form:

ln Hourly Wagei = Xi β + γ Computeri + ψ Toolsi + ∑
=

n

j 1

ηj Occupationij + ∑
=

m

k 1

φ k Fsizeik

+ ∑
=

l

s 1

τ s Industryis + εi
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where Fsize is a set of dummies representing the size of the establishment, Occupation is 

a set of dummy variables representing the occupation of the individual and Industry is a 

set of dummies representing the industry in which the individual works. If the Reilly 

results applied then we would expect Computer to become insignificant when firm size is 

entered into the regression. In a DiNardo and Pischke world we would expect Computer

and Tools to be affected in similar ways, particularly when occupations are entered into 

the regression. Our results, however, are different to both of the above studies. Using 

computers and getting better at using them are still rewarded. The coefficients of both 

variables do fall indicating that previous regressions were suffering from omitted variable 

bias, but they remain positive and significant. It seems that in the absence of controlling 

for industry, occupation and firm size, Computer picks up some of their effects on wages. 

After such controls are accounted for, Computer still shows a direct and significantly 

positive effect, a result that points strongly towards the productivity explanation. Tools, 

on the other hand, is no longer significant. It is difficult at this stage to put forward a 

convincing case that Tools no longer represents unobserved heterogeneity but Computer

still does.

Our last piece of evidence is presented in column 5. In this case we use answers to the 

question:

“On the days that you were using computers, how many hours do you typically spend in 

front of it with the screen switched on?”

We construct a variable, Intensity, which is the answer to the above question divided by 

the respondent's typical working hours per day. This variable, which measures the 
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proportion of working hours spent on computers, is designed to indicate the intensity of 

computer use. Those who do not use computers at work have a zero value for Intensity. 

Again we propose that if computers do not matter in themselves, then the intensity of 

their use should not matter. The coefficient for Intensity is positive and significant, again 

lending support to the productivity argument. This result, however, should be interpreted 

with more caution than the other results presented. Firstly, it is possible that Intensity may 

be picking up finer distinctions between occupations. More importantly, the hours of 

having a screen switched on does not necessarily imply hours of use. If this is true, then it 

is likely that the Intensity measure overestimates actual computer use and hence its 

coefficient may be biased. However, the result here is opposite to Oosterbeek’s, who 

finds, using a similar idea but a different measure of intensity, that the more intensive use 

of computers does not matter in the Netherlands.

We have also re-estimated the regressions for full-time workers only. The results are 

shown in Table 3. Although there are, inevitably, some small differences in estimated 

coefficients, all the conclusions are robust with respect to the exclusion of the part-timers.

(Table 3 Here)

4. Conclusions

In this paper we consider the question of whether computers raise the productivity of 

those who use them. Although using cross-section data to answer such a question is not 

free of problems, we present evidence that points towards the productivity enhancing role 

of computers. It is not merely using computers that matter, in terms of obtaining 
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additional earnings, but getting better at using them also matters even after a whole set of 

other controls are entered in the regression. On the other hand there is no remaining effect 

for using tools on the job once the other controls are introduced. 

We cannot, and would not, claim that we have accounted for all of the conceivably 

possible unobserved heterogeneity which could affect the higher wages associated with 

computer use. A different type of data or experiment is required for that. However, we do 

propose that, given our results, there is strong evidence in support of the productivity 

augmenting role of new technology. 
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Table 1. Means (and Standard Deviations) of Selected Characteristics of the 
Sample. 

Variables All Sample Computer Users Non-users
Hourly Gross Wage £6.93 (3.78) £7.98 (4.05) £5.42 (2.72)
Male 0.55 (0.008) 0.57 (0.011) 0.52 (0.013) 
Married 0.71 (0.008) 0.71 (0.010) 0.72 (0.012) 
Tenure 6.71 (5.51) 7.26 (5.59) 5.93 (5.29)
M7 55.01 (24.11) 59.44 (23.11) 48.67 (24.09)
R7 81.42 (21.14) 85.68 (18.23) 75.33 (23.42)
White 0.99 (0.002) 0.99 (0.002) 0.99 (0.003) 
Computer 0.59 (0.008) 1.00 (0.00) 0.00 (0.00)
Tools 0.54 (0.008) 0.48 (0.011) 0.63 (0.013)
Compbtr 0.45 (0.008) 0.76 (0.009) 0.00 (0.00)
Intensity 0.18 (0.30) 0.31 (0.34) 0.00 (0.00)
Speakgood 0.53 (0.008) 0.57 (0.011) 0.47 (0.013)
Writegood 0.52 (0.008) 0.57 (0.011) 0.43 (0.013)
Fulltime 0.79 (0.007) 0.87 (0.007) 0.69 (0.012)
No Qualification 0.05 (0.004) 0.01 (0.002) 0.11 (0.008)
Lower Vocational 0.24 (0.007) 0.23 (0.009) 0.25 (0.011)
Middle Vocational 0.20 (0.007) 0.18 (0.008) 0.21 (0.011)
“A” Level 0.06 (0.004) 0.08 (0.006) 0.03 (0.004)
Higher Vocational 0.18 (0.006) 0.20 (0.009) 0.14 (0.009)
Degree 0.15 (0.006) 0.22 (0.009) 0.05 (0.006)
Other Qualification 0.12 (0.005) 0.06 (0.005) 0.19 (0.010)
Firm Size (0-10) 0.14 (0.006) 0.10 (0.007) 0.20 (0.010)
Firm Size (11-25) 0.15 (0.006) 0.13 (0.008) 0.18 (0.010)
Firm Size (26-99) 0.25 (0.007) 0.25 (0.009) 0.24 (0.011)
Firm Size (100-499) 0.24 (0.007) 0.26 (0.010) 0.21 (0.011)
Firm Size (500+) 0.22 (0.007) 0.26 (0.010) 0.17 (0.010)

N 3572 2103 1469

Note: The standard deviations of the 0-1 dummy variables are calculated 
from the expression for the standard deviation of proportions. The above 
sample size applies to all variables except Intensity which has 3535 cases.

Page 18 of 20

Editorial Office, Dept of Economics, Warwick University, Coventry CV4 7AL, UK

Submitted Manuscript

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

18

Table 2. Regression Results, Dependent Variable ln (Hourly Wage)

Variable                     I                   II                 III               IV               V

Computer               0.178            0.174           0.138          0.070             -
                              (13.72)          (13.42)          (7.60)          (4.01)

Tools                          - -0.031          -0.031          -0.003   -0.006           
                                                    (2.61)           (2.89)           (0.23)         (0.54)

Compbtr                     - -              0.050           0.031             -
                                                 (2.89)          (1.91)

Intensity                     - - - -             0.058
                                      (2.89)

Other Controls Education      As I              As I            As I         As IV
Tenure                                                       +
Tenure2 Industry
Married                                               Firm Size
R7, M7                                                Occupation
Union 
Fulltime
Writegood
Speakgood
Sex, Race
Private
Region

R-Squared                0.516          0.517             0.518          0.593         0.589
N                               3572           3572              3572           3572          3535
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Table 3. Regression Results, Full Time Workers Only, Dependent Variable 
ln (Hourly Wage)

Variable                     I                   II                 III               IV               V

Computer               0.171            0.165           0.123          0.070      -
                              (11.73)          (11.26)          (6.17)          (3.63)

Tools                          - -0.049          -0.049          -0.014        -0.012           
    (3.68)           (3.70)           (1.06)         (0.94)

Compbtr                     - -              0.057           0.034             -
                                                                         (3.05)          (1.97)

Intensity                     - - - -             0.045
                                                                                                               (1.99)

Other Controls Education      As I              As I            As I         As IV
Tenure                                                       +
Tenure2                                                                       Industry
Married                                               Firm Size
R7, M7                                                Occupation
Union 
Writegood
Speakgood
Sex, Race
Private
Region

R-Squared                0.398          0.401             0.403          0.495         0.489
N                               2834           2834              2834           2834          2801
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