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We performed QM/MM simulations based on density functionaltheory (DFT) and the density-functional
tight binding method (DFTB) to investigate the reaction mechanism of the peptide-bond formation in the
ribosome in atomistic detail. We found the key role of the ribosome in the increased availability of mobile
ions, the counter-ions to the negatively-charged RNA. To form the peptide bond, a C–N bond between the
two amino acids is formed, a C–O bond between one amino acid and tRNA is broken, and a hydrogen atom
is transferred from the N to the O atom. We found the hydrogen transfer to occur in two mechanisms in
a competing manner with similar activation energies: a direct transfer, and a proton shuttle mechanism via
a ribose-2’-OH group. For this system it was found to be vitalto calculate the energy barrier in numerous
snapshots taken from molecular dynamics simulations and average them. Advantages and disadvantages of
an exponential average compared to a direct average betweenthe snapshots are discussed. An energy de-
composition of the QM/MM results shows that the catalytic function is caused by the electrostatic influence
of the environment rather than by mere positioning of the reactants. Analysis of the electrostatic influence
residue-by-residue showed the importance of (sodium) ionsnear the active site. The free energy of activa-
tion for the direct proton transfer mechanism was calculated by umbrella sampling. It confirmed a moderate
entropic contribution to the activation free energy found in experiment. Overall, this study increases our
understanding of the catalytic mechanism of the ribosome and probably also other ribozymes.

Keywords: Ribosome, catalytic activity, QM/MM, ionic strength, umbrella sampling

1. Introduction

The ribosomes provides the link in the translation between the main alphabets in biology,
the DNA sequence and amino-acid sequence of proteins. It catalyzes the formation of
peptide bonds between amino acids bound to tRNA.

Each ribosome consists of a large subunit and a small subunit(50S and 30S in procary-
otes) assembled around mRNA. Two molecules of tRNA attach tothe mRNA and reach
into the large subunit. They carry the amino acids which are to be connected by the ribo-
some. The three-dimensional structure of the ribosome of different species is known from
crystallography [1–6] at resolutions between 2.4Å and 3.5Å.

The formation of the peptide bond happens in the so-called peptidyl transferase center
(PTC). There, the tip of one tRNA molecules locate a new aminoacid in the A-site (amino
site) of the ribosome. This is spatially close to the P-site (peptidyl site) where another
tRNA is connected to the evolving peptide string. The latteris attached to the one amino
acid on the A-site by forming a peptide bond which elongates the peptide by one amino
acid. Then, the now empty tRNA molecule on the P-site leaves the ribosome, the whole
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ribosome moves in a process called translocation, so that the remaining tRNA with the
peptide chain occupies the P-site. Then, a new tRNA moleculearrives with another amino
acid to be attached to the peptidyl chain. The correct sequence alignment is achieved
through the interaction with mRNA.

An intriguing structural feature of the environment of the PTC is that it exclusively con-
sists of chemically inert moieties: RNA, water, and counter-ions, most probably sodium
or potassium. In this study we aim at explaining how such a chemically inert environment
is able to catalyze the peptide bond formation in the ribosome.

Figure 1. Atoms in the active center of the ribosome, the peptidyl transferase center (PTC). The blue dashed line separates
the A-site and the P-site. The two short red arrows indicate attacking lone pairs in the hydrogen exchange mechanism, the
longer green arrow indicates the direct mechanism.

Figure 1 gives an overview of the atoms likely to be involved in the peptide bond for-
mation. The new bond is formed between the N-atom of the one amino acid connected to
the A-site and the C-atom of the peptide connected to the P-site. The bond from the latter
atom to O3’ of the P-site (which is part of the ribose of the last RNA residue, Ade 77 of
tRNA) is broken. Additionally, a hydrogen atom leaves N of the P-site and the same or
a different hydrogen is added to O3’ of the P-site. The hydrogen atom may be directly
transferred, in what will be referred to as the direct mechanism in this paper, or there may
be a proton shuttle mechanism. The proton shuttle can proceed in a concerted manner with
the change in the bonds between the heavy atoms or in a generalacid/base mechanism.

Temperature-dependent kinetic measurements of peptide formation in a model system
as well as the full ribosome [7–10] showed that the ribosome actually increases the en-
thalpic part of the reaction barrier compared to the reaction in water, but decreases the
entropic part. Results are summarized in Table 1.

An influence of Ade 2451 (E. colinotation is used throughout this paper) on the catalytic
activity as well as charge relay involving Gua 2447 were postulated [1]. This would be
consistent with a general acid/base mechanism. However, replacement of Ade 2451 does
not lead to a complete loss of function [7, 11, 12], and Gua 2447 can be replaced by Ade
without changing the the pKa value of 7.5 [13]. A general acid-base mechanism involving
proton abstraction from the amino group of the A-site to Ade 2451 was found unfavorable
by theoretical investigations [14].

Density functional calculations of the termini of tRNA withtwo amino acids in vacuum
[15] resulted in an activation barrier of 148.6 kJ mol−1. The tRNA bases were found to
rotate with respect to each other during the reaction. Two hydrogen bonds were found
to stabilize the transition state: one between the inactiveamino-H of the A-site and the
peptidyl-O of the A-site (HB1), the other one between H2’ of Ade 77 of the A-site and
peptidyl-O of the P-site (HB2). Both are indicated in Figure1. Including the ribosome
environment in a force field description and treating the reactive part with the empirical
valence bond method (EVB) [16, 17] resulted in one barrier of41.9 kJ mol−1 towards a
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water [8] water [10] model system [8] ribosome [9]
∆‡G 92.9 98.4±2.9 69.1 63.1±0.2
∆‡H 38.1±1.3 32.7±1.7 72.0±3.8 71.2±3.8
T∆‡S −54.8±1.7 −65.7±3.3 2.9±0.8 8.4±4.2

Table 1. Energetics (activation enthalpies and entropies)in kJ mol−1 of peptide-bond formation in water, in a model system, and inthe full
ribosome atT = 298 K.

tetrahedral intermediate and another barrier of 71.2 kJ mol−1 relative to the reactant for
breaking the remaining C–O bond [14, 18]. In the tetrahedralintermediate, the amino-
nitrogen of the A-site is already bound to the carboxyl-carbon of the P-site, but its bond
to O3’ of the P-site is not yet broken.

A proton shuttle mechanism via the -O2’–H group was found by computer simulations
[18]. The same shuttle mechanism was found [19]not to catalyze the respective reaction
in water.

Different theoretical work [20] addressed the decoding, the correct alignment of tRNA
at mRNA in order to correctly transfer information from mRNAto the protein sequence.
All-atom molecular dynamics (MD) simulations of the whole ribosome (2.6 Mio atoms)
of Thermus thermophiluswere used.

Here, we investigate the formation of the peptide bond and the acompanying proton
transfer in the direct mechanism as well as in a shuttle mechanism via O2’ of Ade 77
of the P-site. We used density functional theory (DFT) calculations, coupled to the ribo-
some environment described with a classical force field in a QM/MM approach. To cover
the entropic part, excessive sampling of the system was necessary which is prohibitive
with DFT. Thus, we used the semiempirical self-consistent-charge density-functional-
tight-binding (SCC-DFTB) method [21] with parameters given in the same citation to
describe the bond breaking and formation. SCC-DFTB was shown to provide good ge-
ometries in biochemical systems. The energies obtained in this way are less reliable than
those from DFT, however, SCC-DFTB is about two orders of magnitude more efficient in
terms of CPU time, enabling finite-temperature MD sampling.

2. Methods

2.1. Level of theory

Our model of the ribosome was described by a QM/MM approach [22–28]. Using electro-
static embedding, the MM charges of the force field polarize the QM part. Covalent bonds
between the QM part and the MM part were truncated on the QM side by hydrogen link
atoms. The charge-shift scheme [24] was employed in order toavoid over-polarization
of the QM density near the links. The CHARMM22 force field [29–32] was used for
the MM part. Two different approaches were used for handlingthe bond-breaking and
formation in the QM-part: DFT and SCC-DFTB. The BP86 functional [33–37] with a
DZP basis [38] as implemented in GAMESS-UK was used for the DFT calculations. The
BP86 functional has been shown to agree well with higher-order ab initio calculations on
the peptide bond formation in water [39]. The SCC-DFTB, on the other hand was used to
study an enzymatic process of cleaving a peptide bond with good qualitative agreement
to experiment, especially for∆∆G values [40]. Thus, both levels seem appropriate for our
purposes. Convergence of the results with respect to the basis set was tested by comparing
energy minima obtained with larger basis sets, see the Supporting Information. Coulomb
fitting [41] was used with the Ahlrichs [42, 43] basis set. TheDFT calculations were per-
formed with GAMESS-UK [44, 45], the QM/MM coupling with ChemShell [24, 46], and
the force field calculations with DLPOLY as included in ChemShell.

If not explicitly stated otherwise, the QM part contained the atoms of the ribose rings
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4 J. Kästner and P. Sherwood

of both adenolyl-termini of the tRNA and the whole amino acids connected to those. The
truncation of the QM subsystem was done by cutting through the bonds from C4’–C5’,
and C1’–N9, the nitrogen atom connecting the purine ring system to the ribose. This re-
sulted in a total of 58 QM atoms plus 4 hydrogen link atoms. This choice of the truncation
is well justified because only single bonds have been cut, charge transfer between the re-
gions designed as QM and MM regions is not to be expected, and the distance between the
cuts and the chemically active atoms is 3 bonds at the minimum. Effects of the truncation,
however, have been tested by enlarging (and shrinking) the QM-region and calculating
the difference between two energy minima, see the Supporting Information.

2.2. System preparation

The ribosome ofThermus thermophiluswas modeled based on the computer model of
the whole ribosome [47] (PDB entries 1TWT and 1TWV). This model includes both sub-
units, two tRNA molecules, and a short strand of mRNA. The amino acid phenylalanine
was modeled on the A site based on the transition-state analogue RAP characterized by
crystallography [48] (pdb entry 1VQP). Glycine with its N-terminus acetylated to mimic
the continuing protein chain was modeled on the P-site, alsobased on 1VQP.

All residues with at least one atom within 30̊A of the central atom (N) were included
in our model, all other residues were deleted. All atoms morethan 30Å away from the
central atom were frozen. This resulted in 3 fragments of protein chains, located close to
the surface of the sphere, 228 bases of ribosomal RNA of the longest chain of the large
subunit, 5 bases of tRNA of the A-site, and 6 bases of the P-site, being included. The
system was superimposed with a sphere of pre-equilibrated TIP3P [49] water molecules
of a radius of 30Å. All water molecules overlapping with any atoms of the model were
deleted. The system is highly negatively charged due to the charge of−1 of each RNA
unit. The fragments of the protein chains contain 13 positively charged amino acids and 1
negatively charged one. Charge neutrality was achieved by replacing 225 water molecules,
each within 7Å of a phosphorus ion, by sodium ions. The final setup contained a total of
13,310 atoms.

The system was truncated by a spherical boundary potential,i.e. a flat potential within
a cutoff distancerc from a fixed point in space (the reaction center), and a potential of the
form E(r) = k

2r2 for r > rc. The valuesrc = 30 Å and k = 10−3 Hartree Bohr−2 (about
9.4 kJ mol−1 Å−2) were used.

The system was equilibrated extensively on an MM-only levelin order to make sure all
cavities within the RNA were filled with water and that the ions were distributed consis-
tently with the charges on the RNA phosphate groups. These equilibration runs, as well
as the umbrella sampling simulations (see below) were performed at a temperature of
T = 300 K in a canonic ensemble achieved by a Nosé–Hoover chain thermostat [50–53]
with a chain length of 4 and a characteristic period of 20 fs, corresponding to a ther-
mostat wavenumber of 375 cm−1. Newton’s equations of motion were integrated with a
reversible noniterative leapfrog-type integrator [54] with a time step of 1 fs. All atoms
except the frozen atoms were allowed to move. Internal degrees of freedom of all water
atoms were constrained, consistent with the TIP3P model. Towards the end of the equi-
libration runs, restraints to keep the N atom of the A-site inproximity to the C atom of
the P-site were introduced. In order to provide an ensemble of starting geometries close to
the assumed transition state, restraints of the formE(ξ) = k

2(ξ−ξref)2 along the reaction
coordinates:

ξC = d(C–O)−d(C–N)
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ξH = d(N–H)−d(O–H)

with reference values ofξref
C = ξref

H = 0 and force constants ofk = 0.05 Hartree Bohr−2

(about 469 kJ mol−1 Å−2) were used. Here and in the following, N and H stand for the
atoms of the amino group of the A-site, and C and O stand for thepeptidyl-carbon and
O3’ of the P-site. Next, an equilibration run of 145 ps was performed on the QM/MM
level with DFTB as the QM method. The same restraints as in thefinal MM equilibration
described above were used (ξref

C = ξref
H = 0 andk = 0.05 Hartree Bohr−2). Statistical tests

[55] applied as described previously [56], showed that the system was equilibrated with
respect toξC andξH already after 25 ps. Ten snapshots were taken in intervals of10 ps
from 55 ps to 145 ps. These served as starting configurations for the following geometry
optimisations and transition state searches.

2.3. Geometry Optimisation

In each of these snapshots, we aimed at finding a transition state and subsequently min-
imised the energy to find the connected reactant structure. However, a transition state
search in such a large system, 28,812 degrees of freedom, is difficult to perform. So, first,
we kept the restraints in place and minimised the total system on a DFTB/MM level of the-
ory using an L-BFGS [57, 58] (limited-memory version of a Broyden–Fletcher–Goldfarb–
Shanno) minimiser in hybrid-delocalised internal coordinates (HDLC) [59]. This makes
sure all vibrational elongations distributed over the whole system are damped out, which
saves time and effort for the following transition-state search. We removed the restraints
and used the super-linearly converging variant [60] of the dimer method [61–63] in HDLC
coordinates to locate the transition states. This lead to transition states corresponding to
the direct mechanism. We used weights of 1 for all atoms in theQM part and weights of 0
for all other atoms in an algorithm described previously [60] which effectively restricts the
transition mode to the QM atoms. The energy is minimised withrespect to the coordinates
of all atoms with weight 0.

Starting from these transition states for the direct mechanism optimised at the
DFTB/Charmm level, we optimised transition states for boththe direct mechanism and
the proton shuttling mechanism at the DFT(BP86)/Charmm level. The dimer method was
used with the same settings as described above. We also distorted the system slightly into
the direction of the transition mode and minimised the energy to find the structures of the
tetrahedral intermediate (where stable) and further to thereactant at the DFTB/Charmm
level. The geometries of the transition states at the DFT(BP86)/Charmm level were used
equivalently to find the reactant state structures on that level.

To locate the transition states of the proton shuttle mechanism, we started out from the
TS of the direct mechanism and used restraints to move the system in the vicinity of the
TS of the proton shuttle mechanism. Then we removed all restraints and used the dimer
method in HDLC coordinates and with weights as described above to find the TS. This
was successful in 7 of the 10 snapshots. In the remaining snapshots we used the improved-
tangent nudged-elastic band method [64–66] with a climbingimage with the same weights
as for the dimer method in the version implemented [67] in DL-FIND. This resulted in
better starting configurations and led to convergence of thesubsequent dimer searches in
one case (snapshot 5). In the two remaining snapshots (3 and 9) we were unable to locate
transition states for the proton-shuttle mechanism.

Reaction barriers were consistently calculated with respect to the energy of the reac-
tant state obtained for the same snapshot. The optimiser DL-FIND [68] was used for all
geometry optimisations and transition state searches.
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2.4. Influence of individual residues on the reaction barrier

After having located the transition states and the reactantstates connected to them, we
estimated the electrostatic influence of individual residues (RNA units, water molecules,
and sodium ions) on the activation barrier using the static structures. The full QM density
was replaced by restricted electrostatically fitted charges (RESP),[69] fitted to reproduce
the electrostatic potential of the full DFT (BP86) density,as these can be expected to
result in a quite accurate electrostatic energy at hugely reduced cost compared to the full
QM density. The change in the activation barrier∆∆‡Ei due to the charge on residuei can
be determined as

∆∆‡Ei = ∆‡E0−∆‡Ei (1)

where∆‡E0 is the electrostatic component of the activation energy calculated using ESP
charges instead of the QM density, and∆‡Ei is the electrostatic component of the activa-
tion energy with all charges on residuei set to zero. In these calculations, the geometries
of both the RS and the TS are kept unchanged. Thus, the self-energy of the QM-part is
constant and drops out of∆∆‡Ei. Note that∆∆‡Ei contains contributions from MM-MM
interactions as well as from QM-MM interactions.

Thus, if∆∆‡Ei is positive, the atom charges of residuei increase the barrier (destabilise
the TS). Otherwise these charges stabilise the TS.

∆∆‡Ei estimated in this way is a semiquantitative measure of the electrostatic influence
of individual residues, helpful to determine which residues play a role in the catalytic
activity. However,∆∆‡Ei is certainly too crude an approximation to be compared with
the effect of a mutation of the respective residue on the reactivity. Among the effects
not covered by∆∆‡Ei are the substitution of residuei by other moieties, changes in the
geometries of RS and TS by the change, as well as changes in thepolarisation of the QM
part.

2.5. Umbrella sampling

Biased MD simulations [70, 71] on the DFTB/Charmm level wereused to investigate the
free-energy changes and, thus, the role of entropy along thereaction. A bias of the form
E(ξ) = k

2(ξ−ξref)2 was used in both reaction coordinatesξC andξH with a force constant
of k = 0.05 as described above. A total of 238 windows were sampled in steps of 0.5 Bohr
in both of the reaction coordinates. Each window was sampleduntil 10 ps of the trajectory
were trend-free in both reaction coordinates, often leading to significantly longer equili-
bration times in each window. The results were analysed withtwo-dimensional umbrella
integration [72]. Despite rather long total production time of 2.4 ns, however, the statisti-
cal significance of the results was not satisfactory. Especially the reduced quality due to a
lack of stability of the sampling around the transition state deteriorated the accuracy. From
an approximate potential energy surface, whose contours are shown in Figure 2, however,
it is clear that the minimum free-energy path proceeds roughly along the diagonal of the
graph. Thus, the sumξCH = ξC+ξH serves as a good one-dimensional reaction coordinate
for umbrella sampling simulations.

One-dimensional umbrella sampling simulations alongξCH were performed in 74 win-
dows fromξref

CH = −11.3 Bohr to 10.6 in steps of 0.3. Each window was sampled until
10 ps of trend-free date were achieved. Umbrella integration analysis [73, 74] resulted in
∆‡G = 228.1±3.4 kJ mol−1.

Visualisation was found to be essential for detecting errors, understand the results, and
inspire interpretation. VMD [75] versions 1.8.6 and 1.8.7 were used for molecular visual-
isation tasks as well as to create Figures 3 and 5.
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Figure 2. Contour lines (in distances of 50 kJ mol−1 of the free energy with respect to the reaction coordinatesξC and
ξH (solid lines) and the boundaries of the sampled area (thin dashed line). The free-energy surface clearly shows that
ξCH = ξC +ξH can be expected to be a good reaction coordinate.

Snapshot ∆‡Edirect ∆‡Eshuttle ∆‡Eshuttle−∆‡Edirect

1 80.7 94.2 13.5
2 122.1 120.6 −1.5
3 96.9
4 73.1 88.1 15.0
5 101.8 99.4 −2.4
6 101.4 85.9 −15.5
7 106.4 101.1 −5.3
8 119.7 105.8 −13.9
9 115.5
10 124.6 157.5 32.9

avg. 104.2 106.6

Table 2. Activation barriers in kJ mol−1 for the direct mechanism and the proton-shuttle mechanism.Possible reasons for outliers are
discussed in section 3.5.

3. Results and Discussion

3.1. Reaction Mechanism

The available data, although obtained from a high level of theory and at least some sam-
pling, preclude an answer as to weather the direct mechanismor the proton-shuttling
mechanism occur in the real system. It may well be that both mechanisms play a role.

The activation barriers (potential energies) are given in Table 2. For three snapshots,
the direct mechanism shows a lower barrier than the proton-shuttle mechanism. For the
remaining five snapshots for which comparison is possible, the proton-shuttle mechanism
is (partially very slightly) preferable. The average barriers are with 104.2 kJ mol−1 and
106.6 kJ mol−1 practically identical.

An exponential average between the snapshots (which is close to the lowest energy-
barrier) may be more appropriate than the direct average to estimate a turnover rate and
to compare to the experimental value for the barrier. This isjustified because the rele-
vant quantity determining the reaction rate is the free energy rather than the potential
energy. Following Jarzynski’s equation [76] the free energy ∆A of a process equals the
exponential average,∆A = −kBT ln〈exp(−∆W/kBT)〉, of the work∆W (which can be
approximated by potential energy differences∆E) drawn from a canonic ensemble. Here,
kB refers to Boltzmann’s constant andT to the absolute temperature. Of course, a sample
of ten snapshots is nowhere near a complete set and, therefore, can not be expected to
provide an accurate average. Furthermore, our barriers have not directly been obtained
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from a canonic ensemble. Instead, starting configurations have been drawn from a (true)
canonic ensemble, but then the reactants and transition states were optimised. Still, it may
be more relevant to take the exponential average (which is close to the lowest barrier) into
consideration rather than the direct average.

A different reasoning for the lowest barrier found being most important is transition-
state theory. If many paths lead from the reactant to the product, the one with the lowest
barrier has the highest reaction rate. If the barriers differ significantly (by more thankBT),
as they do in our results, then the reaction will almost exclusively proceed via the fastest
route. Starting from different MD-snapshots is only a meansof finding different transition
states.

The exponential average for the activation energy atT = 300 K is with 78.7 kJ mol−1

noticeably smaller for the direct mechanism than for the proton-shuttle mechanism with
90.1 kJ mol−1. The lowest barriers contribute most to the exponential average. So, a simi-
lar difference is obtained when just comparing the lowest values for the two mechanisms:
73.1 kJ mol−1 for the direct mechanism and 85.9 kJ mol−1 for the proton-shuttle mech-
anism. The exponential average for the 18 values of both mechanisms taken together is
80.2 kJ mol−1. While these data show some distinction between the two mechanisms un-
der investigation, in the real system still both mechanismsmight occur.

Figure 3. The transition-state structure of the lowest-energy snapshot (4). Indicated are atoms and residues which interact
with the reaction core. The colour code is: H (white), C (gray), N (blue), O (red), Na (yellow). The structure is truncatedat
numerous positions for better visibility.

There is a substantial spread in the activation energies between the different snapshots.
The difference between the highest and lowest values is as much as 51.5 kJ mol−1 for
the direct mechanism and even 71.6 kJ mol−1 for the proton-shuttle mechanism. Even if
these values may be dominated by outliers, they show the importance of calculating the
barrier at more than one snapshot. Differences between the snapshots in the geometry of
the reacting atoms are discussed here, while differences inthe coordination, which may
explain the main outlier (snapshot 10) are discussed in section 3.5. The spread also shows
that the ribosome is a very flexible system with lots of geometrical changes occurring
even during limited sampling time.

Tables 3 and 4 show the main geometric data of the transition states in the two mecha-
nisms under investigation. In the direct mechanism, the C–Ndistance is almost constant
between the different snapshots, with a standard deviationof only 0.021Å. This distance
is, with 1.562Å on average, also already close to the product, with typically 1.365Å. The
low spread and short bond in the TS can be interpreted as the C–N bond being mostly
formed, maybe only as a single bond, already in the TS. In the PS, the C–N bond has
partially double-bond character. By contrast, the C–O distance, and especially the O–H
distance vary substantially between the snapshots. These bonds also dominate the transi-
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Snapshot d(C–O) d(C–N) d(N–H) d(O–H) ∆‡E
1 1.789 1.544 1.284 1.242 80.7
2 2.114 1.588 1.060 1.782 122.1
3 2.207 1.526 1.135 1.459 96.9
4 2.042 1.553 1.102 1.488 73.1
5 2.163 1.582 1.051 1.949 101.8
6 2.080 1.545 1.113 1.631 101.4
7 2.018 1.554 1.133 1.453 106.4
8 1.918 1.587 1.177 1.352 119.7
9 2.214 1.569 1.105 1.537 115.5
10 1.921 1.567 1.188 1.350 124.6

avg. 2.047 1.562 1.135 1.524
RS 1.357 – 1.031 – 0.0
PS – 1.365 – 0.980 −65.8

Table 3. The transition states (geometric data inÅ and activation energy in kJ mol−1) of the ten snapshots optimised with BP86/Charmm.

Snapshot d(C–O) d(C–N) d(N–H) d(H–O2’) d(O2’–H2’) d(H2’–O)
1 1.992 1.608 1.081 1.710 1.335 1.130
2 2.119 1.610 1.067 1.808 1.198 1.251
3
4 1.951 1.613 1.066 1.818 1.216 1.236
5 2.186 1.585 1.071 1.772 1.120 1.376
6 2.229 1.552 1.111 1.584 1.139 1.335
7 1.992 1.587 1.114 1.555 1.202 1.256
8 1.917 1.704 1.083 1.647 1.231 1.213
9
10 1.956 1.586 1.158 1.507 1.568 1.040

avg. 2.043 1.606 1.094 1.675 1.251 1.230
RS 1.357 – 1.031 – 0.999 –
PS – 1.365 – 0.987 – 0.980

Table 4. The geometric data in̊A of the transition states for the proton shuttle mechanism optimised with BP86/Charmm.

tion mode.
The geometric data of the atoms directly involved in the transition are uncorrelated

with the activation barrier. Thus, at least for the direct mechanism, the differences in
the activation barriers between the snapshots must be caused by interactions with the
environment, rather than by early or late transition states.

The transition modes vary rather substantially between thesnapshots. While in the first
snapshot, the transition is dominated by hydrogen transfer, the transition mode signifi-
cantly extends to the sugar rings and a nearby water in snapshot 4, the one with the lowest
barrier. Correspondingly, the imaginary frequency is rather high (1208 cm−1) in snapshot
1, while it is quite low (201 cm−1) in snapshot 4.

The situation is similar for the geometric data of the protonshuttle mechanism, see
Table 4. Here, the C–N and the N–H distances show the smalleststandard deviation, with
0.044Å and 0.032Å, respectively. These distances are also similar in valuesto fully
established bonds. The main transition (and also main variation between the snapshots) is
the breaking of the C–O bond and, concertedly, the formationof the bond O–H2’. As with
the direct mechanism, a correlation between geometric features of the reactive centre and
the activation energy could not be found.

Note that neither of the two hydrogen bounds previously found in a gas-phase model
[15] are present in any of the transition states we found by QM/MM.
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3.2. Tetrahedral intermediate

The low spread in th C–N distance of the transition states indicates the existence of a tetra-
hedral intermediate, a geometry where the C–N bond is (partially) formed, but the N–H
bond (and the C–O) bond not yet broken. However, when optimising downwards from
the transition states, in only one snapshot (number 4) was itpossible to locate a tetrahe-
dral intermediate. In all other cases, the system convergedtowards the reactant state. The
tetrahedral intermediate found for snapshot 4 is only 3.3 kJmol−1 higher in energy than
the RS. The C–N distance is with 1.668̊A still slightly longer than in the transition state,
d(C–O)=1.452Å, d(N–H)=1.041Å, andd(O–H)=2.086Å. Of course, this does not mean
that no tetrahedral intermediate exists on the potential energy surfaces of the other snap-
shots. There was just no local minimum of that kind found in the geometry optimisation.
In section 3.6, we will report on tetrahedral intermediatesthat have been found in 6 of
the 10 snapshots when using SCC-DFTB as QM method in static calculations. However,
no minimum corresponding to a tetrahedral intermediate wasfound on the free-energy
surface using that QM method.

Thus, if a tetrahedral intermediate exists in the real system, it is a very shallow minimum
with it energy similar to that of the reactant state. Others [14, 18] have found the barrier
from the RS to the tetrahedral intermediate to be significantly smaller than the one from
the latter to PS. Thus, a tetrahedral intermediate is irrelevant for the reaction mechanism.

3.3. Decomposition of the QM/MM energies

In order to assess the influence of the ribosome environment on the PTC, we simulated
the equivalent model reaction in the gas phase:

rib-phe(gas)+ rib-ala(gas)→ rib(gas)+ rib-ala-phe(gas)

where rib stands for the ribose moiety (without the RNA base which would be present in
adenosyl), and ala and phe for the amino acids used in our model, alanine (with acetylated
N-terminus) and phenylalanine, respectively. This model corresponds to the QM part of
our QM/MM simulations. The activation barrier for the gas-phase reaction is∆‡E(gas) =
118.0 kJ mol−1. To obtain this number, the optimisations were started fromthe QM/MM-
RS and TS of snapshot 4. While it is unlikely that other local minima would be reached in
gas phase optimisations of the other snapshots, this possibility cannot be excluded. Thus,
for this snapshot, the ribosome decreases the activation barrier by 44.9 kJ mol−1 compared
to the gas-phase reaction.

In the gas phase, the ribose rings of Ade 77 connected to the peptides take over some
of the tasks of the whole surrounding. Hydrogen bonds between the peptidyl-O atoms
and the hydrogen at the O2’ position keep the reactants in place, a finding that confirms
previous gas-phase studies [15].

To investigate the geometric influence of the environment, an energy decomposition
scheme, similar to a previously used one [77], is applied. Asa first step, we consider
the distortion of the gas-phase reactant complex by the ribosome. Thus, we compare
the energy of the reactant complex in the gas-phase geometryto the reactant complex
in the QM/MM geometry. This—strictly positive—energy contribution ERS(gas//env)−
ERS(gas//gas) = 113.6 kJ mol−1. It is mainly caused by breaking of intramolecular hy-
drogen bonds in the gas-phase complex, which are to be replaced by interactions with the
environment. In this comparison, only the geometry of the QM/MM model is used. All
interactions with the ribosome environment, also the polarisation of the electron density,
are omitted.

The same decomposition can be performed for the transition state, which provides
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the activation barrier calculated in the gas-phase at the QM/MM-optimised structures,
∆‡E(gas//env), corresponding to the process

RS(gas//env)→ TS(gas//env)

We obtain∆‡E(gas//env) =156.4 kJ mol−1, substantially (83.3 kJ mol−1) higher than
the ribosome-catalyzed barrier of∆‡E(env//env) =73.1 kJ mol−1 for the same snapshot.
This comparison clearly shows, that the transition state issignificantly stabilised by the
ribosome compared to the reactant state. This stabilisation is due to interactions with the
environment of the reactive centre within the ribosome rather than due to just placing the
reactants in a favourable position next to each other. Of course, here the comparison was
done with respect to the gas phase. A fairer comparison may beto the reaction in water.
However, we doubt the validity of common continuum solvation models for this system,
as much of the interactions are hydrogen bonds and interaction with ions, see below,
which cannot be covered by continuum solvation models. Taking solvation in water or
salt solutions into account explicitly is computationallyrather demanding and, therefore,
outside of the scope of this work.

From comparison to the gas-phase reaction, we learned that the ribosome has to distort
the reactants in order to reduce the barrier. Now, we will discuss which specific interac-
tions to the environment lead to the significant reduction ofthe barrier by 83.3 kJ mol−1.

3.4. Electrostatic influence of the environment of the PTC on the reaction

Residue 

-40

-20

0

20

40

∆∆
E

i A
 (

kJ
 m

ol
-1

)

RNA, Protein                                      water                                              sodium

Figure 4. Electrostatic influence of individual residues onthe activation energy (∆∆‡Ei) obtained at snapshot 4. Positive
values indicate an increase of the activation energy by the respective residues, negative values indicate a decrease.

The electrostatic influence of individual residues on the catalytic activity is assessed
by calculating∆∆‡Ei for each residue for the direct mechanism obtained with snapshot 4
(DFT(BP86)/Charmm), the one with the lowest activation energy. Visualisation by means
of showing only residues with|∆∆‡Ei| larger than a modifiable threshold and colouring
them according to∆∆‡Ei for both the RS and the TS geometries helped to understand the
interplays between the residues involved.

The largest electrostatic influence of a single residue (∆∆‡Ei = 39.4 kJ mol−1) is
caused by a water molecule which forms a hydrogen bond to the RS, but not to the
TS. The H-bond is formed to the peptidyl-O of the P-site. In the TS, instead, the same
water molecule H-binds to another water, which causes a decrease of the barrier by
∆∆‡Ei =−14.4 kJ mol−1. The latter water molecule, in turn, is pulled away from a sodium
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Figure 5. All residues with|∆∆‡Ei | > 12 kJ mol−1 are shown as thick sticks. Numbers correspond to∆∆‡Ei in kJ mol−1.
Additionally, both termini of the tRNA, which contain the active centre, are shown (ball-and-stick). The 4 atoms mainly
included in the reaction (NCHO) are shown in larger spheres for better orientation. Residues shown in green stabilise
the transition state, residues shown in red destabilise thetransition state with respect to the resting state. Higher colour
saturation indicates a stronger effect.

by the former one when the TS is formed, which causes the sodium to increase the barrier
by ∆∆‡Ei = 29.6 kJ mol−1.

One sodium atom stabilises the transition state by∆∆‡Ei =−39.2 kJ mol−1 by moving
closer to O2’ of the P-site (2.223̊A at the TS vs. 2.287Å at the RS). The movement,
however, is only possible, because a hydrogen bond between O2’ of the P-site and O of
the A-site which holds O2’ away from the same sodium in the RS,is broken in the TS.
The same sodium atom is also stabilised by O4’ of Ade 2451 which is supposed to have
catalytic activity. However,∆∆‡Ei of Ade 2451 is only +3.4 kJ mol−1, so it has hardly any
net electrostatic influence.

Another water molecule and a sodium ion stabilise the TS by∆∆‡Ei =−29.5 kJ mol−1

and−17.9 kJ mol−1, respectively. The sodium is tighter bound between the peptidyl-O
of the P-site, O of the (truncated) amino acid chain of the P-site, and O2’ of the A-site’s
Ade 76 as well as by O2’ of Ura 2584. The water molecule and Ura 2584 more efficiently
stabilise the sodium in the TS and thus reduce the barrier. The energetic contribution of
Ura 2584 is∆∆‡Ei =−24.6 kJ mol−1, mainly due to better stabilisation of the sodium ion
(distance 2.38Å in the TS and 2.49Å in the RS).

Concerning the RNA environment, Cyt 75 of the P-site destabilises the TS by∆∆‡Ei =
13.5 kJ mol−1. One rational may be the slightly weaker hydrogen bond between its NH2

group and a phosphate-oxygen of Ade 76 of the A-site.
It is striking that there are not less than 5 sodium ions and 5 water molecules with an

individual electrostatic influence on the barrier of more than 12 kJ mol−1, compared to
only two RNA residues.

The electrostatic influence of these individual residues seems quite pronounced com-
pared to the overall barrier. However, one has to keep in mind, that any residue, would it
be removed artificially (by mutagenesis or any other method)would be replaced by other
moieties, which might have a similar influence on the reaction.

It should also be noted that only the electrostatic interaction at static structures of the
RS and the TS enter the analysis based on∆∆‡Ei . The rigidity of the static structures leads
to rather large numbers for∆∆‡Ei. In a dynamic situation at finite temperature, the system
would accommodate changes in the environment by altering details in the reaction path
which likely reduce the numerical values. So, rather than the absolute numbers, the most
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important feature of the analysis based on∆∆‡Ei is, that water and, especially, sodium
ions play a major role in reducing the barrier.

The apparent importance of ions for the reaction warrants toreview the ionic strength,
the concentration of ions in our model. In a sphere with a radius of 30Å we have 238
singly positively charged ions (and as many negatively charges ones), resulting in an
ionic strength ofI = 3.5 M (M standing for mol dm−3). The ionic strength found in the
ribosome is, thus, about 25 times higher than the physiological ionic strength of about
134 mM [78, 79]. Note that this can not stem from a deficiency inour model. We cut out
a specified volume of the experimental structure of the ribosome. Thus, the concentration
of RNA-phosphate, which causes the high ionic strength, is taken from experiment. We
just added the counter-ions. These, however have to be present in the real system as well
because huge accumulations of negative charge would be unstable. Since the negatively
charge phosphate groups are distributed rather evenly within the volume of the ribosome
(each RNA residue contains one phosphate group) one can alsoexpect a more or less uni-
form distribution of the cations. We could have used doubly-charged calcium instead of
sodium, which would even increase the ionic strength. We, thus, conclude that the ribo-
some, and likely other ribozymes as well, catalyse reactions by placing the reactants in an
environment with very high salt concentration.

3.5. Variability of the stabilisation of the TS by the ribosome

We studied the environment of the PTC in the different snapshots, searching for inter-
actions of the active atoms with their surrounding. Notably, these were rather different
between the snapshots. This causes the large spread in activation energies. Certainly, for
systems as flexible as the ribosome, it is essential to calculate the activation energy in
independent geometries rather than only using one state.

We presented the analysis based on∆∆‡Ei only for snapshot 4. However, for the other
snapshots we observed similar changes in the interaction ofthe active region with sodium
ions between the RS and the TS. These will be discussed on morequalitative grounds in
the following.

In snapshot 4, the peptidyl-O of the P-site is H-bound to a water molecule in the RS,
but not in the TS, see above. The same is true for snapshot 6. Insnapshot 10, the same
atom is H-bound to two water molecules in the TS, but to only one in the RS. The RS, but
not the TS, is stabilised by a H-bond from the peptidyl-O of the A-site to the amine group
of Ade 2602 in snapshot 5.

O3’ of the P-site, the bond of which to the peptidyl-C is broken in the main reaction, is
stabilised in the TS by a H-bond/interaction to a water in snapshot 5, to H-O2’ in snapshots
4 and 5, as well as to a sodium ion in snapshot 3. These interactions are absent in the RSs
of the respective snapshots and thus lower the barrier.

An interaction of the hydrogen atom to be transferred in the main reaction with O2’ of
the P-site is present in the TS but not the RS of snapshots 2 and5, and in the RS but not
the TS of snapshot 8. This H-bond is the key feature of the proton shuttle mechanism.

The peptidyl-O of the A-site is stabilised by a water in the TS, but not RS, of snapshot
4, and in the RS but not the TS of snapshot 8.

In all snapshots but 9 and 10, the peptidyl-O of the P-site is stabilised by a sodium ion
in the reactant state as well as in the transition state. In the last two snapshots (9 and 10)
the sodium ion had moved away and is absent in both RS and TS (both in the TSs of
the direct mechanism and the proton-shuttle mechanism). This may be one of the reasons
for the high activation barrier of snapshots 9 and 10. Also itwas observed that the lone-
pair of the amino group of the A-site, which is to attack the carbon atom of the P-site,
already points towards this carbon in many of the reactant states. Notably, this is not the
case in snapshots 2, 5, and 8–10. This may also contribute to the high activation energy of
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Snapshot d(C–O) d(C–N) d(N–H) d(O–H) ∆‡E ETI

1 1.933 1.823 1.316 1.235 171.9 –
2 2.149 1.853 1.219 1.333 196.3 24.7
3 2.058 1.923 1.286 1.257 200.1 7.8
4 2.099 1.957 1.221 1.307 179.4 45.7
5 2.475 1.958 1.114 1.570 156.2 51.6
6 2.146 1.827 1.192 1.442 184.9 68.8
7 2.052 1.966 1.266 1.274 172.9 12.7
8 2.066 2.017 1.264 1.275 217.6 –
9 2.072 1.967 1.310 1.233 280.4 –
10 2.011 1.923 1.296 1.245 190.3 –

avg. 2.106 1.921 1.248 1.317
MAE 0.118 0.360 0.114 0.207
MSE 0.060 0.360 0.114 −0.207

Table 5. Geometric data of the transition states for the direct mechanism inÅ, activation energy, and energy of the tetrahedral intermediate
ETI (where existing) in kJ mol−1 optimised with SCC-DFTB/Charmm. MAE and MSE refer to the mean absolute error and the mean signed
error inÅ, respectively, compared to the DFT(BP86)/Charmm geometries reported in Table 3.

snapshots 2, 8, and 10.
This incomplete list already hints the relatively low activation energy of snapshot 4: the

most selectively catalytically active interactions of thereactive centre with the environ-
ment are found in snapshot 4. It, moreover, again shows the importance of sodium ions in
the catalytic activity.

3.6. DFT compared to SCC-DFTB

In order to allow for extensive sampling of the free-energy profile, we augmented our DFT
calculations by SCC-DFTB results. The latter method is a couple of orders of magnitude
faster than DFT and, thus, allows for molecular dynamics sampling with proper equili-
bration. Before results of the free-energy simulations canbe discussed, however, we show
that the geometries of the stationary points on the PES are very similar to those found by
DFT. We performed the SCC-DFTB calculations for the direct mechanism only.

Bond distances at the transition states of the 10 snapshots as well as the activation ener-
gies obtained at the SCC-DFTB/Charmm level are given in Table 5. The activation ener-
gies are, as expected, with a direct average of 195.0 kJ mol−1 and an exponential average
of 161.9 kJ mol−1 noticeably higher than those obtained with DFT(BP86) (104.2 kJ mol−1

and 78.7 kJ mol−1, respectively). A tetrahedral intermediate was found in 6 of the 10
snapshots. The energies of these tetrahedral intermediates relative to the reactant states
are given in Table 5.

The geometries are, however, quite similar to the ones obtained with
DFT(BP86)/Charmm. The C–N bond at the transition state is predicted about 0.36Å
longer on average, the N–H bond 0.11Å longer and the O–H bond 0.21̊A shorter than
by DFT(BP86)/Charmm, see Table 5. This means, concerning the carbon-“transfer”, the
SCC-DFTB/Charmm transition state is slightly earlier, concerning the hydrogen transfer,
it is slightly later than the DFT(BP86)/Charmm transition state.

The similarity in the location of the transition states between DFT and SCC-DFTB is
also illustrated in Figure 6. Using the reaction coordinates ξC andξH , all transition states
are found in a quite narrow region of about±0.5 Å in both directions. While the regions
between the energy expressions largely overlap, it is noticeable that SCC-DFTB/Charmm
is shifted towards slightly lower values inξC and slightly higher values inξH . Still, the
structural similarity is surprisingly high. Since the entropy is strongly related to the area
in configuration space available to the reaction, thus on geometric grounds, free-energy
sampling based on SCC-DFTB/Charmm can be expected to give valuable information
about the entropy of the reaction.
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Figure 6. Location of transition states in DFT and SCC-DFTB (QM/MM each) compared to umbrella sampling (US) with
SCC-DFTB. The circles indicate the transition states with the lowest activation energies for the respective method. The
diagonal line indicates possible location of the transition state in the one-dimension umbrella sampling simulation.

3.7. Free energy of activation

We calculated the free energy of activation by umbrella sampling. The entropy can then
be estimated by comparison with activation energy obtainedfrom static structures. To ob-
tain reliable values for the free energy in systems as flexible as the ribosome, extensive
sampling is unavoidable. This forces us to use the semiempirical SCC-DFTB method
rather than more accurate DFT calculations. We used umbrella sampling simulations
alongξCH = ξC +ξH with umbrella integration analysis.

We obtained a free energy of activation∆‡G = 228.1±3.4 kJ mol−1 based on the SCC-
DFTB method as QM method. As in the static SCC-DFTB calculations, this value is sig-
nificantly higher than the experimental value of∆‡G= 63 kJ mol−1. The reactant state was
found atξCH = −5.349Å and the transition state atξCH = 0.135Å. A tetrahedral inter-
mediate was not found on the free-energy surface. Possible values ofξC andξH consistent
with the result of the one-dimensional free-energy simulations alongξCH are indicated in
Figure 6 by a red line. The location of the transition state onthe free-energy surface is,
thus, fully consistent with the locations of the transitionstates of the static calculations.

Note that the activation-free-energy obtained from umbrella sampling simulations is not
related to a particular snapshot. It was obtained from 740 psof MD-simulation; signifi-
cantly longer than the time interval of 90 ps along which the snapshots were taken.

These value for∆‡G has to be compared to∆‡E obtained with the same Hamiltonian
as the umbrella sampling simulations. Using the snapshots described above, we obtained
activation energies from 156.2 to 217.6 (and in one case even280.4) kJ mol−1. Assuming
again that the exponential average is the relevant one, thisresults in an entropic contribu-
tion of T∆‡S= −66.2 kJ mol−1. Even if we consider the direct average of∆‡E for the
enthalpy, this leaves an entropic contribution ofT∆‡S= −33.1 kJ mol−1, while experi-
mentally it is roughly zero.

The apparent discrepancy with the experimental data can be explained by one or more
of the following reasons. (1) There may well be finite-temperature effects additionally
to the entropy which are not covered by∆‡E obtained from static calculations. (2) The
zero-point energy (ZPE) may lower the barrier. An estimate for this contribution has been
obtained by the harmonic approximation for the vibrationalzero-point contributions of
only the atoms of the QM part for snapshot 1. In this case, the ZPE lowers the barrier by
13.7 kJ mol−1. (3) The SCC-DFTB/Charmm Hamiltonian may be inappropriatefor the
system. (4) Here, we only sampled the direct mechanism. While the activation energies
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for the direct mechanism and the proton-shuttle mechanism were found to be similar, the
free energies of activation may be different. Even if both mechanism occur competingly in
the real system, this fact would increase the activation entropy. To address these questions,
further simulations will be necessary.

4. Summary

Our QM/MM simulations of the formation of the peptide bond inthe ribosome have
shown the importance of a high concentration of ions in this ribozyme. By averaging
over 10 snapshots taken from molecular dynamics simulations, we found reaction barriers
in good agreement with the experimental data. The variationbetween the snapshots was
found to be substantial, indicating a high degree of flexibility of the environment of the
PTC. Comparison to the gas-phase reaction shows that the ribosome reduces the barrier by
electrostatic influence of the environment rather then by just favourably positioning of the
reactants. The high concentration of mobile ions (counter-ions to the negatively charged
rRNA and tRNA) in the ribosome, about 25 times the physiological concentration, was
found to be key to the catalytic activity of the ribosome. This finding can probably be
generalised to other ribozymes as well.

We studied two reaction mechanisms, a direct proton transfer including a 4-membered
transition state, and a proton shuttle via the O2’-H group oftRNA in a 6-membered tran-
sition state. Both were found to have similar activation energies. They may compete in the
real system.

A tetrahedral intermediate, an energy-minimum in which theC–N bond of the peptide
bond to be formed already exists, but the C–O bond is not yet broken, was found to be
absent on the potential energy surfaces of most snapshots, as well as on the free-energy
surface.

The free-energy simulations for the direct proton transfermechanism resulted in a sig-
nificantly higher free energy of activation than the potential energy barrier. This may be
due to additional thermal effects which are not covered by the static potential energy cal-
culations, or by a reduced free-energy barrier for the proton-shuttle mechanism. Further
investigations, which are out of the scope of this work, are required to address this ques-
tion.

In summary, we have found two possible mechanisms of peptidebond formation in the
ribosome. The contribution of the ribosome to lowering of the energy barrier was found
to be its increased concentration of mobile ions rather thanjust spatial alignment of the
reactants. This also puts the catalytic mechanism of other ribozymes into a new light.
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[68]J. Kästner, J.M. Carr, T.W. Kealet al., J. Phys. Chem. A113, 11856 (2009).
[69]C.I. Bayly, P. Cieplak, W. Cornell and P.A. Kollman, J. Phys.Chem.97, 10269 (1993).
[70]G.M. Torrie and J.P. Valleau, Chem. Phys. Lett.28, 578 (1974).
[71]———, J. Comput. Phys.23, 187 (1977).
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Effect of the basis set

To test the effect of the basis set, the energy differences between the reactant state and
the transition state of the direct mechanism were calculated with different basis sets.
These calculations were done during feasibility studies preceding the current work.
Thus, they were done with a smaller model with only those residues free to move
that had at least one atom within 3̊A of the QM-region. Thus, they do not directly
correspond to one of the snapshots in the paper. Nevertheless, the results given in
Table 1 show the suitability of the chosen basis set.

Basis set single point relaxed
SV AHLRICHS 99.58 96.47
DZ AHLRICHS 97.79 94.57
DZP – 154.6
DZP AHLRICHS 147.69 147.96
TZVP AHLRICHS 162.94 162.94

Table 1: Relative energy with different basis sets. Single point refers to the geometry
optimised at the DZP level. Relaxed refers to a structure optimised in the given basis
set. Energies in kJ mol−1. The names of the basis sets correspond to the keywords in
GAMESS-UK.

One can clearly see from Table 1 that polarisation functionsare essential for ob-
taining reliable energetics. However, a DZP basis set is sufficient.

Effect of the size of the QM region

The energy differences between the same states as for the basis set convergence tests
above were calculated with different sets of atoms includedin the QM part. In these
calculations, only residues with at least one atom within 3Å of the reactive centre (the
two amino acids) were optimised. In all energy differences used in the main paper,
more atoms were optimised.
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The standard QM region as used in all results given in the mainmanuscript con-

tained 57 atoms. The energetic effect is depicted in Figure 1. Explanations of the
different QM regions are:

• 26 atoms: in order to push the limit, only the backbone of thetwo amino acids
and C3’ with its hydrogen atom were included in the QM part. Incontrast to the
35-atom model, the rest of the P-site ribose ring was treatedby MM.

• 35 atoms: only the P-site ribose ring, the P-site amino acid(glycine), the back-
bone of the A-site amino acid, and C3’ (and the hydrogen boundto it) of the
A-site ribose ring were included in the QM part. In contrast to the 44-atom
model, the rest of the A-site ribose ring was treated by MM.

• 44 atoms: the phenyl ring of the phenylalanine residue was treated by MM.
Somewhat surprisingly, this reduces the energy differenceby about 6 kJ mol−1.

• 68 and 79 atoms: the A-site phosphate, and both phosphates (A and P sites) were
treated by QM, respectively. This only has a minor effect.

• 83 atoms: the purine bases of both Ade 76 were treated by QM. This slightly
reduces the energy difference by 3 kJ mol−1.

• 105 atoms: both phosphates and both purine bases were treated by QM. Also
only a minor effect of 3 kJ mol−1 compared to the standard QM region.

Overall, one can clearly see that for sensibly chosen sizes of the QM regions, the result
does not significantly depend on the size.
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Figure 1: Relative energy depending on the size of the QM region.
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