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We performed QM/MM simulations based on density functiathalory (DFT) and the density-functional
tight binding method (DFTB) to investigate the reaction hredsm of the peptide-bond formation in the
ribosome in atomistic detail. We found the key role of thesibme in the increased availability of mobile
ions, the counter-ions to the negatively-charged RNA. Tmfthe peptide bond, a C-N bond between the
two amino acids is formed, a C-O bond between one amino aditRiMA is broken, and a hydrogen atom
is transferred from the N to the O atom. We found the hydrogansfer to occur in two mechanisms in
a competing manner with similar activation energies: aaflit@nsfer, and a proton shuttle mechanism via
a ribose-2'-OH group. For this system it was found to be \tibatalculate the energy barrier in numerous
snapshots taken from molecular dynamics simulations aechge them. Advantages and disadvantages of
an exponential average compared to a direct average betiveesmapshots are discussed. An energy de-
composition of the QM/MM results shows that the catalytindiion is caused by the electrostatic influence
of the environment rather than by mere positioning of thetards. Analysis of the electrostatic influence
residue-by-residue showed the importance of (sodium) @as the active site. The free energy of activa-
tion for the direct proton transfer mechanism was calcdlaeumbrella sampling. It confirmed a moderate
entropic contribution to the activation free energy foundekperiment. Overall, this study increases our
understanding of the catalytic mechanism of the ribosondepanbably also other ribozymes.

Keywords: Ribosome, catalytic activity, QM/MM, ionic strength, unebla sampling

1. Introduction

The ribosomes provides the link in the translation betweemtain alphabets in biology,
the DNA sequence and amino-acid sequence of proteins.dtyeat the formation of
peptide bonds between amino acids bound to tRNA.

Each ribosome consists of a large subunit and a small su@gi@8tand 30S in procary-
otes) assembled around mRNA. Two molecules of tRNA attacheéanRNA and reach
into the large subunit. They carry the amino acids which afgetconnected by the ribo-
some. The three-dimensional structure of the ribosomeffefreint species is known from
crystallography [1-6] at resolutions between 2.4nd 3.5A.

The formation of the peptide bond happens in the so-callptighd transferase center
(PTC). There, the tip of one tRNA molecules locate a new araiid in the A-site (amino
site) of the ribosome. This is spatially close to the P-gitepidy! site) where another
tRNA is connected to the evolving peptide string. The lagettached to the one amino
acid on the A-site by forming a peptide bond which elongatespeptide by one amino
acid. Then, the now empty tRNA molecule on the P-site leavesibosome, the whole
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ribosome moves in a process called translocation, so teatetimaining tRNA with the

peptide chain occupies the P-site. Then, a new tRNA molexgulees with another amino
acid to be attached to the peptidyl chain. The correct sempiatignment is achieved
through the interaction with mRNA.

An intriguing structural feature of the environment of tHE(Ris that it exclusively con-
sists of chemically inert moieties: RNA, water, and coubais, most probably sodium
or potassium. In this study we aim at explaining how such anitally inert environment
is able to catalyze the peptide bond formation in the ribasom

A-site | P-site
HB1 |
P PUR
peptidyl-O T H\2 Hye02
C—Ca—N H2 o
7~ .
cs' o3 | X 7
Ho 7 p c—O03
tidyl- O
s a cs'
o /H2 HB2
02 :
PUR

Figure 1. Atoms in the active center of the ribosome, theiggptransferase center (PTC). The blue dashed line segzarat
the A-site and the P-site. The two short red arrows indiciigeking lone pairs in the hydrogen exchange mechanism, the
longer green arrow indicates the direct mechanism.

Figure 1 gives an overview of the atoms likely to be involvedhie peptide bond for-
mation. The new bond is formed between the N-atom of the orieaatid connected to
the A-site and the C-atom of the peptide connected to théePTie bond from the latter
atom to O3’ of the P-site (which is part of the ribose of thé¢ RBIA residue, Ade 77 of
tRNA) is broken. Additionally, a hydrogen atom leaves N of #-site and the same or
a different hydrogen is added to O3’ of the P-site. The hydmgtom may be directly
transferred, in what will be referred to as the direct me@rarn this paper, or there may
be a proton shuttle mechanism. The proton shuttle can ptldo@econcerted manner with
the change in the bonds between the heavy atoms or in a geetddase mechanism.

Temperature-dependent kinetic measurements of peptidefion in a model system
as well as the full ribosome [7-10] showed that the ribosontealy increases the en-
thalpic part of the reaction barrier compared to the readtiowater, but decreases the
entropic part. Results are summarized in Table 1.

Aninfluence of Ade 2451K. colinotation is used throughout this paper) on the catalytic
activity as well as charge relay involving Gua 2447 were plaséd [1]. This would be
consistent with a general acid/base mechanism. Howey#aaement of Ade 2451 does
not lead to a complete loss of function [7, 11, 12], and Guar2Zh be replaced by Ade
without changing the the pialue of 7.5 [13]. A general acid-base mechanism involving
proton abstraction from the amino group of the A-site to AdB2was found unfavorable
by theoretical investigations [14].

Density functional calculations of the termini of tRNA witthho amino acids in vacuum
[15] resulted in an activation barrier of 148.6 kJ mblThe tRNA bases were found to
rotate with respect to each other during the reaction. Twardgyen bonds were found
to stabilize the transition state: one between the inaetiméno-H of the A-site and the
peptidyl-O of the A-site (HB1), the other one between H2' afeA77 of the A-site and
peptidyl-O of the P-site (HB2). Both are indicated in Figdrelncluding the ribosome
environment in a force field description and treating thectiga part with the empirical
valence bond method (EVB) [16, 17] resulted in one barriet1o® kJ mot?! towards a
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water [8] water [10] model system [8] ribosome [9]
NG 92.9 98.4-2.9 69.1 63.10.2
AYH 381413  32.A17 72.0+:3.8 71.2+:3.8
TA*S —54.8t17 —-657+33 2.9+0.8 8.4+4.2

Table 1. Energetics (activation enthalpies and entrofiels) mol! of peptide-bond formation in water, in a model system, arttiérfull
ribosome afl =298 K.

tetrahedral intermediate and another barrier of 71.2 kJ fn@lative to the reactant for
breaking the remaining C—O bond [14, 18]. In the tetraheittekmediate, the amino-
nitrogen of the A-site is already bound to the carboxyl-carbf the P-site, but its bond
to O3’ of the P-site is not yet broken.

A proton shuttle mechanism via the -O2’-H group was founddayguter simulations
[18]. The same shuttle mechanism was found [i&]to catalyze the respective reaction
in water.

Different theoretical work [20] addressed the decoding,dbrrect alignment of tRNA
at mRNA in order to correctly transfer information from mRN#the protein sequence.
All-atom molecular dynamics (MD) simulations of the whoileasome (2.6 Mio atoms)
of Thermus thermophilusere used.

Here, we investigate the formation of the peptide bond aedattompanying proton
transfer in the direct mechanism as well as in a shuttle nréstravia 02’ of Ade 77
of the P-site. We used density functional theory (DFT) claltons, coupled to the ribo-
some environment described with a classical force field itMENIM approach. To cover
the entropic part, excessive sampling of the system wasseapgwhich is prohibitive
with DFT. Thus, we used the semiempirical self-consistdrarge density-functional-
tight-binding (SCC-DFTB) method [21] with parameters givie the same citation to
describe the bond breaking and formation. SCC-DFTB was showprovide good ge-
ometries in biochemical systems. The energies obtaindddmiay are less reliable than
those from DFT, however, SCC-DFTB is about two orders of ntage more efficientin
terms of CPU time, enabling finite-temperature MD sampling.

2. Methods

2.1. Level of theory

Our model of the ribosome was described by a QM/MM approa2hZ8]. Using electro-
static embedding, the MM charges of the force field polatiee@M part. Covalent bonds
between the QM part and the MM part were truncated on the Q®lIsjchydrogen link
atoms. The charge-shift scheme [24] was employed in ordawvdad over-polarization
of the QM density near the links. The CHARMM22 force field [32} was used for
the MM part. Two different approaches were used for handiirgbond-breaking and
formation in the QM-part: DFT and SCC-DFTB. The BP86 functib[33-37] with a
DZP basis [38] as implemented in GAMESS-UK was used for th& Bédculations. The
BP86 functional has been shown to agree well with higheeioath initio calculations on
the peptide bond formation in water [39]. The SCC-DFTB, andther hand was used to
study an enzymatic process of cleaving a peptide bond witll gpialitative agreement
to experiment, especially fé&¥AG values [40]. Thus, both levels seem appropriate for our
purposes. Convergence of the results with respect to thg $stsvas tested by comparing
energy minima obtained with larger basis sets, see the Stipgpdnformation. Coulomb
fitting [41] was used with the Ahlrichs [42, 43] basis set. DIET calculations were per-
formed with GAMESS-UK [44, 45], the QM/MM coupling with Cheshell [24, 46], and
the force field calculations with DIPOLY as included in ChemShell.

If not explicitly stated otherwise, the QM part contained #itoms of the ribose rings
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of both adenolyl-termini of the tRNA and the whole amino aadnnected to those. The
truncation of the QM subsystem was done by cutting throughbttinds from C4'-C5’,
and C1'-N9, the nitrogen atom connecting the purine ringesygo the ribose. This re-
sulted in a total of 58 QM atoms plus 4 hydrogen link atomssThioice of the truncation
is well justified because only single bonds have been cutgettaansfer between the re-
gions designed as QM and MM regions is not to be expected hardistance between the
cuts and the chemically active atoms is 3 bonds at the mininiffects of the truncation,
however, have been tested by enlarging (and shrinking) tier€gion and calculating
the difference between two energy minima, see the Supgdrifiormation.

2.2. System preparation

The ribosome offThermus thermophilugras modeled based on the computer model of
the whole ribosome [47] (PDB entries 1. TWT and 1TWV). This middcludes both sub-
units, two tRNA molecules, and a short strand of mRNA. Theremngicid phenylalanine
was modeled on the A site based on the transition-state gmalRAP characterized by
crystallography [48] (pdb entry 1VQP). Glycine with its Brinus acetylated to mimic
the continuing protein chain was modeled on the P-site,lzdsed on 1VQP.

Al residues with at least one atom within 200f the central atom (N) were included
in our model, all other residues were deleted. All atoms ntloa® 30A away from the
central atom were frozen. This resulted in 3 fragments ofgimachains, located close to
the surface of the sphere, 228 bases of ribosomal RNA of tingelst chain of the large
subunit, 5 bases of tRNA of the A-site, and 6 bases of thed?4s#ing included. The
system was superimposed with a sphere of pre-equilibraife8Pr[49] water molecules
of a radius of 30A. All water molecules overlapping with any atoms of the mlodere
deleted. The system is highly negatively charged due to tiaege of—1 of each RNA
unit. The fragments of the protein chains contain 13 paditicharged amino acids and 1
negatively charged one. Charge neutrality was achieveeliigicing 225 water molecules,
each within 7A of a phosphorus ion, by sodium ions. The final setup conthantal of
13,310 atoms.

The system was truncated by a spherical boundary poteirgiad, flat potential within
a cutoff dlstanceec from a fixed point in space (the reaction center) and a pedeftthe
form E(r) = 20 r2 for r > r. The values. = 30 A andk = 103 Hartree Bohr? (about

9.4 kJ mot! A—2) were used.

The system was equilibrated extensively on an MM-only lavelrder to make sure all
cavities within the RNA were filled with water and that the somere distributed consis-
tently with the charges on the RNA phosphate groups. Thesi#ilegtion runs, as well
as the umbrella sampling simulations (see below) were pedd at a temperature of
T =300 K in a canonic ensemble achieved by a Nosé—Hoover chaimbstat [50-53]
with a chain length of 4 and a characteristic period of 20 &responding to a ther-
mostat wavenumber of 375 cth Newton’s equations of motion were integrated with a
reversible noniterative leapfrog-type integrator [54thwa time step of 1 fs. All atoms
except the frozen atoms were allowed to move. Internal ésgoéfreedom of all water
atoms were constrained, consistent with the TIP3P modelafiis the end of the equi-
libration runs, restraints to keep the N atom of the A-sit@iiaximity to the C atom of
the P-site were introduced. In order to provide an ensenildading geometries close to
the assumed transition state, restraints of the flafg) = lg(& —&)2 along the reaction
coordinates:

&c =d(C-0) —d(C-N)
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& = d(N-H) —d(O-H)

with reference values @t = &i5f = 0 and force constants &f= 0.05 Hartree Bohr?
(about 469 kJ mot* AOCZ) were used. Here and in the following, N and H stand for the
atoms of the amino group of the A-site, and C and O stand fopémidyl-carbon and
O3’ of the P-site. Next, an equilibration run of 145 ps wasf@ened on the QM/MM
level with DFTB as the QM method. The same restraints as ifitlaéMM equilibration
described above were uségt = &' = 0 andk = 0.05 Hartree Bohr?). Statistical tests
[55] applied as described previously [56], showed that gfetesn was equilibrated with
respect t&€c and&y already after 25 ps. Ten snapshots were taken in interval® gl
from 55 ps to 145 ps. These served as starting configuratioried following geometry
optimisations and transition state searches.

2.3. Geometry Optimisation

In each of these snapshots, we aimed at finding a transitwe ahd subsequently min-
imised the energy to find the connected reactant structuseueMer, a transition state
search in such a large system, 28,812 degrees of freedoifiidaltito perform. So, first,
we kept the restraints in place and minimised the total systea DFTB/MM level of the-
ory using an L-BFGS [57, 58] (limited-memory version of a den—Fletcher—Goldfarb—
Shanno) minimiser in hybrid-delocalised internal cooadés (HDLC) [59]. This makes
sure all vibrational elongations distributed over the vehe)ystem are damped out, which
saves time and effort for the following transition-statared. We removed the restraints
and used the super-linearly converging variant [60] of theedd method [61-63] in HDLC
coordinates to locate the transition states. This leadatwsttion states corresponding to
the direct mechanism. We used weights of 1 for all atoms iltiepart and weights of 0
for all other atoms in an algorithm described previouslhy Bich effectively restricts the
transition mode to the QM atoms. The energy is minimised véfipect to the coordinates
of all atoms with weight 0.

Starting from these transition states for the direct meismanoptimised at the
DFTB/Charmm level, we optimised transition states for bibih direct mechanism and
the proton shuttling mechanism at the DFT(BP86)/Charmrall&he dimer method was
used with the same settings as described above. We alsdelistioe system slightly into
the direction of the transition mode and minimised the ep&dind the structures of the
tetrahedral intermediate (where stable) and further to¢hetant at the DFTB/Charmm
level. The geometries of the transition states at the DF8@/harmm level were used
equivalently to find the reactant state structures on tivat.le

To locate the transition states of the proton shuttle meishgrwe started out from the
TS of the direct mechanism and used restraints to move thiersys the vicinity of the
TS of the proton shuttle mechanism. Then we removed allaiessrand used the dimer
method in HDLC coordinates and with weights as described@bm find the TS. This
was successfulin 7 of the 10 snapshots. In the remaininghotpwe used the improved-
tangent nudged-elastic band method [64—66] with a climbirage with the same weights
as for the dimer method in the version implemented [67] in BIND. This resulted in
better starting configurations and led to convergence oftibsequent dimer searches in
one case (snapshot 5). In the two remaining snapshots (3)ane Were unable to locate
transition states for the proton-shuttle mechanism.

Reaction barriers were consistently calculated with resfiethe energy of the reac-
tant state obtained for the same snapshot. The optimisefIND- [68] was used for all
geometry optimisations and transition state searches.
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2.4. Influence of individual residues on the reaction barrier

After having located the transition states and the readtatés connected to them, we
estimated the electrostatic influence of individual res&l(RNA units, water molecules,
and sodium ions) on the activation barrier using the statictires. The full QM density
was replaced by restricted electrostatically fitted cha(RESP),[69] fitted to reproduce
the electrostatic potential of the full DFT (BP86) densdg, these can be expected to
result in a quite accurate electrostatic energy at hugelyaed cost compared to the full
QM density. The change in the activation bard*E' due to the charge on residuean
be determined as

AA'E' = ATEC — ATE (1)

whereA*EC is the electrostatic component of the activation energgutated using ESP
charges instead of the QM density, akitE' is the electrostatic component of the activa-
tion energy with all charges on residuset to zero. In these calculations, the geometries
of both the RS and the TS are kept unchanged. Thus, the s&ifyenf the QM-part is
constant and drops out ANE'. Note thatAA*E' contains contributions from MM-MM
interactions as well as from QM-MM interactions.

Thus, if AA*E' is positive, the atom charges of residuecrease the barrier (destabilise
the TS). Otherwise these charges stabilise the TS.

AA*E' estimated in this way is a semiquantitative measure of éetrelstatic influence
of individual residues, helpful to determine which resislytay a role in the catalytic
activity. However AA*E' is certainly too crude an approximation to be compared with
the effect of a mutation of the respective residue on thetikégc Among the effects
not covered bYAA*E! are the substitution of residuey other moieties, changes in the
geometries of RS and TS by the change, as well as changespoltrésation of the QM
part.

2.5. Umbrella sampling

Biased MD simulations [70, 71] on the DFTB/Charmm level wased to investigate the
free-energy changes and, thus, the role of entropy alongetation. A bias of the form
E(§) = 'E‘(E —&f)2was used in both reaction coordinafgsand€ with a force constant
of k= 0.05 as described above. A total of 238 windows were samplagps®f 0.5 Bohr
in both of the reaction coordinates. Each window was sampiiti10 ps of the trajectory
were trend-free in both reaction coordinates, often legtinsignificantly longer equili-
bration times in each window. The results were analysed twithdimensional umbrella
integration [72]. Despite rather long total productiondif 2.4 ns, however, the statisti-
cal significance of the results was not satisfactory. Esigc¢he reduced quality due to a
lack of stability of the sampling around the transition s@teriorated the accuracy. From
an approximate potential energy surface, whose contoersiamwn in Figure 2, however,
it is clear that the minimum free-energy path proceeds riyuglong the diagonal of the
graph. Thus, the suxy = ¢ + & serves as a good one-dimensional reaction coordinate
for umbrella sampling simulations.

One-dimensional umbrella sampling simulations algag were performed in 74 win-
dows from&X, = —11.3 Bohr to 10.6 in steps of 0.3. Each window was sampled until
10 ps of trend-free date were achieved. Umbrella integnatitalysis [73, 74] resulted in
AYG = 2281+ 3.4 kJ mof 2,

Visualisation was found to be essential for detecting srronderstand the results, and
inspire interpretation. VMD [75] versions 1.8.6 and 1.8 &revused for molecular visual-
isation tasks as well as to create Figures 3 and 5.
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Figure 2. Contour lines (in distances of 50 kJ mobf the free energy with respect to the reaction coordin&teand
&4 (solid lines) and the boundaries of the sampled area (théhethline). The free-energy surface clearly shows that
&cn = &c +&n can be expected to be a good reaction coordinate.

SnapShOt A$Edi1fcct AIEshuttlc AiEshuttlc _ A:,:Edircct

1 80.7 94.2 13.5
2 122.1 120.6 -15
3 96.9
4 73.1 88.1 15.0
5 101.8 99.4 —-2.4
6 101.4 85.9 —15.5
7 106.4 101.1 -5.3
8 119.7 105.8 —-13.9
9 115.5
10 124.6 157.5 32.9
avg. 104.2 106.6

Table 2. Activation barriers in kJ mo! for the direct mechanism and the proton-shuttle mecharissible reasons for outliers are
discussed in section 3.5.

3. Resultsand Discussion

3.1. Reaction Mechanism

The available data, although obtained from a high level ebti and at least some sam-
pling, preclude an answer as to weather the direct mechamistine proton-shuttling
mechanism occur in the real system. It may well be that botthaweisms play a role.

The activation barriers (potential energies) are givendbld@ 2. For three snapshots,
the direct mechanism shows a lower barrier than the prdtottie mechanism. For the
remaining five snapshots for which comparison is possib&ptoton-shuttle mechanism
is (partially very slightly) preferable. The average bensiare with 104.2 kJ mot and
106.6 kJ mot! practically identical.

An exponential average between the snapshots (which is ttothe lowest energy-
barrier) may be more appropriate than the direct averagstima&te a turnover rate and
to compare to the experimental value for the barrier. Thigissified because the rele-
vant quantity determining the reaction rate is the free ggneather than the potential
energy. Following Jarzynski's equation [76] the free epekg of a process equals the
exponential averagA = —kgT In(exp(—AW /kgT)), of the work AW (which can be
approximated by potential energy differenéds) drawn from a canonic ensemble. Here,
kg refers to Boltzmann’s constant aiido the absolute temperature. Of course, a sample
of ten snapshots is nowhere near a complete set and, therefor not be expected to
provide an accurate average. Furthermore, our barriers havdirectly been obtained
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from a canonic ensemble. Instead, starting configuratiame been drawn from a (true)
canonic ensemble, but then the reactants and transititasstere optimised. Still, it may
be more relevant to take the exponential average (whiclogedb the lowest barrier) into
consideration rather than the direct average.

A different reasoning for the lowest barrier found being tiogortant is transition-
state theory. If many paths lead from the reactant to theymtpdhe one with the lowest
barrier has the highest reaction rate. If the barriers dgfignificantly (by more thakgT),
as they do in our results, then the reaction will almost esigkly proceed via the fastest
route. Starting from different MD-snapshots is only a meafrfding different transition
states.

The exponential average for the activation energy at 300 K is with 78.7 kJ moi*
noticeably smaller for the direct mechanism than for thé@reshuttle mechanism with
90.1 kJ mot?. The lowest barriers contribute most to the exponentialaye So, a simi-
lar difference is obtained when just comparing the lowektasfor the two mechanisms:
73.1 kJ mot? for the direct mechanism and 85.9 kJ mbfor the proton-shuttle mech-
anism. The exponential average for the 18 values of both amésims taken together is
80.2 kJ mot™. While these data show some distinction between the two anésims un-
der investigation, in the real system still both mechanisright occur.

Figure 3. The transition-state structure of the lowestgnsnapshot (4). Indicated are atoms and residues whierautt
with the reaction core. The colour code is: H (white), C (gr&y(blue), O (red), Na (yellow). The structure is truncagtd
numerous positions for better visibility.

There is a substantial spread in the activation energiegdast the different snapshots.
The difference between the highest and lowest values is & @si51.5 kJ mof for
the direct mechanism and even 71.6 kJ mdbr the proton-shuttle mechanism. Even if
these values may be dominated by outliers, they show theriampee of calculating the
barrier at more than one snapshot. Differences betweemtpshots in the geometry of
the reacting atoms are discussed here, while differenctiicoordination, which may
explain the main outlier (snapshot 10) are discussed imose8t5. The spread also shows
that the ribosome is a very flexible system with lots of geoivatt changes occurring
even during limited sampling time.

Tables 3 and 4 show the main geometric data of the transitédassin the two mecha-
nisms under investigation. In the direct mechanism, the @iskance is almost constant
between the different snapshots, with a standard deviafionly 0.021A. This distance
is, with 1.562A on average, also already close to the product, with tylyidaB65A. The
low spread and short bond in the TS can be interpreted as tNebGrd being mostly
formed, maybe only as a single bond, already in the TS. In et C-N bond has
partially double-bond character. By contrast, the C—Oadist, and especially the O-H
distance vary substantially between the snapshots. Theaskalso dominate the transi-
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Snapshot d(C-O) d(C-N) d(N-H) d(O-H) A'E

1 1.789 1.544 1.284 1.242 80.7
2 2.114 1.588 1.060 1.782 122.1
3 2.207 1.526 1.135 1.459 96.9
4 2.042 1.553 1.102 1.488 73.1
5 2.163 1.582 1.051 1.949 101.8
6 2.080 1.545 1.113 1.631 101.4
7 2.018 1.554 1.133 1.453 106.4
8 1.918 1.587 1.177 1.352 119.7
9 2.214 1.569 1.105 1.537 1155
10 1.921 1.567 1.188 1.350 124.6
avg. 2.047 1.562 1.135 1524
RS 1.357 - 1.031 - 0.0
PS - 1.365 - 0.980 —-65.8

Table 3. The transition states (geometric datA ind activation energy in kJ mol) of the ten snapshots optimised with BP86/Charmm.

Snapshot d(C-O) d(C-N) d(N-H) d(H-O2) d(02-H2) d(H2-0)

1 1.992 1.608 1.081 1.710 1.335 1.130
2 2.119 1.610 1.067 1.808 1.198 1.251
3
4 1.951 1.613 1.066 1.818 1.216 1.236
5 2.186 1.585 1.071 1.772 1.120 1.376
6 2.229 1.552 1.111 1.584 1.139 1.335
7 1.992 1.587 1.114 1.555 1.202 1.256
8 1.917 1.704 1.083 1.647 1.231 1.213
9
10 1.956 1.586 1.158 1.507 1.568 1.040
avg. 2.043 1.606 1.094 1.675 1.251 1.230
RS 1.357 - 1.031 - 0.999 -
PS - 1.365 - 0.987 - 0.980

Table 4. The geometric data Aof the transition states for the proton shuttle mechaniptimdsed with BP86/Charmm.

tion mode.

The geometric data of the atoms directly involved in the gition are uncorrelated
with the activation barrier. Thus, at least for the directcirnism, the differences in
the activation barriers between the snapshots must be atdaysenteractions with the
environment, rather than by early or late transition states

The transition modes vary rather substantially betweestia@shots. While in the first
snapshot, the transition is dominated by hydrogen trangfertransition mode signifi-
cantly extends to the sugar rings and a nearby water in soastine one with the lowest
barrier. Correspondingly, the imaginary frequency is eatiigh (1208 cm?) in snapshot
1, while it is quite low (201 cm?) in snapshot 4.

The situation is similar for the geometric data of the proshmittle mechanism, see
Table 4. Here, the C-N and the N-H distances show the smslésdard deviation, with
0.044 A and 0.032A, respectively. These distances are also similar in vatadsilly
established bonds. The main transition (and also mainti@ribetween the snapshots) is
the breaking of the C-O bond and, concertedly, the formatidhe bond O—-H2'. As with
the direct mechanism, a correlation between geometriarfeaf the reactive centre and
the activation energy could not be found.

Note that neither of the two hydrogen bounds previously fbima gas-phase model
[15] are present in any of the transition states we found by/I@M.
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3.2. Tetrahedral intermediate

The low spread in th C—N distance of the transition stateisatels the existence of a tetra-
hedral intermediate, a geometry where the C—N bond is giigijtformed, but the N-H
bond (and the C—0O) bond not yet broken. However, when opgtignidownwards from
the transition states, in only one snapshot (humber 4) wassisible to locate a tetrahe-
dral intermediate. In all other cases, the system convemyeards the reactant state. The
tetrahedral intermediate found for snapshot 4 is only 3. Bkl ! higher in energy than
the RS. The C-N distance is with 1.688still slightly longer than in the transition state,
d(C-0)=1. 4524, d(N-H)=1. 041A, andd(O-H)=2. 086A. Of course, this does not mean
that no tetrahedral intermediate exists on the potentiatggnsurfaces of the other snap-
shots. There was just no local minimum of that kind found i geometry optimisation.
In section 3.6, we will report on tetrahedral intermedidtest have been found in 6 of
the 10 snapshots when using SCC-DFTB as QM method in stdticladons. However,
no minimum corresponding to a tetrahedral intermediate f@asd on the free-energy
surface using that QM method.

Thus, if atetrahedral intermediate exists in the real sysiigs a very shallow minimum
with it energy similar to that of the reactant state. Othévs [L8] have found the barrier
from the RS to the tetrahedral intermediate to be signiflgamhaller than the one from
the latter to PS. Thus, a tetrahedral intermediate is wragitefor the reaction mechanism.

3.3. Decomposition of the QM/MM energies

In order to assess the influence of the ribosome environmetlie@PTC, we simulated
the equivalent model reaction in the gas phase:

rib-phe(gasy- rib-ala(gas)— rib(gasH-rib-ala-phe(gas)

where rib stands for the ribose moiety (without the RNA baké&tvwould be present in
adenosyl), and ala and phe for the amino acids used in ourlpzdaeine (with acetylated
N-terminus) and phenylalanine, respectively. This modetesponds to the QM part of
our QM/MM simulations. The activation barrier for the gasage reaction iA*E (gas) =
1180 kJ mol L. To obtain this number, the optimisations were started fitoerQM/MM-
RS and TS of snapshot 4. While it is unlikely that other localima would be reached in
gas phase optimisations of the other snapshots, this pldgsstannot be excluded. Thus,
for this snapshot, the ribosome decreases the activativieiblay 44.9 kJ mot! compared
to the gas-phase reaction.

In the gas phase, the ribose rings of Ade 77 connected to {htelpe take over some
of the tasks of the whole surrounding. Hydrogen bonds betwee peptidyl-O atoms
and the hydrogen at the O2’ position keep the reactants septafinding that confirms
previous gas-phase studies [15].

To investigate the geometric influence of the environmemteaergy decomposition
scheme, similar to a previously used one [77], is appliedaABst step, we consider
the distortion of the gas-phase reactant complex by thesoilm@. Thus, we compare
the energy of the reactant complex in the gas-phase geonwethe reactant complex
in the QM/MM geometry. This—strictly positive—energy cahution Egs(gas//eny —
Ers(gas//gas= 1136 kJ mot2. It is mainly caused by breaking of intramolecular hy-
drogen bonds in the gas-phase complex, which are to be egplacinteractions with the
environment. In this comparison, only the geometry of the/@IM model is used. All
interactions with the ribosome environment, also the [eddion of the electron density,
are omitted.

The same decomposition can be performed for the transitiate,swhich provides
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the activation barrier calculated in the gas-phase at théMMAoptimised structures,
AYE(gas//eny, corresponding to the process

RS(gas//env}- TS(gas//env)

We obtainA*E (gas//eny =156.4 kJ mot?, substantially (83.3 kJ mot) higher than
the ribosome-catalyzed barrier AfE (env//eny =73.1 kJ mot* for the same snapshot.
This comparison clearly shows, that the transition statégsificantly stabilised by the
ribosome compared to the reactant state. This stabilis&tidue to interactions with the
environment of the reactive centre within the ribosomeeaathan due to just placing the
reactants in a favourable position next to each other. Ofseninere the comparison was
done with respect to the gas phase. A fairer comparison méay te reaction in water.
However, we doubt the validity of common continuum solvatinodels for this system,
as much of the interactions are hydrogen bonds and interagtith ions, see below,
which cannot be covered by continuum solvation models.ngkbolvation in water or
salt solutions into account explicitly is computationatigher demanding and, therefore,
outside of the scope of this work.

From comparison to the gas-phase reaction, we learnedhabbsome has to distort
the reactants in order to reduce the barrier. Now, we wiltuks which specific interac-
tions to the environment lead to the significant reductiothefbarrier by 83.3 kJ mot.

3.4. Electrostatic influence of the environment of the PTC on theaction

DAE', (k3 mol™)

-40

L L
RNA, Protein water sodium
Residue

Figure 4. Electrostatic influence of individual residuestiom activation energy¥A*E') obtained at snapshot 4. Positive
values indicate an increase of the activation energy byebpective residues, negative values indicate a decrease.

The electrostatic influence of individual residues on thealgéc activity is assessed
by calculatingAA*E' for each residue for the direct mechanism obtained with simatpt
(DFT(BP86)/Charmm), the one with the lowest activationrgpeVisualisation by means
of showing only residues withAA*E'| larger than a modifiable threshold and colouring
them according t&A*E' for both the RS and the TS geometries helped to understand the
interplays between the residues involved.

The largest electrostatic influence of a single residM&*E' = 39.4 kJ mol?) is
caused by a water molecule which forms a hydrogen bond to 8ebRt not to the
TS. The H-bond is formed to the peptidyl-O of the P-site. la T8, instead, the same
water molecule H-binds to another water, which causes aedserof the barrier by
ANE' = —14.4 kI mol 2. The latter water molecule, in turn, is pulled away from aisot
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Figure 5. All residues WIithAA*E!| > 12 kJ mot ! are shown as thick sticks. Numbers corresponfA®E! in kJ mol.
Additionally, both termini of the tRNA, which contain theta® centre, are shown (ball-and-stick). The 4 atoms mainly
included in the reaction (NCHO) are shown in larger spheoesbétter orientation. Residues shown in green stabilise
the transition state, residues shown in red destabilisarémsition state with respect to the resting state. Higlodour
saturation indicates a stronger effect.

by the former one when the TS is formed, which causes the soiuncrease the barrier
by AA*E' = 29.6 kJ mol .

One sodium atom stabilises the transition statABYE! =-39.2kJ mol! by moving
closer to O2’ of the P-site (2.228 at the TS vs. 2.287A at the RS). The movement,
however, is only possible, because a hydrogen bond betwgeaf@he P-site and O of
the A-site which holds O2' away from the same sodium in the iB®yoken in the TS.
The same sodium atom is also stabilised by 04’ of Ade 2451 hisicupposed to have
catalytic activity. Howeve®dA*E' of Ade 2451 is only +3.4 kJ mol, so it has hardly any
net electrostatic influence.

Another water molecule and a sodium ion stabilise the TBAAE' = —29.5 kJ mol?
and —17.9 kJ mol?, respectively. The sodium is tighter bound between theighgpD
of the P-site, O of the (truncated) amino acid chain of thé®-and O2’ of the A-site’s
Ade 76 as well as by O2’ of Ura 2584. The water molecule and B&#anore efficiently
stabilise the sodium in the TS and thus reduce the barrier.efergetic contribution of
Ura 2584 isAATE' = —24.6 kJ mol %, mainly due to better stabilisation of the sodium ion
(distance 2.3&\ in the TS and 2.4% in the RS).

Concerning the RNA environment, Cyt 75 of the P-site detitatsithe TS byAAE! =
13.5 kJ mott. One rational may be the slightly weaker hydrogen bond betvits NH
group and a phosphate-oxygen of Ade 76 of the A-site.

It is striking that there are not less than 5 sodium ions andemmolecules with an
individual electrostatic influence on the barrier of morarti2 kJ mot?, compared to
only two RNA residues.

The electrostatic influence of these individual residuesrsequite pronounced com-
pared to the overall barrier. However, one has to keep in ntivad any residue, would it
be removed artificially (by mutagenesis or any other methaal)ld be replaced by other
moieties, which might have a similar influence on the reactio

It should also be noted that only the electrostatic intévacat static structures of the
RS and the TS enter the analysis basedAtE'. The rigidity of the static structures leads
to rather large numbers f&@\*E'. In a dynamic situation at finite temperature, the system
would accommodate changes in the environment by alteritajlslén the reaction path
which likely reduce the numerical values. So, rather tharathsolute numbers, the most
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important feature of the analysis based®&E' is, that water and, especially, sodium
ions play a major role in reducing the barrier.

The apparent importance of ions for the reaction warrantewigw the ionic strength,
the concentration of ions in our model. In a sphere with ausdif 30A we have 238
singly positively charged ions (and as many negatively g@gsirones), resulting in an
ionic strength ol = 3.5 M (M standing for mol dm?). The ionic strength found in the
ribosome is, thus, about 25 times higher than the physictddgbnic strength of about
134 mM [78, 79]. Note that this can not stem from a deficienogtinmodel. We cut out
a specified volume of the experimental structure of the obmes Thus, the concentration
of RNA-phosphate, which causes the high ionic strengthaken from experiment. We
just added the counter-ions. These, however have to berntriesthe real system as well
because huge accumulations of negative charge would behleasSince the negatively
charge phosphate groups are distributed rather evenlynvihib volume of the ribosome
(each RNA residue contains one phosphate group) one caexglsat a more or less uni-
form distribution of the cations. We could have used douliigrged calcium instead of
sodium, which would even increase the ionic strength. Wes,thonclude that the ribo-
some, and likely other ribozymes as well, catalyse reastiyrplacing the reactants in an
environment with very high salt concentration.

3.5. Variability of the stabilisation of the TS by the ribosome

We studied the environment of the PTC in the different snagsstsearching for inter-
actions of the active atoms with their surrounding. Notatiigse were rather different
between the snapshots. This causes the large spread iatiactignergies. Certainly, for
systems as flexible as the ribosome, it is essential to eaketihe activation energy in
independent geometries rather than only using one state.

We presented the analysis based\iE' only for snapshot 4. However, for the other
shapshots we observed similar changes in the interactithre@fctive region with sodium
ions between the RS and the TS. These will be discussed onquati¢ative grounds in
the following.

In snapshot 4, the peptidyl-O of the P-site is H-bound to sewatolecule in the RS,
but not in the TS, see above. The same is true for snapshotsdalpshot 10, the same
atom is H-bound to two water molecules in the TS, but to onky iorthe RS. The RS, but
not the TS, is stabilised by a H-bond from the peptidyl-O &f fsite to the amine group
of Ade 2602 in snapshot 5.

03’ of the P-site, the bond of which to the peptidyl-C is bnoke the main reaction, is
stabilised in the TS by a H-bond/interaction to a water irpshat 5, to H-O2’ in snapshots
4 and 5, as well as to a sodium ion in snapshot 3. These ini@maare absent in the RSs
of the respective snapshots and thus lower the barrier.

An interaction of the hydrogen atom to be transferred in tlagnmeaction with O2’ of
the P-site is present in the TS but not the RS of snapshots 8,aamt in the RS but not
the TS of snapshot 8. This H-bond is the key feature of theoprehuttle mechanism.

The peptidyl-O of the A-site is stabilised by a water in the B& not RS, of snapshot
4, and in the RS but not the TS of snapshot 8.

In all snapshots but 9 and 10, the peptidyl-O of the P-sit¢aisiksed by a sodium ion
in the reactant state as well as in the transition state.draét two snapshots (9 and 10)
the sodium ion had moved away and is absent in both RS and TB ifbthe TSs of
the direct mechanism and the proton-shuttle mechanisnig.rit@ty be one of the reasons
for the high activation barrier of snapshots 9 and 10. Alsgas observed that the lone-
pair of the amino group of the A-site, which is to attack thebca atom of the P-site,
already points towards this carbon in many of the reactatést Notably, this is not the
case in snapshots 2, 5, and 8-10. This may also contribute tigh activation energy of
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Snapshot d(C-O) d(C-N) d(N-H) d(O-H) A'E Ep
1 1.933 1.823 1.316 1235 1719 -
2.149 1.853 1.219 1.333 196.3 24.7

2
3 2.058 1.923 1.286 1.257 2001 7.8
4 2.099 1.957 1.221 1.307 179.4 457
5 2.475 1.958 1.114 1570 156.2 51.6
6 2.146 1.827 1.192 1442 1849 ©68.8
7 2.052 1.966 1.266 1.274 1729 127
8 2.066 2.017 1.264 1.275 217.6 -
9 2.072 1.967 1.310 1.233 280.4 -
10 2.011 1.923 1.296 1.245 190.3 -
avg. 2.106 1.921 1.248 1.317

MAE 0.118 0.360 0.114 0.207
MSE 0.060 0.360 0.114 -0.207
Table 5. Geometric data of the transition states for thectimechanism im\°, activation energy, and energy of the tetrahedral inteliate

Er1 (where existing) in kJ molt optimised with SCC-DFTB/Charmm. MAE and MSE refer to the mahsolute error and the mean signed
error inA, respectively, compared to the DFT(BP86)/Charmm gedeeeteported in Table 3.

shapshots 2, 8, and 10.

This incomplete list already hints the relatively low aation energy of snapshot 4: the
most selectively catalytically active interactions of tieactive centre with the environ-
ment are found in snapshot 4. It, moreover, again shows therisince of sodium ions in
the catalytic activity.

3.6. DFT comparedto SCC-DFTB

In order to allow for extensive sampling of the free-energfipe, we augmented our DFT
calculations by SCC-DFTB results. The latter method is gtaaf orders of magnitude
faster than DFT and, thus, allows for molecular dynamicspig with proper equili-
bration. Before results of the free-energy simulationsteadiscussed, however, we show
that the geometries of the stationary points on the PES ayesimailar to those found by
DFT. We performed the SCC-DFTB calculations for the direethmanism only.

Bond distances at the transition states of the 10 snapshwisibas the activation ener-
gies obtained at the SCC-DFTB/Charmm level are given inéf&biThe activation ener-
gies are, as expected, with a direct average of 195.0 k3'naold an exponential average
of 161.9 kJ mot?! noticeably higher than those obtained with DFT(BP86) (264.mol*
and 78.7 kJ mott, respectively). A tetrahedral intermediate was found inf 6he 10
snapshots. The energies of these tetrahedral intermedeltgive to the reactant states
are given in Table 5.

The geometries are, however, quite similar to the ones rmddai with
DFT(BP86)/Charmm. The C-N bond at the transition state eéslipted about 0. 36
longer on average, the N—H bond OA]longer and the O—H bond 0.24 shorter than
by DFT(BP86)/Charmm, see Table 5. This means, concernangdrbon-“transfer”, the
SCC-DFTB/Charmm transition state is slightly earlier, ceming the hydrogen transfer,
it is slightly later than the DFT(BP86)/Charmm transitidats.

The similarity in the location of the transition states beén DFT and SCC-DFTB is
also illustrated in Figure 6. Using the reaction coordiedteandéy, all transition states
are found in a quite narrow region of abat0.5 A in both directions. While the regions
between the energy expressions largely overlap, it is eatite that SCC-DFTB/Charmm
is shifted towards slightly lower values & and slightly higher values igy. Still, the
structural similarity is surprisingly high. Since the ey is strongly related to the area
in configuration space available to the reaction, thus omgddc grounds, free-energy
sampling based on SCC-DFTB/Charmm can be expected to giuabla information
about the entropy of the reaction.
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Figure 6. Location of transition states in DFT and SCC-DFUBAMM each) compared to umbrella sampling (US) with
SCC-DFTB. The circles indicate the transition states whi fowest activation energies for the respective method. Th
diagonal line indicates possible location of the trangititate in the one-dimension umbrella sampling simulation.

3.7. Free energy of activation

We calculated the free energy of activation by umbrella dargpThe entropy can then
be estimated by comparison with activation energy obtaired static structures. To ob-
tain reliable values for the free energy in systems as flexdlsl the ribosome, extensive
sampling is unavoidable. This forces us to use the semigapiBCC-DFTB method
rather than more accurate DFT calculations. We used umabsalinpling simulations
along&cy = &c + & with umbrella integration analysis.

We obtained a free energy of activatitfiG = 2281+ 3.4 kJ mol ! based on the SCC-
DFTB method as QM method. As in the static SCC-DFTB calcaoitedj this value is sig-
nificantly higher than the experimental valuedt = 63 kJ mot 2. The reactant state was
found atécy = —5. 349A and the transition state &ty =0. 135A. A tetrahedral inter-
mediate was not found on the free-energy surface. Possihleyofc and¢y consistent
with the result of the one-dimensional free-energy simoihet alongécy are indicated in
Figure 6 by a red line. The location of the transition statdtenfree-energy surface is,
thus, fully consistent with the locations of the transitgiates of the static calculations.

Note that the activation-free-energy obtained from unta@ssimpling simulations is not
related to a particular snapshot. It was obtained from 746f p8D-simulation; signifi-
cantly longer than the time interval of 90 ps along which thepshots were taken.

These value foA*G has to be compared ®*E obtained with the same Hamiltonian
as the umbrella sampling simulations. Using the snapslestsribed above, we obtained
activation energies from 156.2 to 217.6 (and in one case 28@) kJ mot. Assuming
again that the exponential average is the relevant onerghiists in an entropic contribu-
tion of TA*'S= —66.2 kJ mol L. Even if we consider the direct averageJE for the
enthalpy, this leaves an entropic contributionTaéf*S= —33.1 kJ mol!, while experi-
mentally it is roughly zero.

The apparent discrepancy with the experimental data carfdaieed by one or more
of the following reasons. (1) There may well be finite-tengpere effects additionally
to the entropy which are not covered BYE obtained from static calculations. (2) The
zero-point energy (ZPE) may lower the barrier. An estimateHis contribution has been
obtained by the harmonic approximation for the vibrationelo-point contributions of
only the atoms of the QM part for snapshot 1. In this case, P bwers the barrier by
13.7 kJ mot?. (3) The SCC-DFTB/Charmm Hamiltonian may be inapproprfatethe
system. (4) Here, we only sampled the direct mechanism.a\thé activation energies
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for the direct mechanism and the proton-shuttle mechanisre ¥ound to be similar, the
free energies of activation may be different. Even if botlthamism occur competingly in
the real system, this fact would increase the activatioropgt To address these questions,
further simulations will be necessary.

4. Summary

Our QM/MM simulations of the formation of the peptide bondtire ribosome have
shown the importance of a high concentration of ions in tlbeayme. By averaging
over 10 snapshots taken from molecular dynamics simulgtiwa found reaction barriers
in good agreement with the experimental data. The varidigiween the snapshots was
found to be substantial, indicating a high degree of fleijbdf the environment of the
PTC. Comparison to the gas-phase reaction shows that theonie reduces the barrier by
electrostatic influence of the environment rather then byfavourably positioning of the
reactants. The high concentration of mobile ions (couiates-to the negatively charged
rRNA and tRNA) in the ribosome, about 25 times the physiaafjconcentration, was
found to be key to the catalytic activity of the ribosome. Sfinding can probably be
generalised to other ribozymes as well.

We studied two reaction mechanisms, a direct proton tramstuding a 4-membered
transition state, and a proton shuttle via the O2’-H grourtMA in a 6-membered tran-
sition state. Both were found to have similar activationrgies. They may compete in the
real system.

A tetrahedral intermediate, an energy-minimum in which@é\ bond of the peptide
bond to be formed already exists, but the C-O bond is not yakdr, was found to be
absent on the potential energy surfaces of most snapsisotglhas on the free-energy
surface.

The free-energy simulations for the direct proton transfechanism resulted in a sig-
nificantly higher free energy of activation than the potaintinergy barrier. This may be
due to additional thermal effects which are not covered bystatic potential energy cal-
culations, or by a reduced free-energy barrier for the prstouttle mechanism. Further
investigations, which are out of the scope of this work, aguired to address this ques-
tion.

In summary, we have found two possible mechanisms of peptdd formation in the
ribosome. The contribution of the ribosome to lowering & #nergy barrier was found
to be its increased concentration of mobile ions rather thainspatial alignment of the
reactants. This also puts the catalytic mechanism of othezymes into a new light.
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Effect of the basis set

To test the effect of the basis set, the energy differenceedam the reactant state and
the transition state of the direct mechanism were calcdilaféh different basis sets.
These calculations were done during feasibility studiexgding the current work.
Thus, they were done with a smaller model with only thosedress free to move
that had at least one atom within®of the QM-region. Thus, they do not directly
correspond to one of the snapshots in the paper. Neverthetes results given in
Table 1 show the suitability of the chosen basis set.

Basis set single point  relaxed
SV AHLRICHS 99.58 96.47
DZ AHLRICHS 97.79 94.57
DzpP - 154.6
DZP AHLRICHS 147.69 147.96
TZVP AHLRICHS 162.94 162.94

Table 1: Relative energy with different basis sets. Singlafrefers to the geometry
optimised at the DZP level. Relaxed refers to a structurgroged in the given basis
set. Energies in kJ mot. The names of the basis sets correspond to the keywords in
GAMESS-UK.

One can clearly see from Table 1 that polarisation functamesessential for ob-
taining reliable energetics. However, a DZP basis set ficgerit.

Effect of the size of the QM region

The energy differences between the same states as for tisesbasonvergence tests
above were calculated with different sets of atoms includatie QM part. In these

calculations, only residues with at least one atom withfad the reactive centre (the
two amino acids) were optimised. In all energy differencesduin the main paper,
more atoms were optimised.
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The standard QM region as used in all results given in the mainuscript con-
tained 57 atoms. The energetic effect is depicted in Figuré&gplanations of the
10 different QM regions are:

©CoO~NOUTA,WNPE

12 » 26 atoms: in order to push the limit, only the backbone ofttix@ amino acids
13 and C3’ with its hydrogen atom were included in the QM partcdntrast to the
14 35-atom model, the rest of the P-site ribose ring was trdagedM.

16 » 35 atoms: only the P-site ribose ring, the P-site amino églictine), the back-
17 bone of the A-site amino acid, and C3’ (and the hydrogen bdarit) of the

18 A-site ribose ring were included in the QM part. In contrasttie 44-atom
19 model, the rest of the A-site ribose ring was treated by MM.

» 44 atoms: the phenyl ring of the phenylalanine residue weatéd by MM.
Somewhat surprisingly, this reduces the energy differéycabout 6 kJ mol™.

23 » 68 and 79 atoms: the A-site phosphate, and both phospltatesl(P sites) were
24 treated by QM, respectively. This only has a minor effect.

26 » 83 atoms: the purine bases of both Ade 76 were treated by Qi4. slightly
27 reduces the energy difference by 3 kJ miol

29 » 105 atoms: both phosphates and both purine bases werediegaiQM. Also
30 only a minor effect of 3 kJ mot* compared to the standard QM region.

Overall, one can clearly see that for sensibly chosen sizi® @M regions, the result
does not significantly depend on the size.

34 160

150

140

N
o
Activation barrier (kJ/mol)

44 130

1 1 1 1 1 1 1 1
45 26 35 44 57 68 7983 105
46 Number of QM atoms

48 Figure 1: Relative energy depending on the size of the QMoregi

URL: http://mc.manuscriptcentral.com/tandf/tmph



