N

N
N

HAL

open science

Asymptotic lowest two-sided cell

Cédric Bonnafé, Jérémie Guilhot

» To cite this version:

‘ Cédric Bonnafé, Jérémie Guilhot. Asymptotic lowest two-sided cell. 2011. hal-00578537v2

HAL Id: hal-00578537
https://hal.science/hal-00578537v2

Submitted on 18 Apr 2011

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-00578537v2
https://hal.archives-ouvertes.fr

ASYMPTOTIC LOWEST TWO-SIDED CELL

CEDRIC BONNAFE AND JEREMIE GUILHOT

ABSTRACT. To a Coxeter system (W, S) (with S finite) and a weight function
L : W — N is associated a partition of W into Kazhdan-Lusztig (left, right or
two-sided) L-cells. Let S° = {s € S | L(s) = 0}, ST = {s € S| L(s) > 0}
and let ¢ be a Kazhdan-Lusztig (left, right or two-sided) L-cell. According to
the semicontinuity conjecture of the first author, there should exist a positive
natural number m such that, for any weight function L’ : W — N such that
L(sT) = L'(st) > mL/(s°) for all st € ST and s° € S°, c is a union of
Kazhdan-Lusztig (left, right or two-sided) L’-cells.

The aim of this paper is to prove this conjecture whenever (W, S) is an
affine Weyl group and c is contained in the lowest two-sided L-cell.

1. INTRODUCTION

Let (W, S) be a Coxeter system (with S finite) and let T’ be a totally ordered
abelian group. Let L : W — T be a weight function in the sense of Lusztig [@, §3.1].
To such a datum is associated a partition of W into Kazhdan-Lusztig left, right or
two-sided L-cells [@, Chapter 8]. By virtue of [, Corollary 2.5], the computation
of these partitions can be reduced to the case where L has only non-negative values,
which we assume here in this introduction. We then set

S°={se S| L(s)=0} and St ={seS|L(s) >0}

A particular case of the semicontinuity conjecture of the first author , Conjec-
ture A(a)] can be stated as follows:

Semicontinuity Conjecture (asymptotic case). There exists a positive integer
m such that, for any Kazhdan-Lusztig (left, right or two-sided) L-cell ¢ and for any
weight function L' : W — T such that L(s%) = L'(s™) > mL'(s°) for all sT € ST
and s° € S°, the subset c is a union of Kazhdan-Lusztig (left, right or two-sided)
L'-cells.

The computation of the partition into Kazhdan-Lusztig cells is in general a very
tough problem and a general proof of the semicontinuity conjecture would be very
helpful. Even whenever it is not proved, it gives a lot of speculative “upper bounds”
for the cells (for the inclusion order): at least, it can be seen as a guide along the
computations.

Note that the full semicontinuity conjecture [f], Conjecture A] (not only the
asymptotic case) has been verified in different situations (see for instance the dis-
cussion in [ﬂl, §5]). Note also that it has been established by the second author
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2 C. BONNAFE & J. GUILHOT

whenever (W, S) is an affine Weyl group with |S| = 3 (see [LT]). Our aim here is to
prove a result slightly different in spirit than the previous ones. Indeed, it works
for all affine Weyl groups and non-negative weight function L but it focuses only
on one particular two-sided cell, namely the lowest one (which we denote by ¢k, ).
Theorem. Assume that (W, S) is an affine Weyl group. There exists a positive
integer m such that, for any Kazhdan-Lusztig (left, right or two-sided) L-cell ¢
contained in ck. —and for any weight function L' : W — T such that L(sT) =
L'(st) > mL'(s°) for all st € ST and s° € S°, the subset ¢ is a union of Kazhdan-
Lusztig (left, right or two-sided) L'-cells.

The main ingredient of the proof of this result is the generalized induction of the
second author [E] together with the particular geometric description of the lowest
two-sided cell and its left subcells.

The paper is organized as follows. In the literature, the lowest two-sided cell is
defined whenever L takes only positive values on S (i.e. S = ST). The aim of the
first four sections is to extend this description of the case where L is allowed to van-
ish on some elements of S and to relate it to the semidirect product decomposition
of W associated to the partition S = S° U ST as in [J] (see also [[l, §2.E]). It must
be noticed that the proof of a key lemma (see Lemma @) requires a case-by-case
analysis: this lemma is of geometric nature and does not involve Kazhdan-Lusztig
theory.

In Section 5, we introduce Kazhdan-Lusztig theory and, in Section 6, we recall a
more sophisticated version of the semicontinuity conjecture and we state our main
results. The proof of these results is then done in the last two sections.

2. AFFINE WEYL GROUPS AND (GEOMETRIC REALIZATION

In this paper, we fix an euclidean R-vector space V' of dimension r > 1 and we
denote by ® an irreducible root system in V of rank r: the scalar product will
be denoted by (,) : V x V — R. The dual of V' will be denoted by V* and
(,) : VxV* — R will denote the canonical pairing. If o € ®, we denote by
& € V* the associated coroot (if # € V, then (z,&) = 2(z,a)/(a, a)) and by ® the
dual root system. We fix a positive system ®* and for o € &+ we set

Hyo={z eV | (z,a) =0}.
Then the Weyl group g of ® is generated by the orthogonal reflection with respect
to the hyperplanes H, . It acts on the root lattice (®) and the semidirect product
Qo x (®) is an affine Weyl group of type ®.
2.1. Geometric realizations. For o € &1 and n € Z, we set

Hoyn={zeV | (z,a&) =n}
Then H, , is an affine hyperplane in V. Let

F ={Huy, | a€ ®" and n € Z}.

If H € %, we denote by oy the orthogonal reflection with respect to H. Let
Q= (o | HE€ F). Then Q is isomorphic to Wy x (®). We shall regard  as acting
on the right of V.
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An alcove is a connected component of the set

v- |JH
HeZz
It is well-known that 2 acts simply transitively on the set of alcoves Alc(.#). Recall
also that, if A is an alcove, then its closure A4 is a fundamental domain for the action
of Qon V.

The group € acts on the set of faces (the codimension 1 facets) of alcoves. We
denote by S the set of Q-orbits in the set of faces. Note that if A € Ale(F), then
the faces of A is a set of representatives of S since A is a fundamental domain for
the action of Q. If a face f is contained in the orbit s € S, we say that f is of
type s. To each s € S we can associate an involution A — sA of Alc(#): the
alcove sA is the unique alcove which shares with A a face of type s. Let W be the
group generated by all such involutions. Then (W, .S) is a Coxeter system and it is
isomomorphic to the affine Weyl group Wy x (®) (hence we also have Q ~ W). We
shall regard W as acting on the left of Alc(.%). The action of 2 commutes with
the action of W.

We denote by Ag the fundamental alcove associated to ®:
Ag={z eV |0< (z,a) <1foral acd'}.

Let A € Alc(#). Then there exists a unique w € W such that wAy = A. We will
freely identify W with the set of alcoves Alc(.%#)

2.2. Associated Coxeter system. Let £ : W — N denote the length function
(with respect to the Coxeter system (W, .S)). We denote by .Z(W) the set of finite
sequences (w1, . .., wy, ) of elements of W such that £(wy - - - wy,) = £(w1)+- - -+£(wy).
If (wq,...,wy,) is a finite sequence of elements of W then, in order to simplify
notation, we shall write wy ewge - -+ ewy, if (wy,...,w,) € Z(W). If I is a subset of
S, we denote by W; the subgroup of W generated by I. We denote by X the set of
elements w € W which are of minimal length in wW7i: it is a set of representatives
of W/W;. Tt follows from the irreducibility of ® that Wy is finite whenever I is a
proper subset of S: in this case, the longest element of W; will be denoted by wj.

Example 2.1. Let A € V be a 0-dimensional facet of an alcove. We denote by
Wy the stabilizer in W of the set of alcoves containing A. It can be shown that
W) is the standard parabolic subgroup of W generated by Sy = S N W) (in other
words, with the previous notation, W = Wg, ). Note that W) is finite: the longest
element of W) will be denoted by wy and we set Xy = Xg,. ®

Let H = H,, € .7 with « € ®' and n € Z. Then H divides V — H into two
half-spaces

Vi = {neV | (na) > n),
Vg ={peV|(z,a) <n}.
We say that an hyperplane H separates the alcoves A and B if A C VI}F and B C Vi
or ACVy and B C Vjf. For A, B € Ale(F), we set
H(A,B) ={H € .Z|H separates A and B}.
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Proposition 2.2. Let z,y € W and A € Ale(F). We have
(1) £(x) = [H(A,zA)|;
(2) xey if and only if H(A,yA) N H(yA, zyA) = (.

2.3. Weight functions. Let (I',+) be a totally ordered abelian group: the order
on I' will be denoted by <. Let L : W — T" be a weight function on W that is a
function satisfying L(ww’) = L(w) + L(w’) whenever {(ww’) = £(w)+£(w"). Recall
that this implies the following property:

(2.2) If s, t € S are conjugate in W, then L(s) = L(t).

We denote by Weight(W,T") the set of weight function from W to I". Throughout
this paper, we will always assume that L is non-negative that is L(s) > 0 for all
s € S. The weight function L is called positive if L(s) > 0 for all s € S (in other
words, L is positive if and only if L(w) > 0 if w # 1). Note that a weight function
on W is completely determined by its values on the generators s € S: the element
of the set {L(s) | s € S} are called the parameters.

Example 2.3. The map W — T', w +— 0 is a weight function (and will be denoted
by 0): it is not positive (if W # 1). On the other hand, ¢ : W — Z is a positive
weight function. m

Here is a first consequence of the non-negativeness assumption:

Proposition 2.4. Let z, y € W. If L(xz) = 0, then L(xy) = L(yx) = L(y).

Proof. Let | = £(x) and let s1,..., s be elements of S such that z = s1--- 5.
Then L(z) = L(s1) + -+ L(s;), so L(s;) =0 for all ¢ € {1,2,...,1}, because L is
non-negative. So, arguing by induction on the length of z, we may (and we will)
assume that ¢(x) = 1, i.e. that x = s;. Two cases may occur:

o If 2y > y, then {(zy) = ¢(z) +{(y), so L(xy) = L(z)+ L(y) = L(y), as desired.

o If xy < y, then {(y) = {(z) + l(xy), so L(y) = L(z) + L(xy) = L(zy), as
desired. 0

2.4. L-special points. Let H € .# and assume that H supports a face of type
s € S: we then set Ly = L(s). Note that this is well defined since if H supports
faces of type s,t € S then s and t are conjugate in W [E, Lemma 2.1]. Then
Ly = Ly, for all o € Q. If X\ is a 0-dimensional facet of an alcove, we set

Ly = Z Ly = L(wy).

HeZ
ANeH

Note that Ly, = Ly for all o € Q. We set

v :=max L.
A€V

We then say that A is an L-special point if Ly = v;,. We denote by Spe; (W) the set
of L-special points: it is stable under the action of §2. Since Ay is a fundamental
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domain for the action of €2, the set Spe; (W)N Ay is a set of representative of orbits
of Spe; (W) under the action of .

Example 2.5. If L =/ is the usual length function then L is just the number of
hyperplanes which go through A hence vy = |®T] and the set of f-special points is
equal to the weight lattice

P@)={veV |Vacd (v,a)cZ}.

Hence we recover the original definition of special points by Lusztig in [L3]. m

Convention 2.6. If W is not of type C, (r > 1) then any two
parallel hyperplanes have same weight [E, Lemma 2.2]. In the case
where W is of type C, with generators t, si,..., Sp—1, t' such that
(t,81,...,8r—1) = Wo and (s1,...,8r—1) is of type A,._1, by sym-
metry of the Dynkin diagram, we may (and we will) assume that
L(t) > L(t').

Recall that the type C; is also the type Aj.

Remark 2.7. Note that with our Convention P.g for C, (r > 1), the point 0 € V' is
always an L-special point. m

For a € ® we set
Ly :=max Ly, .
nez ’
Remark 2.8. Note that if W is not of type C then since any two parallel hyperplanes
have same weight we have L, = Lp,, for all n. In general we will say that
H=H,, € % is of mazimal weight if Ly = L. W

We denote by ®~ the subset of ® which consists of all roots of positive weight.
Note that ® is a root system of rank r, not necessarily irreducible, and that
&L NPT is a positive system in ®¥: see the proof of Lemma @ where we classify
the root systems ®“. We denote by A’ the unique simple system contained in
L' N ®F. We have

e If W is not of type C or if L(t) = L(#') in type C then
Spe,(W)={veV |Vacd (va)cZ}
o If W is of type C and L(t) > L(t') then
Spe, (W) = (®1) ¢ {v e V |V a € ®*, (v,a) € Z}.

In other words, the L-special points are those points of V' which lies in the inter-
section of |®% N ®*| hyperplanes of maximal weight.

Let #L = {H € Z | Ly > 0}. Let A be a O-dimensional facet of an alcove
which is contained in an hyperplane of positive weight. An L-quarter with vertex
A is a connected component of

v- |J H

HeZl
ANEH



6 C. BONNAFE & J. GUILHOT

It is an open simplicial cone: it has r walls.

Let a € ®L. A mazimal L-strip orthogonal to o is a connected component of

V— | Han

nez
LHa,n :La

If A is an alcove, we denove by %,(A) the unique maximal L-strip orthogonal to
« containing A. Finally, we set
2 (Ao) = | ! (Ao).
acdt
Lo>0

3. ON THE LOWEST TWO-SIDED CELL

We keep the notation of the previous section. We fix a non-negative weight
function L € Weight(W,T").

3.1. Definition and examples. Recall that we have set vy, := maxcy Ly. Since
W is a standard parabolic subgroup of W, one can easily see that

v, = max L(wy)
IGgﬁn(S)

where P4, (S) denotes the set of subsets I of S such that W7y is finite. We set

= |J W
1€ P4, (S)

Then we define the lowest two-sided cell of W by
ck W) ={azwy | w e W, xowey and L(w) = vp}.

We shall see later (see Section @) the reason for this terminology. When the
group W is clear from the context, we will write cZ; instead of cZ. (W). Note the

following immediate property of ¢

min*

L

min

L

Lemma 3.1. Letw, z, y € W be such that w € c;,, and xswey. Then xwy € cg;,-

The set cZ. can change quite dramatically when the parameters are varying as
shown in the following example.

Example 3.2. Let W be of type Csy with diagram and weight function given by

a b c
CO——_CO———
t s t/

where a, b, c € T' and, by convention, we assume that a > c. We start by describing
the set

e ={weW | Llw)=vr}.
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We have
{tsts} ifa > cand b >0,
{tsts, tst} ifa>cand b=0,
ymax _ {tsts,t'st's} ifa=c>0andb>0,
{tsts,tst,t'st's,t'st',tt'} ifa=c>0and b=0,
{sts, stst, st's, st'st'} ifa=c=0andb>0,
/2 if a,b,¢=0.

If w™ax = % then we get c&. = W. Otherwise the corresponding sets cZ. are

described in the following figures: the black alcove is the fundamental alcove Ay,
the alcoves with a star correspond to the set #™2* and the set cZ. consists of all

min

the alcoves lying in the gray area (via the identification w <> wAy).

* k[
The set ¢k, fora>cand b >0 The set ¢k, fora>cand b=0
Qi k|
%
% k|

The set ¢k, fora=c>0and b >0 The set c&,

fora=c>0and b=0
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The set ¢k, fora=c=0and b>0

3.2. Some alternative description of cZ. . Let (W) be the set of finite

sequences (wy, ..., wy,) of elements of W such that L(wy---w,) = L(wy) + -+ +
L(wy).

Example 3.3. For instance, .4, (W) = £ (W). Note also that £ (W) C .ZL(W),
by definition of a weight function: the inclusion might be strict, as it is shown by
the case where L = 0. Finally, if L(s) > 0 for all s € S, then £ (W) = Z(W). m

Example 3.4. If L =0, then vy, = 0, Spe, (W) is the set of O-dimensional facets,
(W) is the set of finite sequences of elements of W and c¢Z, =W. m

For A, B € Ale(®), we set
H*(A,B) = {H € Z"|H separates A and B}.
Then we have (compare to Proposition P.2):
Proposition 3.5. Let z,y € W and A € Alc(W). We have
(1) L(z) = ZHEHL(A,zA) Ly
(2) (x,y) € ZLL(W) if and only if HX(A,yA) N HE(yA, zyA) = 0.

The set ¢k

min

can be described as follows.

Proposition 3.6. The following equalities hold:
cke. = {awy |weW, (z,w,y) € LL(W) and L(w) = vy}
{zwry | A € Spey (W) and (z,wx,y) € ZLL(W)}
= {w | w(Ao) ¢ %" (Ao)}.

Proof. Let

A = {owy|weW, (z,w,y) € LL(W) and L(w) = v},
{zwxy | A € Sper, (W) and (z,wx,y) € LL(W)},
C = {w]|wAy ¢ %"(Ap)}.

Sy
|



ASYMPTOTIC LOWEST TWO-SIDED CELL 9
It is clear that cZ;, , B C A. Now, let 2 € A. Then there exists w € ¥ and z,
y € W such that z = awy, L(z) = L(x) + L(w) + L(y) and L(w) = vr.

Let us first prove that z € B. There exists a 0-dimensional facet A such that
w € Wiy. If L(wy) < v, then L(w) < L(wy) < v, which is impossible. Therefore,
L(wy) = vr, so A € Sper (W). Write w = wya, with a € Wy. Then, since wj is the
longest element of Wy, we get that £(wy) = £(w) + €(a), so L(w) + L(a) = L(w)),
so L(a) = 0. By Proposition P-4, it follows that L(ay) = L(y). Then z = zwyay,
and L(z) = L(z) + L(w) + L(y) = L(z) + L(wy) + L(ay). This shows that z € B.
So A=B.

Let us now prove that z € cZ, . We shall argue by induction on £(z) +£(y). The
result being obvious if £(x)+£(y) = 0, we assume that £(z)+¢(y) > 0. By symmetry,
we may assume that x = sz’, with s € S and sz’ > 2. Let 2’ = sz. Therefore,
L(z) = L(s2’)+L(w)+L(y) = L(s)+L(z")+L(w)+L(y) > L(s)+L(z'wy) = L(s)+
L(z") = L(2'). Consequently, L(z) = L(s)+ L(z') and L(z') = L(z’)+ L(w) + L(y).
So 2’ € A and, by the induction hypothesis, 2’ € cL; .

o If 52/ > 2/, then z = s2’ € ¢k, by Lemma B.1|, as desired.

Two cases may occur:

o If 52/ < 2/, then L(z) = L(sz’) < L(2’). Since we have already proved that
L(z) = L(2’), this forces L(s) = 0. Write 2z’ = aw'b with w’ € #, L(w’) = v, and
aew' «b. Since z = sz’ < 2/, this means that z is obtained from the expression aw’b
by removing a simple reflection s’ conjugate to s from a reduced expression of a, b
or w'. Tt it is removed from a or b, then z = a/w'd’ with a’sw’+b’, s0 2z € ¢k, . If
it is removed from w’, then z = aw”d with L(w”) = L(w') = vy, and asw” «b, so
z€ck. .

L

min*

Therefore, we have proved that A =B =c¢
It remains to show that C' = c&. . Let z € c&. = B. Then there exist 2,y € W

min* min

and A € Spe; (W) such that z = zwyy and (z,wy,y) € ZL(W). In particular we
have (wy,y) € Z1(W) hence, using Proposition B.5, we get

(*) H"(Ag,yAo0) N H" (yAo, wayAg) = 0.

Let o € ®L. Since A is a special point there exists an hyperplane H, ,, of weight
Lo which contains A. The hyperplane H, ,, separates yAp and wyAy and is of
maximal weight, therefore by (x) it cannot lie in HX(Ag,yAp) and it follows that
it separates Ay and wyyAg. Therefore for all u € wyyAy we have
(u, &) >ny  ifny>1
() <my ifny <0
and wyy ¢ %L (Ap). But this holds for all a € ®L, thus wyyAg ¢ % (Ap). Now
we have (z,wy,y) € ZL(W) therefore
H" (Ao, wayAo) N H" (wxy Ao, zwryAo) = 0
from where we see that H, ,, does not lie HE (wryAp, xwyryAo).
UE(Ap) as required.
Let us now prove that C' C ¢k . Let w € C. The idea is to follow the proof of
[@, Proposition 5.5] using ®% instead of ®. The alcove wAjy lies in some connected
component of

Hence x wyyAo ¢

V- |J Hao

acdL
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The group Qf = (o, , | @ € @) is easily seen to act simply transitively on this
set of connected components, therefore there exists o € QF such that

wAy CCp :={veV|(v,a) >0 for aca(AF)}
This implies that there exist r linearly independent roots Si,..., 05, in oL N ot
such that
&, 2:{U€V|<U,Bi><0f0r1§i§k’, (U,Bi>>0fork+1§i§r>}.
Removing the alcoves which lies in %/ (A4y) we obtain the following L-quarter,
which is a translate of &,:
€ ={veV|{f) <bforl<i<k (v,6;)>bfork+1<i<r)}
where
0 if1<i<k,
bi=4q1 ifk+1<i<rand L(Hg, o) =L(Hg, 1),
2 otherwise.
Let A, be the vertex of €’ that is the point of V which satisfies (Ao, ;) = b; for

all 1 <i < 7. Then )\, is a special point: for a € ®* we set n)) = (\,,a). Note
that for all « € & we have

(1) ¢, CVy ifn)>0 and%,CV,  ifn) <0.

"o "o

Now let z € W be such that z(Ag) C €., A € z,Ag. We get for a € ®L (using (1))
o if H,, € H:(wAg,24¢) then |n| > [n)|;
o if H,, € HE(Ag,24¢) then |n| < |[n)|;
o if H,, € HX(wyzAp, 24p) then n=n
Finally putting all this together we get that

>

o

HL(Ag,wazAp) N HE(wyzAg, 240) = 0
and HL(Ag,zA0) N HE(zAg, wz"1(zAp)) = 0.
Hence w = wz lwywyz and (wz™1 wy, wyz) € ZLL(W). O

Remark 3.7. By direct product, one can easily show that Proposition @ still holds
when W is not irreducible. m

i Keeping the notation of the proof of Proposition @,
every element o € Qf defines an L-quarter %, with vertex 0 and an L-quarter %,
(which is a translate of €, ) with vertex A,. We get the following equality

chinW) = | J{weW [wiy c€} = | NEW).

min

3.3. The elements of c%

oeQl oeQl

We will simply write N if it is clear from the context what the group W is. Note
that any two sets %,,%, are separated by at least one maximal strip, hence the
above union is disjoint. In fact, the sets €, are the connected components of the
closure of {u € V | p € wAg,w € ¢k, }.

Let b, be the unique element such that A\, € b, Ay and b, has minimal length in
the coset Wy_b,. For a 0-dimensional facet A of an alcove, we set S5 := {s € Sy |
L(s) = 0} and we denote by w$ the element of minimal length in wxWsg
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Lemma 3.8. Every element w € ck. —can be uniquely written under the form
TywayWs by where o € Qé, aw € Wse and zy, € X, .

Proof. Let w € cZ. . We know by the previous proof that w = wz " lwywyz and

(wz=t wy, wxz) € L (W) where z is such that z(A4g) C €. and A\, € 24y. Both
by Ag and wyzAg contains A\, in their closure hence they lie in the same right coset
with respect to W_. Since b, has minimal length in W)_b, there exists y' € W
such that wxz = y'b, and (v, b,) € L(W). Next let x,, be the element of minimal
length in (wz~1)W,, and let 2’ be such that wz=! = z,,2’. Assume for a moment
that o/, y’ € Wess . Then

:E/w)\gy/ S Ws;d Wy, Wsi,, = WS;g Wy,

and we write z'wy_y" = a,ws . Finally w can be written uniquely as 2., @, w3 b
Let us now prove that a’,y" € Wgs that is L(2') = L(y') = 0. Recall that b,
has minimal length in W)b,. On the one hand we have
L(wywxz) = L(wy) + L(waz) = L(wx) + L(y'by) = L(wx) + L(y') + L(bo).
On the other hand
L(wawxz) = L(way'bs) = L(wxy') + L(bs) = L(wx) — L(y) + L(bo)
hence L(y") = 0. Similarly one can show that L(z’) = 0. The proof is complete [

Later on, we will need the following result. We put it and prove it here because
it uses the notation introduced in this section.
Lemma 3.9. Let w = xwawwﬁabg where o € Qé, Ay € Wsi and x,, € X, .
Then we have
(1) Loy ® Aoy 'wf\g obo;
(2) if w' < apwib, and w' € k. then either w' = A WS by where @y < ay
or W = Ty QWS Yor where Yor < by
Eventhough this result might look fairly natural, it is in fact quite long to prove
and involved a case by case analysis.

Proof. We prove 1. The fact that a,sw}_«b, is clear by definition therefore we
only need to show that (awwid by). To this end we show that
D := H (Ao, awws, bsAo) N H(aww} bs Ao, Twwwy bsAg) = 0.
Claim 1. If (\,, ) € Z then Hg,, ¢ D for all n € Z.
Proof. Let ng = (\s, ) and assume that ng > 0, the case ng < 0 is similar. Since
Ty € X),, there are no hyperplane containing )\, which lies in
H(aww} by Ao, Twawwy by Ao).

Hence Hg ,,, ¢ D. Now let n # ng. Then since A\, € aywy by Ao, we have

n < (i, ) <ng+1 for all u € a,ws_bsAo.

If n > ng we have Hg,, ¢ H(Ao,aww} bsAg) and Hg, ¢ D. If n < ng then
Hpg ¢ H(awws, byAo, Twawws bsAg) and Hg p, ¢ D. O
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Claim 2. Let 8 € ®T be such that there exists a hyperplane of direction 3 in D.
Then Hgo Ny # 0

Proof. Let 8 € ®T be such that there exists a hyperplane of direction 3 in D. By
the previous claim, we know that (A\y, 3) ¢ Z. Let n € Z be such that n < (A, 8) <
n+ 1. We will assume that n > 0. (The case n < 0 is similar.) Note that we must
have Hg,, N6, # 0. Translating by —\, we get

t_x, (Hpn) NG, # 0.
Let 2 € t_», (Hg.n) NG,. Note that we have (z,3) =n — (\,, 3). Let

)= w <1
<Aya /3>
Then 0 < § < 1 and an easy calculation to show that  + dA\, € Hg o NE,. [l

Claim 3. Let 8 € ®* be such that Hg o N6, # 0. Then we have either

(1) (Ao, B) €2,
(2) 0< (Mo, B) < 1.

We now prove that Claims (1)—(3) implies that D = §. By Claim 2, the only
hyperplanes that can lie in D are those of the form Hg ,, where HgoN%, # 0. But
then Claim 3 implies that we have either

(1) (A, B) € Z,
(2) 0< (o, 8) < 1.

If we are in case (1), we have Hg,, ¢ D by Claim 1. If we are in case (2), then the
alcove awwia bsAg, which contains A, in its closure, must satisfies

aww}, boAo C{z €V |0 < (z,6) <1}.

But so does Ag, therefore there are no hyperplane of direction S which lies on
H (Ao, ayws b, Ao) and Hg n, ¢ D. Thus D = () as required.

It remains to prove Claim 3. We will proceed by a case by case analysis but first
we want to express Claim 3 in a form which is easier to check. To do so, we need
to introduce some more notation.

Any o € QF defines a partition A U A of AL where

At ={acAl|accdT}and A = {a € A |ac c @7},

Remark 3.10. Note that we can obtain all partition of A in this way, but that two
distinct ¢ might give rise to the same partition. m

To such a partition, we associate Ay+ A~ €V defined by
Aaraz@) =0ifa€ A7 and (Ap+ o-, &) =ba if a € At
where

)

b — 1 ifk+1<i<rand L(Huo) = L(Han1);
“ 12 otherwise.



ASYMPTOTIC LOWEST TWO-SIDED CELL 13

Then we have A\, = ()‘Aj A;)a. Claim 3 is then easily seen to be equivalent to

the following statement, by applying o~!. (In the expression %7, the 1 denotes the
identity of QL)

Claim 3’. Let v € @1 such that H, o N % and let o € QL. Then we have either
(1) (Aax az:7) €EZ
(2) 0< <AA§,A;,’?> <1ifyoedt
(3) —-1< O‘A;A;”w <0 ifyo e &~

Proof. As mentioned earlier, we proceed by a case by case analysis. Note that it is

enough to prove the claim for y ¢ ®%, since for all ¥ € &% we have (Aar a7 EZ
as Ax+ A- Is a L-special point.

Type Gq. It is a straightforward verification.

Type Fy4. Let V = R* with orthonormal basis (€i)1<i<a. The root sytem ® of type
Fy4 consists of 24 long roots and 24 short roots:

1
+e;+¢; and *ey, 5(:&51 +tegtegtey).

Assume that S° = {s1,s2}. We get that ® is of type D4 and consists of the roots
+¢; £ ¢;. We choose the following simple system:
AL = {e1 — e2,69 — 3,63 — 4,63+ €4}

We have 61 = {z € V|(z,&) > 0, for all o € AL}. In other words

x1 —x9 >0
xo—x3 >0
r3—x4 >0
r3+x4 >0

for all x1,xo,x3,24 € €. In particular, we have x1 > x9 > x3 > |z4|. The first
step is to determine the set B of roots v € ®\®L which satisfies

HyoN% # 0.
We find
B = {i%(sl — &9 — €3+ €4), :I:%(sl — g9 —e3—¢€4)}
The set of points {Ay+ A~ |0 € QLY is the set of points (z1, 2,23, 74) € V which
are solutions to the systems

xr1 — T2 :51
To — I3 :52
T3 — T4 :(53
r3+x4 =04

where ; = 0 or 1. Claim 3’ then follows by a straightforward computations. We
find that (Ay+ A-,7) € Z in all cases.
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Assume that S° = {t1,t2,t3}. We get that ®F is of type D4 and consists of the
roots £¢;, %(ial + €9 +e3 +£4). We choose the following simple system:

1
AF = {5(61 — &9 — €3 —£4),62,E3,E4

We have €1 = {x € V|(z,&) > 0,for all @« € AL}. The set B of roots v € ®\d~
which satisfies H, 0N 67 # 0 is

B = {i(&'g — 53), i(53 — E4),i(€2 — 64)}.

The set of points )\A; AZ is the set of points (z1, 22, 3, 24) € V which are solutions
to the systems

Ty — X — X3 — Ty =01
€2 = 02
T3 = 53
T4 = 54

where §; = 0 or 1 (since for all & € ALY we have & = 2a). Let v = ¢; — ; where

j>i>1andlet o € Q%. Then o defines a partition of AL, which in turns defines
the ¢§’s. There are 3 cases to consider:

e Suppose that d; = §;. Then <)\A‘¢ A;,’w =1x; —x; =0 € Z as required;
e Suppose that % = 9; > 0; = 0. Then o sends ¢; to a positive root and ¢;
to a negative one. Hence it sends v to a positive root. We get

Papazd)=ti—a; =3
as required.

e Suppose that % =0; > 6; = 0. Then o sends ¢; to a negative root and ¢;
to a positive one. Hence it sends v to a negative root. We get

<)‘A§,A;”7> =TTy = D)
as required.

Type B,. Let V = R" with basis (€)1 <i<n- The root sytem @ of type B,
consists of 2n short roots +e; and 2n(n — 1) long roots roots +e; £ ¢;.

Assume that S° = {t}. We get that &~ of type D,, and consists of the roots +¢;+¢;.
We choose the following simple system:

AL = {51 —€2y---3En—1 " EnyEn—1+ En}-
The set B of roots v € ®\®~ which satisfies H, o N € # 0 is

B = {+e,}.



ASYMPTOTIC LOWEST TWO-SIDED CELL 15

The set of points )\A; AZ is the set of points (z1, 22, 3, 24) € V which are solutions
to the systems

Ty — T2 =01
T2 — I3 = 02
Tn—-1 —Tn = 5n71
Tp_1+ Ty = 5n

where 6; = 0 or 1. This implies that z, = —1/2,0 or 1/2. Therefore we get
(Aat az:8n) =2(Ap+ a-sn) =—1,00r1
as required.

Assume that Iy = {s1,...,5,}. We get that ®% of type (A;)" and consists of the
roots t¢;. We choose the following simple system:

AL = {Ei}-
The set B of roots v € ®\® which satisfies H, o N6 # 0 is
B = {Ei *€j|Z‘ <j}

The set of points )\A; AZ is the set of points (z1, 22, 3, 24) € V which are solutions
to the systems

T = 51
i) = (52
Ty =,

where §; = 0 or 3. Let v = ¢; — £; where j > i and let 0 € Q9. Then o defines a
partition of A”, which in turns defines the §’s. There are 3 cases to consider:
e Suppose that §; = §;. Then ()\A;A;,ﬁ) =12; —x; =0 € Z as required,;
e Suppose that % = 0; > 0; = 0. Then o sends ¢; to a positive root and ¢;
to a negative one. Hence it sends v to a positive root. We get

1

Aaraz V) =zi—z; = 3

as required.
e Suppose that % =0; > 6; = 0. Then o sends ¢; to a negative root and ¢;

to a positive one. Hence it sends v to a negative root. We get
. 1
Aaraz V) =zi—x; = 3

as required.

Type C,. Let V = R™ with orthonormal basis (€)1 <i < n- The root sytem ® of
type C,, consists of 2n long roots +£2¢; and 2n(n — 1) short roots roots +e; + ¢;.

Assume that Iy = {t'}. Then ®L = & and the statement is trivial since ®\®L = (.
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Assume that Iy = {s1,...,5,-1}. We get that ®F is of type (A;)" and consists of
the roots +2¢;. We choose the following simple system:

AL = {251}
The set B of roots v € ®\® which satisfies H, o N6 # 0 is
B = {Ei *€j|Z. <j}

The set of points )‘Ai AZ 18 the set of points (x1,...,2,) € V which are solutions
to the systems

X1 = 61

i) = 62

Tn = On

where §; =0 or 1 if L(t) = L(t) or where §; = 0 or 2 if L(t) > L(¢'). We find that
(Aa+ az+7) € Z in all cases.

Assume that Iy = {s1,...,8,—1,t'}. It is the same thing as the previous case,
except that the §’s only take values 0 or 2.

Assume that Iy = {t,#'}. We get that ®% is of type D,, and consists of the roots
+¢e; £ ;. We choose the following simple system:

Al = {e1—€2,...,6n—1 —€n,en—1+en}
The set B of roots v € ®\® which satisfies H, o N6 # 0 is
B = {£2,}.

The set of points )\A;A; is the set of points (z1,...,z,) € V which are solutions
to the systems

Iy — T2 =4

To — I3 = 0y

Tne1l —Tn = Op—1

Tp_1+Tn =0n

where §; = 0 or 1. Let v = 2¢,, and let o € Q0. Then o defines a partition of AL,
which in turns defines the §’s. There are 3 cases to consider:

e Suppose that 6,1 = d,,. Then <)\A; A;,'w =z, = 0 € Z as required;
e Suppose that % = 0p—1 > 0, = 0. Then o sends 2¢,, = 7 to a negative root

and we have .

<)‘ACJ§,A;5’?> = Tn = _5
as required.
e Suppose that % =0p > 0p—1 = 0. Then o sends 2¢,, = v to a positive root

and we have 1

O‘Aj,A;aw =Tn = 3
as required.
The proof of Claim 3’ (hence of Statement (1)) is complete. O
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L

We now prove (2). Let w' < a,w§_b, be such that w' € ¢, and write

w = Loy A W3, b
Assume that W) _, = W), . Then since
aw/wi’,bg/ < zw/aw/wf\a, bor < aywy b
and aywy ,,awwy , € Wy, , we get (see 4, Proof of Lemma 9. 10]) that either
byr < bg Or byr = by, and a,wy, < a, w3, which implies that a,s < a. as required.

Assume that W) _, # W,,. Write w’ = w, 2" where w, € W, and 2z’ has minimal
length in the coset Wy, w'.

Note that since w' = wg2" < aywy b, we get that z' < b,. But we must have

z' < b, otherwise we would have w, < awwig, which together with the condition
L

min

If we show that

w’ € ¢y, would imply that w, = v'ws_ for some v’ € WY and A\, = A\y.
D = H(bg/Ao, Z/Ao) N H(Ao, bg/Ao) =

then the result will follow. Indeed if D’ = () then there exists an z € W such that
2/ = xb, and zeb, and we get b,s < b, since by < z < by

Let A" be the unique L-special point which contains z’Ap and w_2'Ag. A hyper-
plane H which lies in D’ cannot contain A, (otherwise H ¢ H(Ag, b, Ap)) nor N
(otherwise H ¢ H (b, Ag,z'Ap)) but it has to separate these two points. Hence it
also separates any alcoves which contains A, and any alcoves which contains \'.
In particular it separates a, wS  bor Ag and w'Ag = Ty w$ by Ag but there are
no such hyperplanes as we have shown in the proof of Statement (1). O

Example 3.11 (positive weight functions). In this example, and only in this
example, we assume that L is positive. Let &1 (S) be the set of proper subsets I
of S such that L(wy) = vp. f I € Z1(S), then W; ~ Wy (because L is positive).
Note also that, since L is positive,

Z1(S) = {Sx [ A € Spe, (W)}

and {we¥ | Llw)=vy}={wr |I€ PL(S)} ={wx| X € Spey,(W)}.
Recall also that £ (W) = Z(W). Therefore
ck, = {rwry e W |z,y €W, zewrey and I € Z1(S)}
= {zwyy | x,y € W, zewyey and X\ € Spey (W)}.
It we set ML = {z € W | wyez and swyz ¢ c&, for all s € Sy} as in [{l, Proof of
Theorem 5.4], then we obtain the following decomposition of ¢’

min
ckw=|J M. (disjoint union)
AeSpel (W)
zEMY

where Spe (W) = Spe, (W) N Ay is a set of representatives for the Q-orbits on
Sper, (W) and

N)\,z = {waz | S X,\}.
It is easily seen that the set M f consists of our elements b, and that the sets N .
correspond to NZ. m
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4. SEMIDIRECT PRODUCT DECOMPOSITION

We fix a non-negative weight function L : W — I" where I' is a totally abelian
group. The aim of this section is to express the lowest two-sided cell cZ. in relation

min

to the decomposition of W as semidirect product of two Coxeter groups as in [P].

4.1. Coxeter groups. If I is a subset of S, we set
I°={se€l|L(s)=0} and IT={sel|L(s)>0},
so that I = I°UTT. We also set
I={wsw™ |we& W andse I}

and we denote by Wi the subgroup of W generated by I. For simplification, we set
We =Wgeo and W = Wj.

Note that, if s € I° and t € I, then L(s) # L(t), so s and ¢ are not conjugate
in W. Tt then follows from [B] that

(4.1) Wi =W x Wy and (Wi, 1) is a Coxeter group.
If I =5, we get that
W=W°xW and (W,S)isa Coxeter group.
We will assume that W° is finite. Note however, that this assumption is not very

restrictive when dealing with an affine Weyl group. Indeed, by direct products, we
can assume that W is irreducible. In this case, either L = 0 (and then ¢k, =W

and the problem is uninteresting) or S° is a proper subset of S (and then W° is
finite because W is irreducible).

4.2. The group Q. We keep the notation of Section . Let
Sq ={opy | H is a wall of Ag}.
Then (£, Sq) is a Coxeter system. Let
S ={om | H is a wall of Ay and Ly = 0}
and
Sy ={on | H is awall of Ag and Ly > 0}.
Then we have Q = Q° x Q where Q° is generated by S¢ and Q is generated by
Sa:={pogpt |p€Q° and o € S5} = {om, | p € Q° and oy € St }.
We set
F={HeZF|ogecQ}.
It is clear by definition that 2 is generated by {oy | H € .#}. Further, the following
conditions are satisfied
(D1) Q stabilizes .Z.
(D2) The group €2, endowed with the discrete topology, acts properly on V.
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We prove (D1). Let 5 € Qand H € .Z, that is o € Q. We have Goyo—! = ops €
Q and, therefore, Ho € %. Condition (D2) follows easily form the fact that €,
endowed with the discrete topology, acts properly on V.

We denote by Alc(.%) the set of alcoves with respect to F , that is the connected
components of
v- | H

HeZF

Let Ay be the unique alcove (with respect to F ) which contains Ag. Then we have
(see [, Chapter 5, §3] and [f, §4])

(1) The group Q) is generated by the orthogonal reflections with respect to the
wall of Ap.
(2) Ay is a fundamental domain for the action of Q.

(3) Ao = U Aop.
peQ®
(4) Any element oy € Q is conjugate in € to an orthogonal reflection with
respect to a wall of Aj.
It follows that € is an affine Weyl group (see [H, §4]). Note that € is not necessarily
irreducible. In fact, as we expect, the group Q is nothing else that the group

generated by the reflections with respect to the hyperlanes in .#X = {H € .7 |
Ly > 0}.

Lemma 4.2. We have F = FL.

Proof. Let H € FL. There exists 0 € Q and a wall H’ of A of positive weight
such that H'c = H. Write ¢ = p& where p € Q° and 6 € Q. Then og/, € Q and
we have

og = 5’0’]-1//)5'_1
therefore og € Q. B ~ B
Conversely, let H € % that is oy € Q. By (4), og is conjugate (in Q) to op
where H' is a wall of Ag. By (3), we know that the walls of Ay are of the form Hp

where H is a wall of Ag of positive weight. In particular, H' has positive weight.
It follows that H has positive weight and H € .Z as required. O

Finally we want to define a root system associated to Q. Let
® := {boa | @ € ®L}

where b,, is defined to be the smallest integer such that H, ;  has positive weight.
We also fix a set of positive roots

Ot = {bya | a € DL N BT},

Remark 4.3. If Q is not of type C then we simply have ® = ®~. Indeed in this
case, any two parallele hyperplane have same weights, hence b, =1 for all a € oL,

If Q is of type C, then we may have b, = 2 for some choices of parameters, namely
when L(t) > L(t') = 0 (see Convention P.§). m

Remark 4.4. We have Qf = Q¢ where Qg = (o, , | G € ). m
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Lemma 4.5. The group Q is the affine Weyl group associated to . Further the
alcove Ag is the fundamental alcove associated to ®, that is

Ag={z eV |0< (z,a) <1 for alla € d*}
Proof. The first statement is clear since we have
Fr={Hy om|ac® NndT necZ}

The second statement follows easily from the above equality and the fact that
Ay C Ap. O

Doing as in Section @, we obtain another geometric realization of Q, namely as
a group generated by involutions on the set Alc(j ). Indeed, Q acts transitively on
the set of faces of alcoves in Alc(.%): we denote by {f1,...,%y} the set of Q-orbits
in the set of faces. Note that the set of faces of Ag is a set of representatives of
the set of orbits. To each ; we can associate an involution A +— #;A of Alc(j )
where #; A is the unique alcove of Alc(j ) which shares with A a face of type ;. The
group generated by all the #; is an affine Weyl group isomorphic to Q. We would
like to use the notation W and S for this group, and eventually we will, but before
one needs to be careful since W also denotes the group appearing in the semidirect

product decomposition of W (where W is the group generated by involutions on
Ale(7)).

4.3. Alcoves of . Recall the definition of (W, S) in Section 7 and that
S°={s €S| L(s)=0}and ST ={se€ S| L(s) >0}.
Then we have W = W° x W where W° is generated by S° and W is generated by
S={wtw™|te St and we W°}.

Lemma 4.6. Lett € S = {wtw™" |t € S* and w € W°}. Then there exists a
unique wall H of Ag such that

I?AO = Aoo'H.

Proof. Let w € W° and t € ST be such that £ = wtw™!. Let p € Q° be such that
wAg = Agp and let H' be the unique hyperplane which contains the face of type ¢
of Ag. Then we have

1

wtw 1Ay = wtAop~t = wAgog p ! = Agpopt = Aoom,

and the result follows. O

Therefore there is a natural bijection between the set S and the set of faces of Ay
and therefore between S and the set of orbits {f1,...,%m}: we will freely identify
those two sets. Note that an element ¢ € S can be viewed as acting on the set of
alcoves Alc(.#) when it is considered as an element of W C W but it can also be
viewed as acting on Alc(.#) if # is considered as acting on Alc(.#) via the action
defined at the end of the previous section. In the following lemma, we show that
these two actions behaves well with one another.

Lemma 4.7. If v € W, then
WAy C WAy
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From where it follows that
U ’LUO’LZ}AO = ’LZ}A().
weeWe

Proof. Let £ € S. Then #Ay is the unique alcove in Alc(.#) which shares with Ay
a face of type t, hence we have

EAO = AoO‘H
where H is the hyperplane which supports the face of Ay of type ¢. By the previous
lemma we see that

I?AO = Aoo'H.
Hence since Ag C AO, the first assertion follows. The second assertion follows from

pee weW®

4.4. The lowest two-sided cell of . Let L denote the restriction of L to . By

, Corollary 1.4], it is a positive weight function. Note that we have E(wtw_l) =
L(t) for all w € W°.

Theorem 4.8. We have
ek (W) =W°.ck (W) and NE(W)=w°.NEW)

min min

for all o € QF.

Proof. First, since Z = FL and Ay C flo we see that
U (Ay) = U*(A).

Then applying the results of the previous section we get

Coin(W) = {@ € W | @(4o) ¢ %" (Ao)}

(W) = {w € W | w(do) ¢ %" (Ao)}.
Let w € ¢k, and write w = w®w where w® € W° and w € W. We have wwAg ¢
U (Ap) that is wowAg ¢ % (Ap). Since the only hyperplane separating WAy and
w°wAg are hyperplanes of weight 0, this implies that WAy ¢ % L(Ap). Hence, by
Lemma [1.7, we get that wAy ¢ 7 (Ag) and w € ¢k, (W) as required.

Conversely let w°w € W° - 6£in' Since W € é£1in we have wAo ¢ %L (A). By
Lemma [£.7, it follows that WAy ¢ %7 (Ag) and w°wAg ¢ %" (Ap) as required.

The second equality in the theorem follows easily from the fact that Qo = ok,
Lemma @ and

NEW) = {w e W |wdy C €.} and NE(W)={weW |wd, C C.}.
O

Remark 4.9. Since ¢k, (W), crinin(W) and W° are stable by taking the inverse, we
get that

chin(W) = W° ek (W) = ek () - we =we el (W) - w°. m

min
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5. KAZHDAN-LUSZTIG CELLS

5.1. Iwahori-Hecke algebras. Recall that I is a totally ordered abelian group,
whose law is denoted by + and whose order relation is denoted by <. Let &7 be
the group algebra of I' over Z. We shall use the following notation for 7

’7 /
o = @ ZwY where vV =77,
veT

Let L : W — T be a weight function. For s € S we set vy = vL(®),

We denote by s = (W, S, L) the corresponding generic Iwahori-Hecke al-
gebra, that is the free associative «7-algebra with </-basis {T,, | w € W} and
multiplication given by

(a) TwTw = Tuww if L(ww') = L(w) + £(w")
(b) T? = (vs —v; N)Ts + 1 if s € S.

Let ~ be the involution of &7 which takes v” to v™7. It is well known that this
map can be extended to a ring involution on 2 (we will also denote it by 7) via

the formula:
> awTw=> @l
weWw weWw

For all w € W, by , Theorem 5.2], there exists a unique element C,, €
such that

L4 _w = wH

e CyeTy+ (D, , F<0T,) where oo =P, _,Zv".

From the second condition, it is clear that the set {Cy,, w € W} forms an &-basis
of #Z, known as the Kazhdan-Lusztig basis.

y<w v<0

We write
Cw = Z P, Ty, where P, ., € 4.
yew

The elements P, ,, are called the Kazhdan-Lusztig polynomials and they satisfy the
following properties ([I4, §5.3])

(1) Pyy=1

(2) Pyw=0ify L w,

(3) Pyw € dep if y <w,

(4) Py = v Py if sy >y and sw < w.
Following , §6], we now describe the multiplication rule for the C,,’s. For each
y,w € W and s € S such that sy < y < w < sw we define M, € & by the
inductive condition

s s
M, ., — E Py M; ,, —vsPyw € § )
y<z<w
sz<z

and the symmetry condition
Moy = My -
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For w € W and s € S, we obtain the following multiplication formula for the
Kazhdan-Lusztig basis

Cow+ >, M:,C., ifw<sw,
c,Cy, = zi8z<z<w
(vs + v 1) Cl,s if sw < w.

Since Cy = Ty + v 1T} for all s € S, one can see that

Cow —v;1Cw + >0 M, C., ifw < sw,
T.,Cp = zi8z<z<w
VsChy,s if sw < w.

We will also need the following relation for Kazhdan-Lusztig polynomials. Let
y<w €W and s € S such that sw < w. We have

(1) Py =0sPyow + Poysw — > PyzM. o if sy <y
y<z<sw
sz<z
(2> Pyw= Uglpsy,w if sy >y

Finally we define the preorders < ¢, <z, < g% as in @] For instance < ¢ is the
transitive closure of the relation:

Y < w < there exists s € S such that M, # 0.

Each of these preorders give rise to an equivalence relation ~¢,~% and ~ 4.
The equivalence classes associated to ~ ¢, ~% and ~ ¢4 are called left, right and
two-sided cells, respectively. The partition of W in cells depends on the choice of
the weight function. The preorders < ¢, <5, < 4 induce partial orders on the left,
right and two-sided cells, respectively.

Remark 5.1. We have z ~g y if and only if ' ~z y~* [[[4, §8]. Tt follows easily
that a union of left cells which is stable by taking the inverse is a also a union of
two-sided cells. m

Remark 5.2. All the above can also be defined for weight functions which take
negative values. It is shown in ] that the partition into cells with respect to a

weight function L~ is the same as the partition into cells with respect to L where
L is defined by

C[L(s) L (s)>0,
L(S){—L(s) if L~ (s) < 0.

Note that L is a non-negative weight function. Hence the computation of Kazhdan-
Lusztig cells can be reduced to the non-negative case. m

5.2. Kazhdan-Lusztig lowest two-sided cell. In the case where L is a positive
weight function, it is a well known fact that there is a lowest (Kazhdan-Lusztig)
two sided cell with respect to the partial order < ¢4. This two-sided cell has been

thoroughly studied [LA, [Ld, [.4, H, H] and it is equal to
L

Coin = {zwy |w €W, zewey and L(w) = v}

(Hence the name for the set c¢Z. .) The aim of this section is to show that this

presentation also holds for non-negative weight function.
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Let L be a non-negative weight function. Then, following Section E, we have
W = W° x W. Let L be the restriction of L to W. Then L is a positive weight
function on W and L(wtw™') = L(t) for all w € W° and t € ST. We denote by
H = A (W, S, L) the corresponding Hecke algebra. The group W° acts on W
and stabilizes S and L, therefore it naturally acts on 2 and we can define the the
semidirect product of algebras

We x .
It has an «7-basis (x - Tﬁ/)zeWO,ﬁ;elfv and the map
z-Tyr— Trp

defines an isomorphism of «7-algebras from 52 to (W, S, L). The cells of (W, S, L)
can then be described in the following way.

Theorem 5.3. ([fl, Corollary 2.13]) The left cells (respectively the two-sided cells)
of (W, S,L) are of the form WO.C: (tesggectively We.C.W*°) where C is a left cell
(respectively a two-sided cell) of (W, S, L).

Finally we are ready to prove one of the main result of this paper which gives a
general presentation of the lowest two-sided cell, including the case when the weight
function L vanishes on some generators. Note that this theorem is already known
when the parameters are positive: see [@, E] for the equal parameter case and [E,
§5], [, Chapter 3] and [f] for the unequal parameters.

Theorem 5.4. Let (W,S,L) be an irreducible affine Weyl group and let L be a
non-negative weight function on W. Set

vy = I}lcaé(w[ and W = ILCJSW[
where I runs over the subset of S such that W7 is finite. Then the lowest two-sided
cell of W is
chi ={owy |we W, zewsy and L(w) = v}
L

min

L _ L
Cmin = LJ A&”

UEQ&

Further, the decomposition of ¢ into left cells is

Proof. As mentioned previously this result is already known when L is a positive
weight function. On the one hand, by Theorem @, the lowest two-sided Kazhdan-
Lusztig cell of W with respect to < ¢4 and the weight function L is

Wwe.c-W°

where c is the lowest Kazhdan-Lusztig cell of (W, L). But in this case we know
that

Z ~
C::cmhxvv)
since L is a positive weight function. Then the result follows from Theorem @,
where we proved that

We ek, (W) - w° =ck, (W).

The left cells lying in cL. are of the form W° NUZ(VV) where NGL (W) is a left cell
of ¢k, (W). Once again, by Theorem [.§, we know that W° - NE(W) = NF as

required. (I
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6. ON THE ASYMPTOTIC SEMICONTINUITY OF THE LOWEST TWO-SIDED CELL

In this section, we fix a totally ordered abelian group I'.

6.1. Semicontinuity conjecture. Let S = {w, ...,wm_} be the set of conjugacy
classes in S. Let Z[S] be the free Z-module with basis S and let V' = R @y Z[S].

We shall view the elements of Z[S] as embedded in V’. We denote by wf,...,w},
the dual basis of wy,...,wm. For (ni,...,n,) € Q" — {0} we set

Hiywor+ . Anmwm = ker(E niw;).

Such an hyperplane is called a rational hyperplane.

Since I is torsion-free, the natural map I' = Q®z I is injective, so we shall view
I" as embedded in the Q-vector space Q ®z I': in particular, if r € Q and v € T
then rv is well-defined. Moreover, the order on I' extends uniquely to a total order
on Q ®z I' that we still denote by <.

Following [[] we now introduce the notion of facets and chambers associated to
a finite set of rational hyperplanes. Let H = Hyp,wy+...4n,,w,, Where n, € Q. We
say that a weight function L € Weight(W,T') lies on H if we have

i niL(wi) =0.
=1

We say that two weight functions L, L’ lie on the same side of Hyp,wi+.. 40w, if
we have

ZniL(wi) >0 and ZniL'(wi) >0
i=1 i=1
or

ZniL(wi) < 0 and ZniL’(wi) < 0.
i=1 i=1

Let $ be a finite set of rational hyperplanes. We define an equivalence relation on
Weight(W,T): we write L ~g L' if for all H € ) we have either

(1) L, L' € H;

(2) L, L’ lie on the same side of H.

The equivalence classes associated to this relation will be called $-facets. A $-
chamber is a $)-facet .# such that no weight function in .# lies on a hyperplane
He$n.

Remark 6.1. In [ the equivalence relation ~g is defined on V' in the following
way: A ~g p € V' if for all for all H € $) we have either

(1) A p € H;

(2) A, u lie on the same side of H.

There is a one to one correspondance between the equivalence classes of this relation
in V' and the sets of facets in Weight(W,T"). We will freely identify those two sets. m

For an $)-facet .# we denote by W the parabolic subgroup generated by
{s € S|L(s) =0 for all L € F#}.
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We say that a subset X of W is stable by translation by Wy (I C S) on the left (re-
spectively on both sides) if for all w € X we have zw € X (respectively zwz’ € X)
for all z € Wr (respectively for all z, 2" € Wy). Finally we denote by €« (L) (re-
spectively €¢#(L)) the partition of W into left (respectively two-sided) cells with
respect to the weight function L.

We can now state the first author’s conjecture for the partition of W into cells.
It is enough to state it for left and two-sided cells (see Remark [.1]).

Conjecture 6.2. There exists a finite set of rational hyperplanes $ of V' satisfying
the following properties

(1) If Ly, Ly are two weight functions belonging to the same $)-facet F then
Co (L) (respectively €p(L1)) and € (L) (respectively €¢g(L2)) coin-
cide (we denote these partitions by € (F) and €y (F)).

(2) Let .F be an $H-facet. Then the cells of €¢(F) (respectively €vz(F)) are
the smallest subsets of W which are at the same time unions of cells of
C(C) (respectively €z #(C)) for all chamber C such that F C C and
stable by translation on the left (respectively on both sides) by W.

Remark 6.3. There are no restriction, such as non-negativity, on the weight func-
tions in this conjecture. However, changing the sign of some values of the weight
function L has no effect on the partition of W into cells (see Remark [.9). There-
fore, to prove the conjecture, it is enough to find a finite set of rational hyperplanes
$ such that Statements (1) and (2) hold for all non-negative weight functions. In-
deed, the conjecture will then hold for the minimal finite set of hyperplane which
contain $ and which is stable under the action of the linear maps ; : V! — V'
defined by 7;(w;) = —w; and 7;(wk) = wy, if k # .

When only looking at the lowest two-sided cell, Statement (1) in the above
conjecture is a direct consequence of Theorem @ (see below). We denote by
Left(ck, ) the set of left cells of (W, S, L) lying in cZ

Corollary 6.4 (of Theorem 5.4). Let W be an irreducible affine Weyl group. There
exists a finite set of rational hyperplanes § such that

(1) If L1, Lo are two weight functions belonging to the same $-facet F then
cl = cl2 (we denote this set ¢Z;,) and Left(cXt ) and Left(cZ2 ) coin-

cide (we denote this partition by Left(cZ; )).

Proof. By Theorem 5.4, cL. only depends on the values of L on the elements of

the set # (see Section B.1]). But # is finite, hence it is easy to find a finite set of
rational hyperplanes such that (1) holds. O

In the remaining of this paper, we will prove the following theorem which is con-
cerned with the asymptotic behaviour of the lowest two-sided cell, hence providing
new evidences for the semicontinuity conjecture.

Theorem 6.5. Let W be an irreducible affine Weyl group. There exists a finite
set of rational hyperplanes $) satisfying property (1) in Corollary and satisfying
the following property: if F is an $)-facet which is contained in H,, for some i,
then cZ, is a union of two-sided cells of €x%(C) and the left cells in Left(cZ; )
are union of left cells of € (C) for all H-facets C such that F C C.
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Remark 6.6. (a) At the end of this Theorem, we really mean for all $-facets C such
that . C C and not for all $-chambers C such that # C C . It is clear that if it is
true for all $-facets such that .Z C C then it will also be true for all $)-chambers C’
such that .# C C’. But the converse is true only if the semicontinuity conjecture
holds!

(b) Arguying as in Remark @, to prove the theorem, it is enough to find a finite
set of rational hyperplanes such that (1) and (2) holds for non-negative weight
functions and then take its closure under the action of the 7;’s.

(c) To prove the theorem, it is “enough” to show that the left cells in Left(c?; )
are union of left cells of ¢ (C) for all H-facets C such that .#% C C. Indeed c7;,
is stable by taking the inverse, hence, by Remark @, if it is a union of left cells of
¢ (C), it is also a union of two-sided cells of € %(C). m

6.2. Irreducible affine Weyl groups of type B,, , Fy or Gy. Let (W, S) be an
irreducible affine Weyl group of one of the following types

Then |S| = 2. We set S = {s,t} where s (respectively t) is the subset of S which
consists of all the generators named with the letter s (respectively ¢). In this case,
we will identify Z[S] with Z? through (i, j) — is + jt.
Let my,mo € Qsg. We define the following finite set of rational hyperplanes
of V!
H(mi,m2) = {Hsrmt, Hs—myt, Hsymot, Hs—mot, Hs, Hy}-
Note that $(m, M) is stable under the actions of the 7; (see Remark p.d). In
Figure , we draw the finite set of hyperplanes $)(m, M) for some choice of constants
]\47 m e @>0.
The set of weight functions corresponding to the $-facet 1 of V' is
{L € Weight(W,T") | L(s) > my - L(t) and L(s), L(t) > 0}.
Theorem 6.7. There exists my, ms € Q¢ such that Theorem holds for $(mq,ms).
The proof of this theorem will be given in Section B.9.

Remark 6.8. Note that this theorem is equivalent to Theorem 1. Let L be a non-
negative weight function on W which vanishes on a proper non-empty subset S° of
S. Then we have either L € Hg or Hy. Assume that L € Hg, that is L(t) = 0 for
all t € t. Let ¢ be an L-cell contained in cZ. (note that we have either ¢ = ¢k
or ¢ = N for some o € QF). Then Theorem 1 implies that there exists an integer
m such that for all weight functions L’ such that L’(s) > m - L'(t), the set c is a
union of L'-cells. In other words, ¢ is a union of L’-cell for all weight function L’ in
¢ (with m; = m). Conversely, if Theorem 6.9 holds, then Theorem 1 holds for all
for any integer m greater than my. The case L € Hy is similar using m = 1/mao.
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FIGURE 1. Set of hyperplanes $(m, M)
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Hs—mgt
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6.3. Irreducible affine Weyl group of type C. Let W be an irreducible affine
Weyl group of type C with diagram as follows

t S1 Sn—1 t’

Then |S| = 3. We set S = {t,s, t'} where t = {t}, s = {s1,..., 5,1} and t' = {t'}.
In this case, we will identify Z[S] with Z3 through (i, j,k) — it + js + kt'.

Let m = (mq,...,mg) € Q%,. We define the following finite set of rational
hyperplanes of V'

ﬁ(m) = {Hsa Hta Ht'v Ht,t/ ) Htfmlsv Ht/meS; Ht—m3(5+t’)7

Hyr oy (s+t)) Hg—t)) tmss) H g4 —mgs ) -
We then set $(m) to be the closure of $(m) under the actions of the 7; (see
Remark @) In Figure E, we draw the finite set of hyperplanes $)(m) for some
choice of constants m € (@6>0. We intersect on the affine hyperplane with equation
s*(u) = 1. We put an arrow in a chamber % pointing towards .# C V' to indicate
that € N.7 # (.

The chamber 6, corresponds to the weight functions
{L|L(t) > L(t"),L(t') > ma - L(s), L(t) — L(t') < m5 - L(s)}.
Theorem 6.9. There exist m € Q5 such that Theorem [6.4 holds for H(m).

Remark 6.10. Theorem @ is stronger than Theorem 1. Indeed, let L be a non-
negative weight function on W which vanishes on a proper non-empty subset S° of
S. Then, Theorem 1 only gives us informations on weight functions L’ satisfying
L'(sT) = L(sT) for all sT € ST. However, in Theorem [.9, we may have L'(s*) #
L(st) for some sT € ST. For instance, if L(t) = L(t') > 0 and L(s) = 0, then
Theorem @ implies that for all weight functions L’ such that

(L/|L'(t) > L'(t), L' (t')) > mo - L'(s), L'(t) — L'(t') < ms - L(s)}
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FIGURE 2. Set of hyperplanes $(m)
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any L-cell contained in c

| °t

L

mi

. is a union of L’-cells. But Theorem 1 does not tell us

anything in this case as we do not have L'(t) = L(t) = L(t') = L'(t'). We now
show in more details that Theorem .9 implies Theorem 1.

(1)

(i)

Assume that S° = s and L(t) = L(t'). Let m > max{mq,m2}. Then if L’
satisfies L'(t) = L'(t') > mL'(s) we must have L' € 6, N 6}. But ¢, N ¢/
contains L in its closure, therefore Theorem @ tells us that any L-cells
included in ¢%;, is a union of L’ cells (see also Claim B.10).

Assume that $° — s and L(t) > L(t'). Let m be such that
L(t) — L(t)
ms
Then if L satisfies L'(t) = L(t) > mL'(s) and L'(t') = L(t") > mL'(s) we
must have
L'(t") — L'(t) > msL/(s) and L'(t") > moL/(s)

that is L' € €, U € U (% N ?3) Then Theorem 1 then follows from
Theorem [6.g (see also Claim B.§).

m > L(t) and m > mao.
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(iii)

(iv)
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Assume that S° = sUt’. Let m be such that m > 2mg3. Then if L’ satisfies
L'(t) = L(t) > mL'(s) and L'(t) = L(t) > mL'(t') we must have

2L/(t) > 2ms(L'(t') + L'(s))

that is L' € %3 U %, U (3 N %4). Then Theorem 1 then follows from
Theorem [6.g (see also Claim B.4).

Assume that S° =t/ Ut that is L € Hy N Hy. Let m be such that m > mlﬁ
Then if L' satisfies L'(s) = L(s) > mL/(t) and L'(s) = L(s) > mL'(t’) we
must have mgL’(s) > L'(t)+ L/ (t’). In other words L' € %5 and Theorem 1
follows from Theorem (see also Claim B.4).

L —cL  for all

min min

Assume that S° = t’. Then the result is trivial since ¢
L, L’ such that

o L(t),L(t')>L(t')=0

o I'(s)=L(s),L'(t) = L(t) > L'(t') and L'(t') > 0.

Remark 6.11. In this remark, we explain why we do need an hyperplane of the form
Ht_¢/y—mss in our finite set of hyperplanes in Theorem @, eventhough the lowest
two-sided cell is the same whether the weight function lies in %7 or %,. Assume
that W is of type Co. It is shown in [, @] that Conjecture @ holds for the
following set of hyperplanes

H = {jf(l,0,0)a %0,1,0)) %0,0,1)) %8,6,0)7 jf(o,s,s) ) %8,0,8)) f%is,s,s)v jiﬂ(s,?s,e) }

We describe this set of hyperplanes in Figure , projecting on the affine hyperplane
with equation s*(u) = 1.

Ficure 3. Hyperplanes in §.

In the figure below, we show the partition of W into cells for a weight function
in C; and for a weight function L’ such that L'(s) = 0 and L'(t) > L'(t’) > 0. The
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set cL. consists of the yellow alcoves. We see that ¢ is NOT a union of cells of
(W, S, L). Hence, we need the hyperplane H(t_t/)—mss s0 that there are no weight
function L’ such that L'(s) = 0 and L'(t) > L’(t') > 0 and which lies in the closure
of € (see Figure ).

Partition of W into cells for L € Cj. Partition of W into cells for L’.

7. PROOF OF THEOREM [.J IN THE GENERIC SETTING

7.1. Hypothesis and notation. Let (W,.S) be an irreducible affine Weyl group
generated by S. Let S = S° U ST be a partition of S such that no element of
S° is conjugate to an element of St and S°, ST # S. For a subset I of S we set
I°=1INS°and It = INSt. We denote by S the set of conjugacy classes in S in
W and we set

St={weSwcST}and S° = {w e Slw C S°}
As in the previous section, Z[S] denotes the free Z-module with basis S and
V' = R®z Z[S]. We identify Z[S] with ZI5!.

A subset X of Z[5] is called positive if the following three conditions hold

(1) Z[S] = X U (=X);
(2) X+XCX;
(3) X N (—X) is a subgroup of Z[95].
Any positive subset X defines a total order <x on I' := Z[S]/(X N (—X)) simply
by setting
v >x 0 <= all the representatives of v belong to X.

We briefly explain how to classify all the positive subsets of Z[S]. Let Z(Z[S])
be the set of all sequences (1, . .., pq) such that ¢; is a non-zero linear form defined
on ker(¢;—1) C V', with the convention that ¢y = 0. Then we can associate to

D = (p1,...,04) € P(Z[S]) a positive subset Pos(®) of Z[S] by setting

Pos(®) ={y € Z[S] |30 <k <d—1;7 € ker o, and pr+1(7) > 0} Uker pq.

It can be shown that all positive subsets can be obtained this way. We denote by

P4 (Z]S]) the subset of Z(Z[S]) which consists of all sequences ® = (¢1,...,¥q4)
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such that
01 = Z w* and  @g(w) >0forallwe S.

wesS+

Hypothesis. From now on and until the end of this section, we

fix a positive subset X = Pos(®) such that ® € P (Z[S]). In type
C we assume that t > t'.

To simplify the notation, we will denote by < the total order on I instead of <x.

Example 7.1. Assume that W is of type B,, F4 or G5 and let St = {s} and
S° = {t}. Let X € #,(Z[S]). Then we have p; = s* and ker(p1) = Rt. Since
we assumed that ¢o(t) > 0 we must have po = kt* where k > 0. It follows that

I' = Z[S] and that the order on T is simply the lexicographic order:
(i,j) < (i',j) <= i<i or (i=1iand j <j).

Assume that W is of type CT and that ST = t. Let ;1 = t* and ¢y be defined
by ¢2(0,j,k) = bj + ck for b,c € N. Then we have ker(ypz2) = ((0, —¢,b)). Finally
we define @3 by 3(0,—c,b) = 1 and we extend it by linearity. Then the order
associated to (¢1, @2, ps3) can be describe as follows:

{(,5,k) | (5,5, k) > 0} = {(i,5,k) | 1 > 0}U{(0, 4, k) | bj+ck > 0}U{(0, —kc, kb) [ k > 0} m

Let L: W — T be the weight function defined by L(s) = w; if s € w;. Let A be
the group algebra of I' over Z. Recall that we use the exponential notation for A

A= @ Zv" where v¥ .07 = 7Y,
~ell
Let H = J# (W, S,L) be the associated Hecke algebra. We will denote by T, the

element of the standard bases of H, by C, the elements of the Kazhdan-Lusztig
basis of H and by P, ,, M, , the polynomials in A defined in Section . We set

.A<0 = GBZWW N .A>0 = GBZWW
v<0 - >0

and
Hoo= P AT
weW

We denote by T : T' — T (respectively °) the map induced by the projection of

Z[S] onto @5+ Zw (respectively @, egoZw). For a =3 pa,v? € A we define
deg(a) = max{y € T'| a, # 0}.
We will write deg™ (a) instead of deg(a)*.

Remark 7.2. Note that if a = 3 a,v" satisfies ¢1(deg™(a)) < 0, then a € A_y.
Indeed, if a, # 0, then 4y = ¥ 4+ v° where v+ < deg™(a). Applying ¢ yields
01(7) = p1(7F) + 0 < p1(deg™ (a)) < 0 that is v < 0 as required. m
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In this section we will have to distinguish the following cases. (We keep the
notation of Section .9 and f.3.)

Case 1. W is of type B,, F4 or Go.

Case 2. W is of type C,, ST # {t,t'}.

Case 3. W is of type C,., St = {t,t'} and (—1,k,1) < 0 for all k& > 0.
Case 4. W is of type C,, ST = {t,t'} and (—1,k,1) > 0 for some k > 0.

If we are in Case (1)—(3), we define the weight function LT by
LT (w) = L(w) if w € ST and LT (w) = 0 if w € S°.
Hence we have Lt (w) = (L(w))™.

If we are in Case (4), we define the weight function LT by
LT(t)=L"()=tand L*(s) =0if s €s.
Note that in this case, we have LT (w) # (L(w))*.

Recall that, for a weight function L, we say that a hyperplane H of direction « is
of maximal L-weight if Ly = L, where L, = maxpez Hon. Let H,H' € Z. Then
we have either [, Lemma 2.2] (a) Ly = Ly or (b) W is of type C,, H contains a
face of type t1 and H' a face of type t2 and {t1,t2} = {¢,¢'} and L(¢t) # L(¢').

Lemma 7.3. Let A be a L™ -special point and let H be an hyperplane orthogonal
to a which contains A and such that LE > 0. Then in Case 1-3, Ly is of mazximal
L-weight. In Case 4, we may have Ly =t' <t = L,.

Proof. Let X be a LT-special point and let H be an hyperplane which contains A
and such that L}; > 0. In Case 1, the result is clear since any hyperplane is of
maximal weight. In Case 2, since t > t' and St # {t,t'}, we must have t' C S°.
If t € S°, then since Lf; > 0 we have Ly = s and H is of maximal weight. If
t’ € S, then since \ is a LT-special we have Sy = {t,s1,...,5,_1} and we have
Ly =t or Ly = s and the result follows. In Case 3, since t > t’, we must have
Sy ={t,81,...,8,—1} and the result follows as above. Finally in Case 4, the result
is clear. O

Remark 7.4. In Case 3, if deg®(a) < (—1,0,1) then a € A-y. Indeed, we have
deg(a) = deg™(a) + v where v € ker(¢;). But then v = (0, k,0) for some k € Z.
Therefore deg(a) = (—1,k,1) < 0. m

7.2. Generalized induction of Kazhdan-Lusztig cells. Recall that every ele-

Lt

. . +
ment w € c;, can be uniquely written under the form z,,a,w$_b, where o € oL,

min

Qy € WSi and z,, € X, . For o € Q(I)‘+, we set

N§‘+ ={w e W |w=zawy,b,, v € X),,a € Ws; },
Up ={weW|w=aw,bs,a € Wss }
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and
NF= |J WY

ol
o€k b, <bs,

U(TS = U Ug/.

o' €QE b, <bs

For u = aw§_y, € Uy, we set X, := X, .

Theorem 7.5. For all 0 € Q%‘+, the set US together with the collection of subsets
{X, | uw € USY satisfy the following condition

I1. for allu € US, we have e € X,

12. for allu € US and x € X,, we have £(zu) = {(x) + £(u),

I3. for all u,v € US such that u # v we have X, uN X,v =0,

I4. the submodule M = (T,Cy,| u € US, x € Xy)or C I is a left ideal.

I5. for allv € US and y € X, we have

T,Co =Ty + Y.  GeuyoTeumodHog
L(zu)<L(yv)
uEUdS

Assuming that this theorem holds, we would get, using the Generalised Induction
Theorem , Theorem 6.3], that the set

NS ={zu|uecUS,z€ X,}

is a left ideal of (W,L) (ie. y < w € NS implies y € NZ) for all 0 € Q&
In particular it would be a union of left cells. Then by an easy induction on the
length of b, € W, we would get that each IV, is a union of left cells. In turn, since
cg; is stable by taking the inverse, this would implie that ch?n
of two-sided cells of (W, L).

Remark 7.6. Condition I5 is stated slightly differently in [@, 8§6]: for allv € U,

y € X, we have

is indeed a union

Tycv = Tyv + Z amu,vazCu mod %<O
rulZyv
where C denotes a preorder such that xu C yv implies £(zu) < £(yv). It is a
straightforward induction on ¢(zu) to show that those two conditions are equiva-
lent. m

7.3. Kazhdan-Lusztig Polynomials and M-polynomials. Let z € W and let
I C S be such that W7 is finite. There exist unique 2’ € Wr and d, € XI_1 such
that * = 2/d,. Next 2’ € W} can be uniquely written as ¥’ = au where a € Wi
and u has minimal length in the coset Wrox' of W;. We will write z = aluldl
for this decomposition or simply x = azu,d, if it is clear from the context what
the subset I should be. We denote by w9 (not to confuse with wy.) the element of

minimal length in the coset Wrow;.

Remark 7.7. Note that, for all @ € W and all t € I'T, we must have taw; < aw$
since the number of elements of I* appearing in any reduced expression of aw$ is
maximal. ®



ASYMPTOTIC LOWEST TWO-SIDED CELL 35

Lemma 7.8. Let I C S be such that Wy is finite and let y € W be such that
Yy = awiz where a € Wro and z € Xl_l. Let x = azu,d, <y. Then
deg " (Pu,y) < L(ug)* — L(wj)*
Furthermore, for all s € S° such that sx < x < y < sy we have
M; , # 0= u, = wy.

Proof. We prove the result by induction. To this end, to any element x,y € W
satisfying the hypothesis of the lemma, we associate a pair

'@(‘ra y) = (f(y) - E((E),fo - g(az))
where £y = {(wyo) and x = azu,d,. We order such pairs by the usual lexicographic
order. Let z < y. If L(u,)t = L(w$)" then the result is clear. Thus we may
assume that L(uz)T < L(w))*.

First assume that there exists ¢ € I such that tx > x. Then, since ty < y, we have
P,y = U_L(t)th,y
and the result follows by induction.

Next assume that tz < x for all t € I'T. Since we supposed that L(u,)™ < L(w})™,
there exists s € Iy such that sz > z. If sy < y then

P,,=v P,

and the result follows by induction since ¢y — £(say) = o — l(ay) — 1.
If sy > y then we have

(T) Psm,sy = ’UL(S)PS%ZI + Pmay - Z Psm,zM;y'
sx<z<y
sz<z

By induction we know that

deg™ (WP, ) < L(u,)t — L(w)*.
Further if M3 # 0 then L(u,)™ = L(w})t where z = a,u.d,. We know that
deg(M; ) < L(s) (see 4, §6.3]). Thus if M: , # 0, we get using the induction
hypothesis

deg, (Pyy M3 ) < L(u,)* — L(wg)™.
Now we have

P(sz,sy) = (U(sy) — L(sz), Lo — £(sx0)) = (U(y) — £(x), by — L(az) — 1) < Py y.
Hence by induction
dngr(Psm,sy) < L(“sac)Jr - L(w?)Jr = L(um)Jr - L(w?)Jr-

The result follows using (7). O

Remark 7.9. The same proof can easily be generalised to any Coxeter group (W, .5).
Assume that W is finite and let wg be the longest element of W. Using the previous
lemma, we can show that

WS o and WS oW

are union of cells of (W, S,L). Indeed, let y € Wgowg and let w € Wgeo be such that
y =wwg and wewg. Let € W be such that x <¢ y. We may assume that there
exists s € S such that sz <z <y < sy and Mj , # 0. Note that y < sy we implies
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that s € S°. Write 2 = aSu>d?. Since M; , # 0 the previous lemma implies that

x x

L(u) = L(wg) where which in turn implies that € Wgowg. Thus we have shown

that Wgowg is a left ideal of W and thus a union of (left, right and two-sided) cells
of (W, L). Multiplying by the longest element sends (left, right and two-sided) cells
to (left, right and two-sided) cells thus we get that Wso is also a union of (left,
right, two-sided) cells of (W,L). This argument provides an alternative proof of
Theorem 1.1 in [E] when W is finite. m

7.4. Multiplication of the standard basis. We set
T, T, = Zfz7y7wTw where £, , € A.

Following H, §2.3], we want to study the degree of the polynomials f; , .,. We will
need more precise result than in H], but the method of the proof is similar.

We introduce some notation. For a € &+, we set #, = {Ha,n | n € Z}. For
z,y € W we set

Hm,y = {H cZ | H € H(Ao,on) M H(on,.’L'on)},
L, ={aecd® |H,,nF.+0}.

For a € I, ,, we set

L
= Ly.
Cz,y(o‘) Heﬁﬁ?fm% "
Let
L L
Cry = Z cz y(@).
acly ,

The following two lemmas can be found in [g.

Lemma 7.10. Let x,y € W and s € S be such that xs > x. Then
Iz,sy g Izs,y-

Lemma 7.11. Let z,y € W and s € S be such that xs > x and sy < y. Let
a € &t and n € Z be such that Hy ,, is the unique hyperplane separating yAo and
syAg. There is an injective map @ from I, to Ips, —{a}. Furthermore if § € I,

we have either o(3) = 8 or (8) = +om, ,(B).

Using these two lemmas, one can obtain the following bound on the degree of
fz.y,» in terms of z and y.

Theorem 7.12. We have deg(fy ,..) < ch“yy forall ze W.

Note that this implies that deg™ (f,.,.) < (B )T
Let x = sy ...s1 be a reduced expression of z. We denote J, , the collection of

all subsets I = {i1,...,4,} such that 1 <4; < ... <14, <k and

Siy e Biy g oo 8iy . 81Y <84y .85 4.8y ... 51Y.
For all I = {i1,...,ip} € Iy and all 1 < k < p, we set
Tp =S8N .--Si, -8 and yp = &, ... 5, ... 5 ... 51y
and

ZIZSN---Sip---Sil---Sly-
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Then we have [[|, Proof of Proposition 5.1]

p
TzTy = Z <H(UL(5ik) - U_L(Sik))> TZI'

I€T,,y \k=1

Hence
P
deg(fwayazf) = Z L(Slk )
k=1

Fix k such that 2 < k& < p. Using the previous lemmas, there exists an injective
map ¢y such that

I

Pk
Tr, Yk IsN...si s ...§¢1...s1y ? ISN...S' s S1Y

P"'gik’gik“'sik—l ZP"'Sik’gik"'gik—l"'sil'“
- ISN»»»Sip---Sik(Sik—lvvvsik71+l)1§ik71»»»éil---Sly = Ilk—hyk—l
Thus we have a sequence

$r-1 ¥1
I — I B 'II1791 - lesilwyl c IL?J'

I g
Zp,Yp Zp Tp—1,Yp—1 Tp—15ip,_1,Yp—1

Sip Yp g
If we denote by o, the positive root such that the only hyperplane separating y A
and s;, yx Ao lies in ﬁaik then we have

{%'1,901 (aiz)a ey (901 CIE (pp—l)(aip)} g Iz,y-

Theorem 7.13. Let w = ayw§ by, € Yl Letz e X»,. We have

min*

TyCop = T + Z a.T. modH_g.
zEN,1,b, 1 <bs

Proof. We have

T,C = Ty T + T (Z PyﬂuTy)

y<w

=Tew+ Y, PpuTeTy+ > PyuTuT,

yeekl, ygekl,
=Tpw + E quwaTaZuwigda + E P, 1T, + E P, 1,71,
al, <ay, YyEN/ ygckl
bal <bs
=Tpw + E PyameaLwiadU + E Py,meTy + E Py,meTy
al, <ay YEN,/ y¢c&tl
b, <bs
=Tew + E Py,meTy + E Py,meTy mod H
YEN, ygekl,
b, <bs

Fix a y in the on of the sum above. Let A be the unique Lt-special point which
is contained in the closure of yAy and which lies in the same orbit as A, (i.e.
Wy = Wy, ). Write y = ayurd, where d, € X;l, u) has minimal length in the
coset Wgoyd, ' of Wy and a, € Wss.

Let ayuy = sj ...s1 be a reduced expression and let v = s,, ... 5541 be such that

Lt(sp...51) = vp+ and £(sy, ...s1) = n. Let H; be the unique hyperplane which
separates s; ...s1dyAp and s;41 ...s1dyAp and let ; € ®T be such that H; € .Z,,.
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Let 1 <4 < k and assume that H; = H,, , where n >0 (the case n < 0 is similar).
We have H; € H(Ap,yAp) and since A € H; NyAy we see that
n < (u,d;) <n+1forall e yAo.

It follows that H,, m ¢ H(Ao,yAo) for all m > n + 1. Next, since z € X, = X},
we see that H; ¢ H(yAo, xyAo) and it follows that Hy, » ¢ H(yAo, xyAo) for all
m < n. Finally, since X is a LT-special point, we must have

{a;[1<i<n}=dTNdL
It follows that

Ix,y N (I)L+ - {akJrla o aan}'
By Lemma E, we know that

deg™ (P,.) < L(u)* — L(w§)* = ~L(v)*.

Therefore, we have

(*) dngr (Payfey,z) < dngr(fm,y,Z) - L(U)+ < (Cg,y)-i_ - L(U)+-

If we are in Case 1-3, all the hyperplane which contains A must be of maximal
weight, hence we have L(s;) = Ly, for all <. Hence

(1) (k)" < D) L(si) =L(v)*.

i=k+1
In Case 4, we may have LT (s;) =t < t. Let i, k,7', k' € N be such that
(2) L(v)" =it + kt' and (k)" =it + K't'.

Then by the work above we know that ¢/ + k' < i+ k.

Claim 7.14. If y € N%" then P, ,f,, . € A~y whenever z ¢ N&'.

Proof. Let x = sy ...s1 be areduced expression of . There exists I = {i1,...,ip} €
Jz,y such that z; = 2. Assume that z; ¢ Ngj. Then there exist a € ®L" and
ik+1 — 1 > M > iy such that

~ N + N N +
SM---Sik---Sil---SlyAO¢U£ (Ao) and 3M+1...sik...si1...sloneU;‘ (Ao)

and the unique hyperplane which separates these two alcoves is a wall of N g‘,+.
That means that in the sequence

Pp—1 Y1
Izp—lvyp—l Izpflsip,pypfl s Izhyl IZ1S¢1 Y1 < Iﬂﬂay

Pp
Impf!/p Izpsik,yp <

we have H € Ip, s, | yryr DUt H ¢ I, 4, Further, if there is an hyperplane of

direction « in I, ,, then it can’t be of maximal weight. Hence we have

L L
Can i 2 c$k+15ik+layk+l + Ca
where
L, if we are in Case 1.

L,ort—t' if wearein Case 2.
tort—t' if we are in Case 3.

tort if we are in Case 4.
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Next, by repetitive use of Lemmas and we get the following inequalities

k. >cb >cl 4 L(sy,)

T,y — "T1SiH,Y1 — TT1Y1

2 05251'271/2 + L(S“) Z ci‘z,yz + ZL(SW>

Hence, we get (ck )T > deg™ (f,,,.) + CL.

If we are in Case 1 or in Case 2 with C,, = L,, then we have, using (1)

deg+(fz,y,Z) - L(U)Jr < (CL )Jr - L(U)Jr - C;r < —L,.

z,Y

But we know that ¢;(L,) < 0 hence ¢;(degt (P, .y .)) < 0 and P, f, , . lies
in A<g; see Remark E

If we are in Case 2 and C,, = t — t/, then, we must have t € St and t' ¢ S°.
Therefore we have C} = t and we can conclude as above.

If we are in Case 3 then C, >t — t’ and we get

deg™ (fz,y.2) = L(v)" < (c7,)" —L(v)* — Cf < (~1,0,1).

z,Y

But since we are in Case 3, this implies that P, ,f; , . € A<o; see Remark @

Finally, if we are in Case 4 then C,, > t’. Using (2), we get

deg™ (fu,y,2) = L(v)" < (5 ,)" = L(v)* — ¢/
<@ +E—(i+ k)t -t
="+ K,0,—(i+k)—1)

and since (i + k) > (i + k') > 0 we have ¢1((¢' + k',0,—(i + k) — 1)) < 0. The
result follows; see Remark @ O

Claim 7.15. If y ¢ ¢l then Pty € Aco.

min
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Proof. Since y ¢ ¢! we have y € U;‘; (Ap) for some k+ 1 < m < n. Then

min
0 if we are in Case 1.
L O0ort’ if we are in Case 2.
Cm,y(am) =

Oort’ if we are in Case 3.

0 if we are in Case 4.

We have
(Cil,y)Jr S Z LOli + C%,y(am)Jr‘

i=m-+1
If we are in Case (1) or in Case 2 with &

1 <4< n (see Lemma E) Hence

(cry)" —L)* < ~La,

z,y

(o) = 0, then L(s;) = Lg, for all

Y

and the result follows using (x).

If we are in Case (2) with ¢ (am) = t/. Then

L \+ + L \+ _
(Cx,y) - L(U) < 7L0¢m + (cz,y) = —t.
and the result follows using () and Remark .2

If we are in Case (3), then ¢& (o) < t'. Then L(s;) = Lq, for all 1 <i <n and

(C:Inl,y)—i_ - L(U)+ < _Lam + (C:Inl,y)—i_ < -t +tl

and the result follows; ; see Remark .4

Finally, if we are in Case 4, then using (2) we must have i + k > ¢’ + &k’ since

yeU 5‘; (Ap). The result follows, arguying in a similar fashion as at the end of the
previous Claim. O

The theorem follows easily from the two claims and the expression:

TIC'LU = wa + Z Py;waTy + Z PyﬁwaTy mod H<0
YEN,/ ygelt
b, <be o

O

7.5. Proof of Conditions I1-I5. Condition I1 it is clear. Condition I2 is a
direct consequence of Lemma B.9. Condition I3 follows from the fact that c}n?n is
a disjoint union of the sets N§‘+. Condition I5 is Theorem [.13. Hence we only to
prove I4, that is, we need to show that the A-module

M= (T, CylucUS, z€ X,y CH
is a left ideal of JZ. Let u = ayw} bs € Uy, and x € X, . It is enough to show
that T,T,C, € # for all s € S. There is 3 cases to consider:

(1) sz >z and sz € X,_;
(2) sz <z and sz € X,_;
(3) sz >x and sz ¢ X, .
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The result is clear in the first two cases since we have respectively
TstCu - Tszcu S %

and

T,T,C, = (Tsp + (W —ov7 LN T,)C, € .2
Assume that we are in the third case. Then by Deodhar’s lemma (see [fJ, Lemma
2.1.2)), there exists s’ € Sy, such that sz = xzs’. If s'u < u we get

T.,T,C, = T,,C, = T,TyC, = v“¢)T,C, € .#

as required. Assume s’u > u. Note that this implies that s’ € S° since for all
s’ € 8T we have s'u < u. Then

T,T,C, = T,TyC, = To(Cys + Y_ M:,C.).

z<w

In the above sum, we know that the term T,Cg, € #. If M;/u # 0 then by
Lemma @, we must have z € ¢k which in turn implies that by Lemma @, that

min

either z = a,w}_b, with a, < a,, (in which case T.C, € .#) or z = a,wS_ b, with
by’ < by. From there, the result follows by an easy induction on the length of b,.

8. PROOF OF THEOREM .3

Let T" be a totally ordered group abelian group. In this section we study the rela-
tion between H = (W, S, L) as define in the previous section and J# = (W, S, L)
where L € Weight(W,T'). The element of H and A will be written with a bold
symbols.

8.1. Specialisation. Let L : W — I' be weight function. Then the map 6% : T' —
T which sends L(s) to L(s) is a group homomorphism. Further, this homomorphism
induces a morphism of Z-algebras % : A — & which sends v™(*) to v*(*), If 2 is
viewed as a A-algebra through 6% then there is a unique morphism of A-algebras
0L : H — J# such that (T,) =T, for all x € W.

We recall the some result of [§, f]. Let N € Nandlet Xy = {z € W | £(2) < N}.
We now define three subsets I'} (N), T2 (N), I3 (N) C T. First, let T}, (N) be the
set of all elements v > 0 € I" such that v~ occurs with a non-zero coefficient in
a polynomial P, ., for some z; < 22 € Xy. Next for any z1, 22 in Xy such that

21,2 # 0 for some s, we write M3 . = njv™ + ...+ nev? where 0 # n; € Z,
v € I'and v — ;-1 > 0 for 2 < i < /. Let I‘ﬁ_(N) be the set of all elements
¥i —Yi—1 > 0 arising in this way, for any 21, 20 € Xy and s € S. Finally let '} (N)
be the set of all elements v > 0 € T" such that v~ occurs with a non-zero coefficient
in a polynomial of the form

S
E PZLZMZ,ZZ - vSthZz

2321 <2<22;52<%2
for some 21,2z, € Xy and s € S. We set T' (N) =TL(N)UT%L(N)UTL(N).

Proposition 8.1. (see [E, Proposition 3.3]) Let L : W — T be a weight function
such that the ring homomorphism 0, satisfies the condition

(%) OF(T4(N)) C {7 ]~ >0}
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Then, for all x,y € Xy, we have 0% (Pyy) = Pp, and 05 (M5 ) = M3 . In
particular 05 (C,) = Cy.

The following Lemma is a straightforward generalisation of [ﬂ, Lemma 3.4].

Lemma 8.2. We have

T (N)C{(n,...,ys) €2 | =N < < N}

We now give an outline of the proof of Theorem @ First, note that the proof
of Theorem E in the previous section only involved elements of bounded length,
say by Ng € N. Let (W, S) be an irreducible affine Weyl group and assume that
S = ST U S° is such that no element of S* is conjugate to an element of S°.
Let X € 2, (Z[S]) as in Section [.]] and T' = Z[5]/(X N (—X)). Then, using Ny
and the previous lemma, we will determine a set of weight functions 4 (which will
correspond at the end to a union of chambers) such that for all L € € we have

O (T4 (No)) C {v |~ > 0}.

For all such weight functions, we can apply the same proof as before to (W, S, L)
by Proposition @ and we get that Ng‘+, for all o € Qéﬁ is a union of cells of
(W, S, L). But then, it will be easy to see that Ng‘+ = N(f/ for all weight function
L’ which takes some zero values and which lies in €. Finally by changing the sets
S+t and S° (and also the subset X in type C), we will eventually cover all the cases
and determine the constants such that Theorem @ and Theorem @ holds. The
constants we are determining are nowhere near the best we can find as one can see
by looking at the essential hyperplanes in type C, in Remark .

8.2. Affine Weyl group of type B,, F, or G,. We keep the notation of Section
. Let W be an irreducible affine Weyl group of type B,., F4 or Go.

First let S* = {s} and S° = {t}. Let ® € #2,(Z[S]). Then T' = Z[S] and the
order is the lexicographic order (see Example [7.1)).
Claim 8.3. Let L € Weight(W,T') be such that L(s) > Ng - L(t). Then

O£ (T4 (No)) € {7 | v > 0}
Proof. Since the order on I' is the lexicographic order, we must have
'y (No) C{(4,5) |i>0,—No <i,j,k < No}U{(0,5)|j > 0}.
Let i >0 and —Ny < j < Np. Then
i-L(s)+j - L(t) > iNg - L(t) — Np - L(t) > 0.

The result follows. O

Thus Condition (%) in Proposition holds for all weight functions satisfying

the hypothesis of the lemma. Therefore we get that Ngj is a union of cells of
(W, S,L). But one can easily see that for all weight functions L* : W — T' such
that L*(s) > 0 and L*(t) = 0 we have QF " = Q%" and NF" = NL".
Next let ST = {t} and S° = {s}. Then we get that the order on T is as follows
(i,j) < (i',j') = j<j or (j =4 and i < i').
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Arguying as above, we get that for all weight functions L € Weight(W, T") such that
L(t) > Np - L(s) and all weight functions L™ : W — TI" such that LT (t) > 0 and
L*(s) =0, the sets N§+ are union of left cells of (W, S, L).

Finally, putting all this together, we get Theorem @ holds for the finite set of
rational hyperplanes $(Ng, 1/Np).

8.3. Affine Weyl group of type C. We keep the notation of Section @ We
have S = {t,s,t'}.

Claim 8.4. Let ST = {t} and S° = {s,t'} and let L € Weight(W,T) be such that

L(t) > No- L(s) + Ng - L(t"). Then, there exists ® = (¢1,...,9q) € P4+ (Z[S]) such
that

0 (T4 (No)) € {v7 | v > 0}
where T is the totally ordered abelian group associated to Pos(®).

Proof. Since St = {t} we set ¢; = t*. Hence

ker(p1) = {(0,4, k) | j, k € R}.
Now we want to find a linear map s : ker(¢1) — R defined by 2((0,7,k)) = bj+ck
(where b, ¢ > 0) such that the following property holds for all —Ny <4, j < Np:
(1) bj + ck > 0 then L(s)j + L(t)k > 0

To do so we proceed as in [, §3]. Set & == {x € Q | 2 = i% where j, k #
0and — Ny < j,k < No} and write & = {x1,...,2,} where 21 < 29 < ... < xp.
We set g = 0 and z,,41 = +00. Let b,c > 0 be integers such that

T = g =max{r € & | L(s) > rL(t")}.

Note that we must have 241 L(t") > L(s). Then we claim that property (1) holds.
Let —Ng < j,k < Ng be such that bj+ck > 0. If j > 0 and & < 0 then b/c > —k/j
and we have

L(s) > —E_L(t’) that is jL(s) + kL(t") > 0
J

as required. If j < 0 and k > 0 (in this case we have xp11 < 00) then b/c < —k/j
but this forces x4+ < —k/j. Hence

—EL(t’) > L(s) that is jL(s) + kL(t") > 0
J

as required.
Finally we set o9 : ker(p1) = R by ¢2((0, 4, k)) = bj + ck where b, ¢ > 0 are chosen

as above. Then Pos(y1, ¢2) € P4+ (Z[S]) and we have
L' (No) € {(i,5,k) [ i>0,—No < i,5,k < Not U{(0,5,k) | L(s)j + L(t")k > 0}.
The result follows easily from our assumptions on L. (Il
Let L € Weight(W,T') and ® as in the previous claim. By Proposition Q, we
know that NE* (for all ¢ € Q&) is a union of left cells in (W, S,L). But one

can see that N¥' = N7 for all Lt € Weight(W,T) such that L*(t) > 0 and
LT(s)=L*(t')=0and all 0 € QX" = QL".
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Remark 8.5. If we set mg = Ny, the above claim implies ichat Theorem 6.9 holds
for all positive weight functions lying in 63 U €, U (653 N €,) and all non-negative
weight functions lying in Hs N Hy/.

Claim 8.6. Let ST = {s} and S° = {t,t’} and let L € Weight(W,T) be such that

L(s) > Np- L(t)+ Ng- L(t'). Then, there exists ® = (¢1,...,¢04) € P+ (Z[S]) such
that
Of (T4 (No)) C {v” |y > 0}
where T is the totally ordered abelian group associated to Pos(®).
Proof. Since St = {s} and we set ¢; = t*. Hence
ker(1) = {(4,0,k) | i,k € R}.
Arguing as in the proof of the previous claim, there exist integers a, ¢ > 0 such that

if we define @9 : ker(¢1) — R by ¢2((i,0, k)) = ai + ck then vo((7,0, k)) > 0 implies

L(t)i+ L(t")k > 0. For such ¢y we have Pos(¢1,p2) € £ (Z[S]) and
The result follows easily from our assumptions on L. (I

Let L € Weight(W,T') and ® as in the previous claim. Arguying as above,we get

that NZ" is a union of left cells of (W, S, L) for all Lt € Weight(W,T) such that
L*(s)>0and L*(t) = LT(t') = 0.

Remark 8.7. If we set mg = 1/Np, the above claim implies that Theorem 6.9 holds
for all positive weight functions lying in 65 U (45 N %¢) and all non-negative weight
functions lying in Hy N Hy.

Claim 8.8. Let ST = {t,t’} and S° = {s} and let L € Weight(W,T") be such that
L(t) > Ng - L(s), L(t") > N§ - L(s) and L(t) — L(t') > No- L(s). Then, there exists
O = (¢1,...,p4) € P+(Z]5]) such that
O (T+(No)) C {v7 | v > 0}
where T is the totally ordered abelian group associated to Pos(®).
Proof. Since St = {t,t'} we set p; = t* +t’*. Hence
ker((pl) = {(’La.ja _’L) | Za] € R}
We define ¢, := t* and @3 = s*. Then Pos(p1, @2, p3) € P4 (Z[S]) and we have
F+(N0) C{(iaja k) | Z+ k> 0; _NO S iajak S NO}
U {(Zaja _Z) | v > Oa _NO S Za] S NO}
U{0,5,01j>0}.
The result follows from our assumptions on L. Note that the N in the hypothesis
of the lemma comes from the fact that we need to have
9%(_(]\70 - 1)? _NO;NO) > 0.
That is
L() — (No = 1)(L(E) — () — NoL(s) > 0.

The last inequality will hold whenever L(t") > NZL(s) and L(t)— L(t') > No- L(s).
(I



ASYMPTOTIC LOWEST TWO-SIDED CELL 45

Let L € Weight(W,T') and ® as in the previous claim. Arguying as above,we get
that NX" is a union of left cells of (W, S, L) for all Lt € Weight(W,T) such that
LT(t) > L*(t') > 0and L*(s) = 0.

Remark 8.9. If we set mi = mo = Ng and ms = Ny, the above claim i_mpligs that
Theorem 6.9 holds for all positive weight functions lying in 63 U %3 U (62 N%é3) and
all non-negative weight functions in Hg N Hy/.

Claim 8.10. Let ST = {t,t'} and S° = {s} and let L € Weight™(W,T") be such
that L(t) > N§ - L(s), L(t') > NZ - L(s). Then, there exists ® = (p1,...,¢04) €

P4 (Z]S]) such that (1, jo,—1) > 0 for some jo € N and
0 (T+(No))  {v7 | 7 > 0}
where T is the totally ordered abelian group associated to Pos(®).
Proof. Since St = {t,t'} we set p; = t* +t’*. Hence
ker(py) = {(i, 4, —i) | i,j € R}.
Arguing as in the proof of Claim @ there exist integers d;b > 0 (with b > 0
so that (1,70,—1) > 0 for some jo) such that if we define ¢2 : ker(¢1) — R by
©2((i, 4, —i)) = di + bj then p2((i,7, —7)) > 0 implies (L(t) — L(t"))i + L(s)j > 0.
For such @9 we have Pos(¢1,p2) € 4 (Z[S]) and
T, (No) c{(i,j, k) | i+ k> 0,—No < 4,4,k < No}
UA{(E, 4, =) | (L(t) = L(t)) - i + L(s) - j > O}
The result follows from our assumptions on L. O

Let L € Weight(W,T') and ® as in the previous claim (so that we are in Case

4). Arguying as above,we get that N(f+ is a union of left cells of (W, S, L) for all
Lt € Weight(W,T') such that L*(t) = LT(t') > 0 and L*(s) = 0.

Remark 8.11. If we set m1 = mg = N2, then above claim implies that Theorem 6.9
holds for all positive weight functions lying in 41 U (41 N %) and all non-negative
weight functions in Hg N Hy_y/.

Finally we still have to consider the case ST = {t,s} and S° = {t'}. However
in this case, there is nothing to prove since for all L, LT € Weight(W,T") such that
o L(s),L(t) > L(t')
o LT(t)=L(t), L*(s) = L(s) and LT(t') =0

we have ck. = can?n. Indeed, in both cases, we have # ™ = {wg} where wy is the
longest element of the group generated by ¢, s1,...,8,-1.

The proof of Theorem @ for type C' is now complete.
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