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Abstract

We demonstrate a novel technique for face recagnitombined the independent component
analysis (ICA) model with the optical correlatioechnique. Our approach relies on the
performances of a strongly discriminating opticalrrelation method along with the
robustness of the ICA model. Simulations were peréal to illustrate how this algorithm can
identify a face with images from the Pointing Hdaolse Image Database (PHPID). While
maintaining algorithmic simplicity, this approachded on ICA representation significantly
increases the true recognition rate compared to dbtained with an all numerical ICA
identity recognition method, that we recently depeld, and with another based on optical

correlation and a standard composite filter.



The field of face recognition has made significandgress in recent years. Computational
models of face recognition are important becausg ttan contribute to theoretical insights,
e.g. image codes, as well as practical applicatioes biometrics, security systems, and
human-computer interaction. Many different impleta¢éions are being actively explored,
including eigenfaces [1], Gabor wavelets [2], amoh@pal component analysis (PCA) [3].
Noteworthy, the independent component analysis (I@#odel has sparked interest in
searching for a linear transformation to expressead of random variables as linear
combinations of statistically independent sourcealdes [4]. ICA provides a more powerful
data representation than PCA as its goal is thabro¥iding an independent rather than
uncorrelated image decomposition and representatigarest in ICA mixture models is
motivated in part by their exceptional propertiegsluding high sensitivity to high-order
relationships among pixels and enhanced face rétmgmperformance when it is carried out
in a compressed and whitened space [5].

Motivated by these developments, we investigategital recognition technique using ICA
as a preprocessing stage for face recognitionhis ltetter, our two primary goals are to
validate the principle of the new algorithm propb$e recognize a target face using reference
facial images contained in the (supervised) legmase, and to focus on its implementation
using a standard correlator which can be opticallpumerically implemented. In this paper,
we used a simple POF filter to validate the pritecipf our approach. However, other
correlation filters, more efficient, and a large s€subjects will be used i.e. that is the goal
of an article in progress [6PDne main drawback of the existing face recognitieethods
arises from the sensitivity to rotation of the &trgmage with the reference facial images.
Several studies have shown how composite filterghtnbe designed and optimized for
optical correlators [7]. However, it was recognizbdt the performance of these methods
deteriorates for large values of the number ofrezfee facial to be incorporated in the
composite filter [8].

In this context, it should be noted that the pioimee studies which developed the
theoretical basis of the above mentioned methoseis haghlighted their good performances
for object recognition and identification purpose®wever, several limitations related to the
use of optical modulators, and to their sensitivyrotation, illumination conditions, and
scaling of the target object relative to the rafiees images were emphasized. Recent works
[9-10] have suggested some improvements to overctimese limitations. Moreover
Alsamman et al [11] have also demonstrated thatre¢hegnition performances of the PCA
method are weaker than those obtained with a stdraarelation technique. Since the ICA
method is robust against the change of image veaason, lighting, background, and scale
for a database of independent components [12-i8]parpose of this Letter is to use a simple
correlation approach. Our approach relies on théopeances of a strongly discriminating
optical correlation method along with the robusgnesthe ICA model.

Our algorithm is based on four steps: (1) inform@tmining characterizing a face, (2)
fabrication of a learning base modeling the tafgeg, (3) comparison of the characteristics of
the target face with the learning base, and (4sassent of the performance of this approach
by evaluating the true recognition and the fals®geaition rates. To illustrate the idea of this
Letter in a face recognition context and to assessensitivity of our algorithm in terms of
the dimensionality of the reduced space which isstocted by the statistically independent
components of face images we used the PHPID anchlelate and compare their adapted
Receiver Operating Characteristic (ROC) plots. W&t tlescribe technical details of the ICA
algorithm which provides an optimal signal repréagan technique in the mean square error
sense [4]. The ICA of a vect@®@ (or a vector representing an image) searches forear
transformation which minimizes the statistical degence between its components [4].



S=aC +aC,+l +a,C, =[] aG. 1)
i=1

Wher C; are the independent components, n its numbefd2ph e used this merging
property to suggest and validate an optical en@mgpinethod. As a simpler analogue of Eq.
(1), a given face can be considered as a linearbr@mnion of several independent
components arising from reference facial imagesaioed in a learning base [13]. Here we
consider a set of faces of the same subject (tadbetified) differing from the head
orientations, i.eV; with 1<i<n, which forms the learning base. Our starting p@rtb apply
the FastICA method (see Ref. [12-13] for detaits) the reference facial imag¥s such as
described by the diagram shown in Fig. 1 (a) dffarsforming each face into a veciband
applying a specific nonlinear function operatioretesure a good convergence of the FastICA
algorithm [12]. We have chosen the independent covapts that give the best result
corresponding to the subjeXtbase used in this study. In the next step, eadojestV; of the
learning base is correlated with different phasd ditters (POF) Fi=POF; [14], i.e. each
correlation filter is calculated from one indepemdeomponenC; Fig. 1(b). Each correlation
yields a reference peak-to-correlation energy (P&éii)e [15]PCE;

PCE; = f(v O pof,), (2)

where 0 denotes the correlation produfit,.) defined as the energy of the correlation peak
divided by the energy of the correlation plapef; is the inverse Fourier transform Bf and
C OC, =¢;, g; being the Kronecker symbol.

Once the components; and the PCE; values have been determined we follow the

algorithm shown in Fig. 1(c). Basically, it consish writing the vectoV, representing the
target face as a linear mixture in terms of theindependent components (IC base)
V,=bC, +1 +b,C,. Now, by correlating/» with the different filtersPOF; one can obtain the
Val _Corr = (PCE,,PCE, 1 ,PCE,) vector that used to identify the target face amoing
reference facial images. We have

PCE, = f{v,0pof, )=f(bc, +0 +bC,)OC,)
= t(blc.oc )+b(c,0c,)+0 +h(c,0¢,), 3)
= bj + Nnoise
where N, .. represents the noise in the correlation planende define an erroe vector as

&, =|PCE, ~ PCE, | +|PCE, - PCE,,| +[] +|PCE, -PCE,,

£, =|PCE, ~ PCE,| +|PCE, ~ PCE,,;| +[1 +|PCE, - PCE,,
0

+|PCE, - PCE,,

: (4)

£, =|PCE, - PCE,,

+[ +|PCE, - PCE,,

Each g corresponds to the difference between the Qair vector and the ith row elements
of the PCE matrix. At this point, it is important to recalat thePCE;, elements appearing in
Eq. (4) correspond to the faveof the learning base, as shown in Fig. 1 (b). Wamthave to
find the mean value of thgs,e=(g +0 ¢,)/n, which additionally should be less than a given

acceptance thresholkh (in order to avoid a false alarm). Thus, the tafgeeV: is identified
as the face of the subjeXt The Choice of value ofh will be discussed in the following
paragraph (Fig. 3(c)). What is noticeable in thevabalgorithm is that finding the coefficient

PCE} can be realized by introducing the target face standard VLC correlator using a POF



realized from a single independent component (EjgWithout loss of generality a simple
POF was used to validate the principle of our methhmwever optimized correlation filters,
see e.g. [8-10], can be employed to increase testoess in the determination of the values

of the PCE'j coefficients. Mathematically, finding theCE, coefficient requires two things.

plane)" . where

k defines the degree of the nonlineariky>). On the other hand, the PCE of the correlation
plane should be determined. For the purpose of mmmg the errors in Eq. (2), a
normalization of thePCE; coefficients was realized in practice by consiugrhe different

responses obtained from the correlation of thereefee facial images with the independent
components.

Having discussed the principle of our method, vesvrconsider a set of results
obtained from images of the PHPID [16]. One of Hasic questions is how to choose the
value ofn i.e. the number and the choice@fdepends on the number and the choice of the
considered reference images. In this letter, wesehoonly three references X(9) (Right-
rotation) , X(27) (without-rotation) and X(45) (tefotation). In a progress article, [6], we are
studying the effect of the choice and the numbeCafn the performance of our approach.
However, to validate the principle of our approaesk,have chosen a set of three independent
components, i.e. only three faces (those whichrepeesented by red frames in Fig. 3 (b))
were considered in the reference facial images.hbnezontal axis of Fig. 3 (a) represents the
face number presented at the input of our systdra.vErtical axis corresponds to the values
of £ obtained with different positions of the subjeqt) with 1<i<53 andY(32), i.e. the
subjectY without rotation which is framed in green in Figdd. The two curves of Fig. 3 (a)
show the good performance of our algorithm. Whatélke facial positionX(i) of subjectX
which can be considered the error obtained by laimg the facer(32) of subject Y with the
independent components ba§g{ ... 3) is always larger than the error obtained by datirey
subjectX with (Ci=1,.. 3. However, to take a reliable decision on the scibidentification, an
acceptance thresholih should be chosen such that subpeahould be recognized for every
facial positionX(i) and leads to the rejection of the subj¥ctvhatever his or her facial
position. The choice of the value fdh is important since it contributes to false alama ao
detection events. To assess the robustness of etlnodh adapted ROCs [17] were graphed
(Fig. 3 (c)) for a given value of the threshdld. Every point of the ROC plot is calculated
with a specific value ofh within the rangf2000; ,220p. The horizontal axis of the Figure 3-

(c) represents the false recognition rate (whenesuly is identified as subjecX) and the
vertical axis corresponds to the true recognitiate (when subject X is correctly identified).
The red curve presents the reference values wteeitrdke recognition is equal to the false
recognition. We observe that the recognition rate88% with a false recognition rate
= 37 % (fixing Th arbitrarily to= 2008).

In summary, we have discussed an optical correldgohnique using the ICA model
to propose solutions to many of the problems aasediwith face recognition. The fact that
this architecture is optically implementable makieis technique well suited for designing
improved image processing systems. The face retogmerformance obtained with our fast
and simple algorithm is larger than that obtaineanfa composite filter with a significantly
smaller false alarm rate. In order to test the sthess of our results, we need to consider
effects of adding noises to the input images, &fe€ increasing the number of independent
component, and compare these results with thosenalot from using optimized correlation
filters [6]. We believe our results can be dired¢tdgted experimentally.

On the one hand, we realize a nonlinear operatidmmthe correlation plan(ac
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Figure captions

FIG. 1: (Color online) Schematics of the algorithiga) definition of the independent
component learning base, (b), definition of the B@tatrix , and (c) recognition procedure.

FIG. 2: (Color online) A sketch of the optical geimplementing the face recognition method
using ICA.

FIG 3: (Color online) Simulation results: (a) theinee in blue color represents the
identification results obtained with different fatpositions of subjecX, the curve in green
color corresponds to facé32) of subjecty. For both curves, three independent components
were used. (b) Test base representing severdlqresof faceX (the three faces of used to
compute the independent components are framedd)n (@ ROC plots using 3 independent
components.
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