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SUBLATTICES OF ASSOCIAHEDRA AND PERMUTOHEDRA

LUIGI SANTOCANALE AND FRIEDRICH WEHRUNG

Abstract. Grätzer asked in 1971 for a characterization of sublattices of Tamari
lattices (associahedra). A natural candidate was coined by McKenzie in 1972
with the notion of a bounded homomorphic image of a free lattice—in short,
bounded lattice. Urquhart proved in 1978 that every associahedron is bounded
(thus so are its sublattices). Geyer conjectured in 1994 that every finite
bounded lattice embeds into some associahedron.

We disprove Geyer’s conjecture, by introducing an infinite collection of
lattice-theoretical identities that hold in every associahedron, but not in every
finite bounded lattice. Among those finite counterexamples, there are the per-

mutohedron on four letters P(4), and in fact two of its subdirectly irreducible
retracts, which are Cambrian lattices of type A.

For natural numbers m and n, we denote by B(m,n) the (bounded) lattice
obtained by doubling a join of m atoms in an (m + n)-atom Boolean lattice.
We prove that B(m,n) embeds into an associahedron iff min{m,n} ≤ 1, and
that B(m, n) embeds into a permutohedron iff min{m,n} ≤ 2. In particular,
B(3, 3) cannot be embedded into any permutohedron. Nevertheless we prove
that B(3, 3) is a homomorphic image of a sublattice of the permutohedron
on 12 letters.

1. Introduction

For every positive integer n, the set A(n) of all binary bracketings of n + 1
symbols x0, x1, . . . , xn can be partially ordered by the reflexive, transitive closure
of the binary relation consisting of all the pairs ((uv)w, u(vw)). The study of
the poset A(n) originates in Tamari [24], and is then pursued in many papers. In
particular, Friedman and Tamari [9] prove that A(n) is a lattice, that is, every pair x,
y of elements has a least upper bound (join) x∨y and a greatest lower bound (meet)
x ∧ y. The lattice A(n) is called a Tamari lattice in Bennett and Birkhoff [2]. The
elements of A(n) are in one-to-one correspondence with the vertices of the Stasheff

polytope, also called associahedron, so A(n) is often called the associahedron on n.
Grätzer asked in Problem 6 of [12] (see also Problem I.1 of [13]) for a charac-

terization of all sublattices of associahedra. Soon after, McKenzie [19] introduced
a lattice-theoretical property that later proved itself fundamental, namely being a
bounded homomorphic image of a free lattice (see Section 2 for precise definitions).
Since then the convention of calling such lattices bounded lattices (not to be con-
fused with lattices with a least and a largest element) has established itself. Among
the two simplest nondistributive lattices M3 and N5 (cf. Figure 1.1), N5 (on the
right hand side of the picture) is bounded while M3 (on the left hand side) is not.
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2 L. SANTOCANALE AND F. WEHRUNG

Figure 1.1. The lattices M3 and N5

Urquhart proved in [25, Corollary, page 55] that every associahedron is bounded.
As every sublattice of a finite bounded lattice is bounded, it follows that M3 cannot
be embedded into any associahedron. On the other hand N5 is itself an associahe-
dron (namely A(3)), and every distributive lattice with n join-irreducible elements
can be embedded into A(n + 1) (cf. Markowsky [18, page 288]). This led to a
plausible conjecture as to which lattices can be embedded into some associahedron,
namely:

Can every finite bounded lattice be embedded into some associahedron?

This conjecture was first stated in Geyer [10, page 106].
Finite bounded lattices are exactly those that can be obtained, starting with

the one-element lattice, by applying a finite sequence of instances of the so-called
doubling construction on closed intervals (see Freese, Ježek, and Nation [8, Corol-
lary 2.44]). At the bottom of the hierarchy of bounded lattices, we can find those
obtained by doubling a point (viewed as a one-element interval) in a finite Boolean
lattice. Denote by B(m,n) the lattice obtained by doubling the join of m atoms
in an (m + n)-atom Boolean lattice (cf. Section 9). We prove in Corollary 10.7
that B(m,n) embeds into some associahedron iff min{m,n} ≤ 1. This settles
Geyer’s conjecture in the negative.

Our proof involves the construction of an infinite collection of lattice-theoretical
identities, the Gazpacho identities (Section 7). We prove that every associahedron
satisfies all Gazpacho identities (Theorem 7.1). The simplest Gazpacho identity,
Gzp(1, 1), is renamed (Veg1) in Section 8, and we find there our first example of a
finite bounded lattice that does not satisfy some Gazpacho identity (namely (Veg1)).
This lattice, denoted by P{3}(4) and represented on the right hand side of Figure 6.1,
is a retract of P(4). Thus, we infer that the permutohedron P(4) has no lattice
embedding into any associahedron: it does not satisfy the identity (Veg1) satisfied
by every associahedron. More generally, we introduce a family of lattices PU (n),
for U ⊆ {1, . . . , n}, that are retracts—with respect to the lattice operations—
of the permutohedron P(n) on n letters, cf. Proposition 6.4. We establish with
Proposition 6.9 the identity between our lattices PU (n) and Reading’s Cambrian

lattices of type A [21]. In particular we characterize the Cambrian lattices of type A
as the quotients of permutohedra by their minimal meet-irreducible congruences.

As seen above, another source of finite bounded lattices that cannot be embedded
into any associahedron is provided by the lattices B(m,n), for min{m,n} ≥ 2. We
introduce in Section 9 a weakening, denoted by (Veg2), of Gzp(2, 2), that is not
satisfied by B(2, 2) (Corollary 9.3). Hence B(2, 2) is another counterexample to
Geyer’s conjecture. This lattice is represented in the right hand side of Figure 9.1.

Our negative embedding result for the permutohedron P(4) raises the analogue
of Geyer’s question for permutohedra: namely, can every finite bounded lattice be
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embedded into some permutohedron? Again, it is known that every permutohedron
is bounded (cf. Caspard [5]). As every associahedron A(n) is a sublattice (and, in
fact, a retract, see Corollary 6.5) of the corresponding permutohedron P(n), every
sublattice of an associahedron is also a sublattice of a permutohedron. We disprove
the question above in Theorem 11.1, by proving that the lattice B(3, 3) cannot

be embedded into any permutohedron. Our proof starts with the observation that
as B(3, 3) is subdirectly irreducible, if it embeds into some permutohedron P(ℓ),
then it embeds into some Cambrian lattice PU (ℓ).

Unlike our negative solution of Geyer’s conjecture, which involves an identity

that holds in all associahedra but not in B(2, 2), our negative embedding result
for B(3, 3) does not produce an identity. There is a good reason for this. Namely,
B(3, 3) is, using terminology from McKenzie [19], splitting (which means finite,
bounded, and subdirectly irreducible), hence there is a lattice-theoretical identity
that holds in a lattice L iff B(3, 3) does not belong to the lattice variety generated
by L. Such an identity is constructed, using known algorithms, in (12.1). Then,
with the assistance of the software Prover9 - Mace4, we show that the Cambrian
lattice PU (12), for U := {5, 6, 9, 10, 11}, does not satisfy that identity. In particular,
this shows that although B(3, 3) satisfies all the identities satisfied by all permutohe-
dra (and even all the identities satisfied by P(12)), it cannot be embedded into any
permutohedron. Hence, our negative embedding result for B(3, 3) (Theorem 11.1)
cannot be proved via a separating identity.

2. Notation and terminology

We set

[n] := {1, . . . , n} ,

In := {(i, j) ∈ [n]× [n] | i < j} ,

∆n := {(i, i) | i ∈ [n]} ,

for each natural number n.
For a subset X in a poset P , we set

P ↓X := {p ∈ P | (∃x ∈ X)(p ≤ x)} ,

P �X := {p ∈ P | (∃x ∈ X)(p < x)} ,

P ↑X := {p ∈ P | (∃x ∈ X)(p ≥ x)} ;

furthermore, we set P ↓ x := P ↓ {x}, P � x := P � {x}, and P ↑ x := P ↑ {x},
for each x ∈ X . For subsets X and Y of P , we say that X refines Y , in notation
X ≪ Y , if X ⊆ P ↓ Y . For elements a, b ∈ P , we set

[a, b] := {p ∈ P | a ≤ p ≤ b} ,

[a, b[ := {p ∈ P | a ≤ p < b} ,

]a, b] := {p ∈ P | a < p ≤ b} ,

]a, b[ := {p ∈ P | a < p < b} .

Here we stray away from the usual convention of denoting intervals in the form [a, b)
or (a, b] for half-open intervals and (a, b) for open intervals. The reason for this is
that the present paper involves the notations (a, b) (for pairs of elements), ]a, b[ (for
open intervals), and 〈a, b〉 (for join-irreducible elements in associahedra).
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We shall denote by P op the poset with the same underlying set as P but ordering
reversed.

A lattice L is join-semidistributive if x∨y = x∨z implies that x∨y = x∨(y∧z),
for all x, y, z ∈ L. Meet-semidistributivity is defined dually, and semidistributivity

is the conjunction of join-semidistributivity and meet-semidistributivity. A lattice

term is obtained from variables by repeatedly composing the meet and the join
operations, so for example (x ∧ y) ∨ (x ∨ z) is a lattice term (we shall use lower
case Sans Serif fonts, such as x, y, z, u, v. . . , for either variables or terms). A
(lattice-theoretical) identity is a statement of the form u = v (or u ≤ v, equivalent
to u = u ∧ v) for lattice terms u and v. A lattice satisfies the identity u = v

if u(~a) = v(~a) for each assignment ~a from the variables of either u or v to the
elements of L. A variety of lattices is the class of all lattices that satisfy a given
set of identities.

A nonzero element p in L is join-irreducible if p =
∨
X implies that p ∈ X for

each finite nonempty subset X of L. Meet-irreducible elements are defined dually.
We denote by Ji(L) (resp., Mi(L)) the set of all join-irreducible (resp., meet-irre-
ducible) elements of L. A lower cover of an element p ∈ L is an element x < p in L
such that ]x, p[ = ∅. Upper covers are defined dually. We denote by p∗ (resp., p∗)
the lower cover (resp., upper cover) of p in case it exists and it is unique. For a
finite lattice L, Ji(L) is exactly the set of all the elements of L that have a unique
lower cover; and dually for Mi(L). In that case, we define binary relationsր andց
on L by setting

xր y ⇐⇒ (y ∈Mi(L) and x � y and x ≤ y∗) ,

y ց x ⇐⇒ (x ∈ Ji(L) and x � y and x∗ ≤ y) ,

for all x, y ∈ L. Then L is meet-semidistributive iff for each p ∈ Ji(L), there exists
a largest element u ∈ L such that u ց p; this element is then denoted by κL(p),
or κ(p) in case L is understood, and it is meet-irreducible (cf. Freese, Ježek, and
Nation [8, Theorem 2.56]). A similar statement holds for join-semidistributivity and
κop(u), for u ∈Mi(L), instead of meet-semidistributivity and κ(p), for p ∈ Ji(L).

The join-dependency relation is the binary relation DL on L defined by aDL q,
or aD q in case L is understood, by

aDL q ⇔
(
q ∈ Ji(L) and a 6= q and (∃x ∈ L)(a ≤ q ∨ x and a � q∗ ∨ x)

)
, (2.1)

for all a, q ∈ L. A join-cover of a ∈ L is a finite subset C ⊆ L such that a ≤
∨
C.

A join-cover C of a is nontrivial if a /∈ L ↓C. A join-cover C of a is minimal if, for
every join-cover D of a, D ≪ C implies C ⊆ D. It is well known [8, Lemma 2.31]
that, if L is a finite lattice and a, q ∈ L,

aDL q ⇔ there exists a minimal nontrivial join-cover C of a such that q ∈ C.

A surjective homomorphism f : K ։ L is bounded if f−1{x} has a least and a
largest element, for each x ∈ L. McKenzie recognized in [19] the fundamental role
played by lattices which are bounded homomorphic images of free lattices. Since
then, those lattices have been mostly called bounded lattices. Every bounded lattice
is semidistributive (apply [8, Theorem 2.20] and its dual), but the converse fails,
even for finite lattices (see the example represented in [8, Figure 5.5]). Bounded
lattices are called congruence-uniform in Reading [20], unfortunately the latter
terminology is also in use for lattices in which all congruence classes, with respect
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to any given congruence, have the same cardinality, so we shall use here the widely
established “bounded” terminology here.

A finite lattice L is bounded iff the join-dependency relation is cycle-free on
the join-irreducible elements of both L and Lop (cf. [8, Corollary 2.39]). The
finite bounded lattices are exactly those that can be obtained by starting from the
one-element lattice and then applying a finite succession of the so-called doubling

operation on closed intervals, cf. Freese, Ježek, and Nation [8, Theorem 2.44].
As shown by the following result from Freese, Ježek, and Nation [8, Lemma 11.10],

the relation DL can be easily obtained from the arrow relations between Ji(L)
and Mi(L).

Lemma 2.1. Let p, q be distinct join-irreducible elements in a finite lattice L.
Then pDL q iff there exists u ∈Mi(L) such that pր uց q.

3. Basic concepts about permutohedra

Throughout this section we shall define permutohedra in a way suited to our
needs (Definition 3.1) and relate that definition to those of some earlier works. We
fix a natural number n.

A subset x of In is closed if it is transitive (viewed as a binary relation): that
is, (i, j) ∈ x and (j, k) ∈ x implies that (i, k) ∈ x, for all i, j, k ∈ [n]. A subset x

of In is open (resp., clopen), if In \x is closed (resp., both x and In \x are closed).

Definition 3.1. The permutohedron of index n, denoted by P(n), is the set of all
clopen subsets of In, partially ordered by inclusion.

The term permutohedron was first coined in Guilbaud and Rosenstiehl [14], and
widely used since then.

The permutohedron was first defined in terms of the groupSn of all permutations
of [n], for each positive integer n. We set Inv(σ) := {(i, j) ∈ In | σ

−1(i) > σ−1(j)}
for each σ ∈ Sn, the set of inversions of σ. The following result is a straightforward
exercise.

Lemma 3.2. Let σ, τ ∈ Sn. Then Inv(σ) = Inv(τ) iff σ = τ .

The following result is contained in Yanagimoto and Okamoto [26, Proposi-
tion 2.2].

Proposition 3.3. The set Inv(σ) is a clopen subset of In, for each σ ∈ Sn.

Conversely, every clopen subset of In is the set of inversions of some permutation

of [n] (necessarily unique by Lemma 3.2).

It follows from Lemma 3.2 and Proposition 3.3 that one can define a partial
ordering on Sn by setting

σ ≤ τ ⇔ Inv(σ) ⊆ Inv(τ) , for all σ, τ ∈ Sn ,

and this partial ordering is isomorphic to the permutohedron P(n) (cf. Defini-
tion 3.1).

As every intersection of closed sets is closed, every union of open sets is open.
For a subset x of In, we shall denote by int(x) (resp., cl(x)) the largest open subset
of x (resp., the least closed set containing x). Hence cl(x) is the transitive closure
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of x, while

int(x) =
{
(i, j) ∈ In | (∀m > 0)(∀i = s0 < s1 < · · · < sm = j)

(∃l < m)
(
(sl, sl+1) ∈ x

)}
. (3.1)

The following lemma, see Santocanale [22, Lemma 2.6], is crucial in establishing
Proposition 3.5. It is implicit in the proof of Yanagimoto and Okamoto [26, Theo-
rem 2.1].

Lemma 3.4. The set cl(x) is open, for each open x ⊆ In. Dually, the set int(x)
is closed, for each closed x ⊆ In.

From Lemma 3.4 it follows that for all x,y ∈ P(n), there exists a largest element
of P(n) contained in x ∩ y, namely int(x ∩ y). Dually, there exists a least element
of P(n) that contains x ∪ y, namely cl(x ∪ y). Therefore, we get the following
result, first established in Guilbaud and Rosenstiehl [14, Section VI.A], see also
Yanagimoto and Okamoto [26, Theorem 2.1].

Proposition 3.5. The poset P(n) is a lattice. The meet and the join in P(n) are

given by

x ∧ y = int(x ∩ y) , x ∨ y = cl(x ∪ y) ,

for all x,y ∈ P(n).

Hence, the permutohedron P(n) it is often called the lattice of all permutations

of n letters.

Proposition 3.6. The lattice P(n) is complemented. Moreover, the assignment

x 7→ xc := In \ x defines an involutive dual automorphism of P(n) that sends each

clopen subset x to a lattice-theoretical complement of x in P(n).

The least element of P(n) is ∅, it is the set of inversions of the identity permuta-
tion. The largest element of P(n) is In; it is the set of inversions of the permutation
i 7→ n+ 1− i.

4. Join-irreducible elements in the permutohedron

Throughout this section we shall fix a natural number n. We shall describe the
join- and meet-irreducible elements of P(n), state a few lemmas needed for further
sections, and indicate how they imply Caspard’s result that all permutohedra are
bounded.

Notation 4.1. We set Dn := {(a, b, U) | (a, b) ∈ In , U ⊆ [a, b] , a /∈ U , and b ∈ U},
and, for each (a, b, U) ∈ Dn, we set

〈a, b;U〉 := In ∩
(
([a, b] \ U)× U

)
.

The following description of the join-irreducible elements in the lattice P(n) is
contained in Santocanale [22, Section 4], see in particular Example 4.10 of that pa-
per. By using Proposition 3.6, the description of meet-irreducible elements follows.

Lemma 4.2. The join-irreducible (resp., meet-irreducible) elements of P(n) are

exactly those of the form 〈a, b;U〉 (resp., 〈a, b;U〉c), for (a, b, U) ∈ Dn.

Lemma 4.3. The equality 〈a, b;U〉∗ = 〈a, b;U〉 \ {(a, b)} holds, for each triple

(a, b, U) ∈ Dn.
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Characterizations of the table of P(n), that is, the order between join-irreducible
elements and meet-irreducible elements, and of both relations ց and ր appear in
Duquenne and Cherfouh [7, Lemma 9] and Caspard [4, Proposition 2], respectively.
The previous description of the join-irreducible elements by triples from Dn yields
the following lemma in a straightforward way.

Lemma 4.4. Let (a, b, U) ∈ Dn. Set Ũ := (]a, b] \U)∪ {b}. Then xց 〈a, b;U〉 iff

x ≤ 〈a, b; Ũ〉c, for each x ∈ P(n).

Consequently, we obtain that for each (c, d;V ) ∈ Dn, 〈c, d;V 〉
c lies above 〈a, b;U〉∗

but not above 〈a, b;U〉 iff 〈a, b; Ũ〉 ≤ 〈c, d;V 〉, that is, c ≤ a < b ≤ d and

Ũ = V ∩ [a, b]. It follows that κP(n)(〈a, b;U〉) = 〈a, b; Ũ〉c. By using [8, Theo-
rem 2.56], it follows that P(n) is meet-semidistributive. As P(n) is self-dual, we
obtain that it is semidistributive. This result was first obtained simultaneously by
Duquenne and Cherfouh [7, Theorem 3] and Le Conte de Poly-Barbut [17, Lemme 9]
(in the latter paper the result was extended to all Coxeter lattices).

We set

U ↾ [i, j] := (U ∩ ]i, j]) ∪ {j} , for all U ⊆ [n] and all (i, j) ∈ In . (4.1)

By using Lemma 2.1 together with Lemmas 3.6 and 4.4, we obtain the following
characterization of the join-dependency relation on P(n). This characterization was
obtained in Santocanale [22, Example 4.10].

Proposition 4.5. Let (a, b, U), (c, d, V ) ∈ Dn. Then the relation 〈a, b;U〉D〈c, d;V 〉
holds in P(n) iff [c, d] $ [a, b] and V = U ↾ [c, d].

This implies trivially that the join-dependency relation on P(n) is a strict order-
ing on Ji(P(n)). In particular, this relation has no cycle. As P(n) is self-dual (cf.
Lemma 3.6), we obtain the following result from Caspard [5, Theorem 1].

Theorem 4.6. The lattice P(n) is bounded.

Although we shall not use that result in the sequel of the paper, it is noteworthy
to observe the following characterization of minimal join-covers in P(n), which can
be obtained as a consequence of Proposition 4.5.

Proposition 4.7. For (a, b, U) ∈ Dn, the minimal join-covers C of 〈a, b;U〉 are
exactly those of the form

C = {〈zi, zi+1;U ↾ [zi, zi+1]〉 | i < k} ,

where k is a positive integer and a = z0 < z1 < · · · < zk = b.

5. The lattices PU (n) and associahedra

In this section we shall introduce the lattices PU (n), that will turn out later to be
the Cambrian lattices of type A (cf. Proposition 6.9), and the associahedra A(n) as
particular cases. We shall relate our definition of A(n) with the one used by Huang
and Tamari [15], and verify that there are arbitrarily large 3-generated sublattices
of associahedra (Proposition 5.3). We shall also verify that every lattice PU (n) is
a sublattice of the corresponding P(n) (Corollary 5.6).

Observe from Definition 3.1 that for a positive integer n, the permutohedron P(n)
consists of all the transitive subsets a ⊆ In such that

(x, z) ∈ a implies that either (x, y) ∈ a or (y, z) ∈ a , for all x < y < z in [n] .



8 L. SANTOCANALE AND F. WEHRUNG

When the choice whether (x, y) ∈ a or (y, z) ∈ a is determined by a subset U of [n],
we obtain the structures PU (n) defined below. Namely, let us denote by DU (n) the
collection of all subsets a of In such that 1 ≤ i < j < k ≤ n and (i, k) ∈ a implies
that (i, j) ∈ a in case j ∈ U and (j, k) ∈ a in case j /∈ U . Observe that, in order to
define DU (n), we need only to know the interior U \{1, n}, so DU (n) = DU\{1,n}(n).

Definition 5.1. We define PU (n) as the collection of all transitive members ofDU (n),
and we order PU (n) by set-theoretical inclusion. For U = [n], we set A(n) :=
P[n](n), the associahedron on n.

We first explain the terminology “associahedron”, for our structure A(n), as
follows. Denote by A′(n) the set of all maps f : [n]→ [n] such that

• i ≤ f(i), for each i ∈ [n];
• i ≤ j ≤ f(i) implies that f(j) ≤ f(i), for all i, j ∈ [n].

We endow A′(n) with the componentwise ordering.
Huang and Tamari proved in [15] that A′(n) is isomorphic to the originally

defined Tamari lattice, defined as the poset of all bracketings of n + 1 symbols
given an ordering defined from certain natural rewriting rules (see the Introduction).
Thus we will be entitled to call A(n) a Tamari lattice, or an associahedron, once
we establish the following simple result.

Proposition 5.2. The posets A(n) and A′(n) are isomorphic, for every positive

integer n.

Proof. We define maps ϕ : A(n)→ A′(n) and ψ : A′(n)→ A(n) as follows:

• For each x ∈ A(n), ϕ(x) is the map from [n] to [n] defined by

ϕ(x)(i) := largest j ∈ [i, n] such that {i} × ]i, j] ⊆ x , for each i ∈ [n] .

• For each f ∈ A′(n), we define ψ(f) := {(i, j) ∈ In | j ≤ f(i)}.

It is a straightforward exercise to verify that these assignments define mutually
inverse, order-preserving maps between A(n) and A′(n). �

The result of Proposition 5.2 has been observed independently in Adaricheva [1].
For a positive integer n, we define elements an, bn, cn ∈ A(n) by

an := 〈1, n〉 ,

bn :=
⋃

(〈i, i+ 1〉 | i even , 1 ≤ i < n) ,

cn :=
⋃

(〈i, i+ 1〉 | i odd , 1 ≤ i < n) .

It follows from the proof of Santocanale [22, Proposition 5.16] that the cardinality
of the sublattice of A(n) generated by {an, bn, cn} goes to infinity as n goes to
infinity. Therefore,

Proposition 5.3. There are arbitrarily large 3-generated sublattices of associahe-

dra.

In universal algebraic terms, Proposition 5.3 implies immediately that the variety
of lattices generated by all associahedra is not locally finite.

Although we found the description of Tamari lattices by either A(n) or A′(n)
more convenient for our present purposes, this is not the case for all applications.
For example, bracket reversing in the original description of the Tamari lattice
easily implies the well-known fact that A(n) is self-dual. This self-duality is not
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apparent in either description of the Tamari lattice by A(n) or A′(n). It is implicit in
Lemmas 8 and 9 of Urquhart [25], and stated in Bennett and Birkhoff [2, page 139].

The corresponding dual automorphism of A′(n) can be described explicitly as
follows. Extend each element f ∈ A′(n) at the point 0 by setting f(0) := n. Observe
that the conditions (i) and (ii) defining A′(n) are still satisfied on [0, n]. Next, for

each f ∈ A′(n), define f̃ : [0, n]→ [0, n] by setting f̃(0) := n, and

f̃(i) := least j ∈ [i, n] such that n− i < f(n− j) , for each i ∈ [n] .

The proof of the following result is then an easy exercise.

Proposition 5.4. The assignment f 7→ f̃ defines an involutive dual automorphism

of A′(n).

We come now to the structures PU (n). Clearly, DU (n) is a sublattice of the
powerset lattice of In; in particular, it is distributive. Furthermore, PU (n) is a meet-
subsemilattice of DU (n) containing the largest element (namely In); in particular,
it is a lattice.

A key point in understanding the lattice structure of PU (n) is the following
analogue of Lemma 3.4.

Lemma 5.5. The closure cl(x) belongs to PU (n), for each x ∈ DU (n). Conse-

quently, cl(x) is the least element of PU (n) containing x.

Proof. Let i < j < k with (i, k) ∈ cl(x). By definition, there are a positive integerm
and i = s0 < s1 < · · · < sm = k such that (su, su+1) ∈ x for each u < m. Let l < m
such that sl < j ≤ sl+1. If j = sl+1, then the chain i = s0 < s1 < · · · < sl+1 = j
witnesses the relation (i, j) ∈ cl(x). Now suppose that j < sl+1. If j ∈ U , then
(sl, j) ∈ x and the chain i = s0 < s1 < · · · < sl < j witnesses the relation
(i, j) ∈ cl(x). If j /∈ U , then (j, sl+1) ∈ x and the chain j < sl+1 < · · · < sm = k
witnesses the relation (j, k) ∈ cl(x).

This completes the proof that cl(x) belongs to DU (n). As cl(x) is transitive, it
thus belongs to PU (n). �

Corollary 5.6. The set PU (n) is a 0, 1-sublattice of P(n). The meet and the join

of elements x,y ∈ PU (n) are given by x ∧ y = x ∩ y and x ∨ y = cl(x ∪ y),
respectively.

From Theorem 4.6 and Corollary 5.6 it follows immediately that PU (n) is a

bounded lattice, for each U ⊆ [n]. We shall verify in Proposition 6.9 that the lat-
tices PU (n) are exactly the Cambrian lattices of type A introduced in Reading [21].

6. A subdirect decomposition of the permutohedron

In this section we shall strengthen Corollary 5.6 by proving that every lat-
tice PU (n) is a retract (with respect to the lattice operations) of the permuto-
hedron 5.6. This result is obtained by introducing the general definition of join-
fitness of a finite (∨, 0, 1)-semilattice within a larger finite lattice (Definition 6.2)
and proving that PU (n) join-fits within P(n). We shall also prove (Proposition 6.7)
that every permutohedron P(n) is a subdirect product of the corresponding PU (n)
and that the lattices PU (n) are exactly the Cambrian lattices of type A (Proposi-
tion 6.9).

Throughout this section we shall fix a positive integer n.
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The following lemma gives a convenient description of the join-irreducible ele-
ments of PU (n), which involves the restriction operation defined in (4.1). Its proof
is a straightforward exercise.

Lemma 6.1. For any (i, j) ∈ In, the least element of PU (n) containing (i, j) as

an element is 〈i, j〉U := 〈i, j;U ↾ [i, j]〉. Consequently,

Ji(PU (n)) = {〈i, j〉U | (i, j) ∈ In} .

Notational convention. For the case U = [n], we shall write 〈i, j〉 instead of

〈i, j〉[n], the join-irreducible elements of the associahedron A(n).

The lattices A(4) = P[4](4) and P{3}(4) are represented on the left hand side
and right hand side of Figure 6.1, respectively. On these pictures, we mark the
join-irreducible elements by doubled circles and we write ij instead of 〈i, j〉U .

12

12

13
13

14

14

23

23 24

24

34

34

Figure 6.1. The lattices A(4) and P{3}(4)

In order to establish that every PU (n) is a retract of the corresponding permu-
tohedron P(n), it is convenient to introduce the following concept.

Definition 6.2. We say that a (∨, 0, 1)-subsemilattice K of a finite lattice L join-

fits within L if

(∀(p, q) ∈ Ji(K)× Ji(L))(pDL q ⇒ q ∈ K) .

Lemma 6.3. Let K be a lattice that join-fits within a finite lattice L. Then the

lower projection map (π : L → K, y 7→ largest x ∈ K such that x ≤ y) is a surjec-

tive lattice homomorphism.

Proof. It is obvious that π is a surjective meet-homomorphism. Now let y0, y1 ∈ L,
we must prove that π(y0 ∨ y1) ≤ π(y0) ∨ π(y1). It suffices to prove that for each
p ∈ Ji(K), if p ≤ y0 ∨ y1, then p ≤ π(y0) ∨ π(y1). The result is trivial if either
p ≤ y0 or p ≤ y1, so suppose from now on that p � y0 and p � y1. As p ≤ y0 ∨ y1,
there exists a minimal nontrivial join-cover I of p in L refining {y0, y1}. It follows
that I = I0 ∪ I1, where we set Ik := I ↓ yk for each k ∈ {0, 1}. For each k < 2
and each q ∈ Ik, the relation pDL q holds, thus, by assumption, q ∈ K. From
q ≤ yk and q ∈ K it follows that q ≤ π(yk); thus

∨
Ik ≤ π(yk) as well. Therefore,

p ≤
∨
I0 ∨

∨
I1 ≤ π(y0) ∨ π(y1). �
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Proposition 6.4. The lattice PU (n) join-fits within P(n), for every positive in-

teger n and every U ⊆ [n]. Consequently, PU (n) is a lattice-theoretical retract

of P(n).

Proof. It follows from Corollary 5.6 that PU (n) is a 0, 1-sublattice (thus, a fortiori,
a (∨, 0, 1)-subsemilattice) of P(n). Now let p ∈ Ji(PU (n)) and q ∈ Ji(P(n)) such
that pDP(n)q. By Lemma 6.1, there exists (a, b) ∈ In such that p = 〈a, b;U ↾ [a, b]〉.

By Lemma 4.2 and Proposition 4.5, there exists (c, d) ∈ In such that [c, d] $ [a, b]
and q = 〈c, d; (U ↾ [a, b]) ↾ [c, d]〉. Thus q = 〈c, d;U ↾ [c, d]〉 belongs to Ji(PU (n)),
which completes the proof of the join-fitness statement. The retractness statement
then follows from Corollary 5.6. �

For U := [n], we obtain the following corollary.

Corollary 6.5. The associahedron A(n) is a lattice-theoretical retract of the per-

mutohedron P(n), for every positive integer n.

We shall verify soon (cf. Proposition 6.9) that the lattices PU (n) are exactly
the Cambrian lattices associated to P(n). Assuming this result, Proposition 6.4
gives an alternative proof of Reading’s result [21, Theorem 6.5] that the Cambrian
lattices of type A are retracts of the corresponding permutohedra. Let us notice
that, while Reading simply states that Cambrian lattices of type A are sublattices
of the corresponding permutohedra, his proof actually exhibits these sublattices
as retracts. The analogous statement for associahedra (Corollary 6.5) was already
observed in Björner and Wachs [3, Theorem 9.6].

The method of proof of Lemma 6.4 yields immediately the following.

Lemma 6.6. The equality Ji(PU (n)) = PU (n) ∩ Ji(P(n)) holds, and p DPU (n) q

iff p DP(n) q, for all p, q ∈ Ji(PU (n)). Furthermore, 〈a, b〉U DPU (n) 〈c, d〉U iff

[c, d] $ [a, b], for all (a, b), (c, d) ∈ In.

Denote by πU : P(n) ։ PU (n) the canonical projection (defined by πU (x) :=
largest element of PU (n) contained in x). By Proposition 6.4, πU is a lattice
homomorphism.

Proposition 6.7. Every lattice PU (n) is subdirectly irreducible, and the diagonal

map π : P(n)→
∏
(PU (n) | U ⊆ [n]), x 7→ (πU (x) | U ⊆ [n]) is a subdirect product

decomposition of the permutohedron P(n).

Proof. It follows from Lemma 6.6 that 〈1, n〉U is the least join-irreducible element
of PU (n) with respect to the transitive closure of the relationDPU (n). Consequently,
by Freese, Ježek, and Nation [8, Corollary 2.37], PU (n) is subdirectly irreducible.

It remains to prove that the map π is one-to-one. Let a, b ∈ P(n) such that
a 6⊆ b. By Lemma 4.2, there exists (i, j, U) ∈ Dn such that the element p :=
〈a, b;U〉 is contained in a but not in b. Now p = 〈a, b〉U belongs to Ji(PU (n)), thus
p ∈ πU (a) \ πU (b), and thus πU (a) 6⊆ πU (b). �

For a join-irreducible element p in a finite lattice L, we set

ΘL(p) := least congruence of L that identifies p and p∗ ,

ΨL(p) := largest congruence of L that does not identify p and p∗ .

We shall also write Θ(p), Ψ(p) in case the lattice L is understood. It follows from
Freese, Ježek, and Nation [8, Theorem 2.30] that the join-irreducible congruences
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of L are exactly those of the form ΘL(p), while the meet-irreducible congruences
of L are exactly those of the form ΨL(p).

The following lemma gives a description of the kernel of πU in terms of the
join-irreducible elements of P(n).

Lemma 6.8. The kernel of πU is equal to ΨP(n)(〈1, n;U〉), for each U ⊆ [n].

Proof. Since the definition of PU (n) depends only of U \{1, n}, we may assume that
1 /∈ U and n ∈ U , that is, (1, n, U) ∈ Dn. Set θ := KerπU and p := 〈1, n;U〉. As p
belongs to PU (n), πU (p) = p > p∗ ≥ πU (p∗), thus p 6≡ p∗ (mod θ). Conversely,
we need to prove that every congruence ψ of P(n) such that p 6≡ p∗ (mod ψ) is
contained in θ. We may assume that ψ is join-irreducible, so ψ = ΘP(n)(q), with
q = 〈c, d;V 〉 for some (c, d, V ) ∈ Dn (cf. Lemma 4.2).

Denoting by E the reflexive and transitive closure of the relation DP(n), p 6≡ p∗

(mod ψ) means that p 6E q (cf. Freese, Ježek, and Nation [8, Lemma 2.36]), that
is, using Proposition 4.5, V 6= U ↾ [c, d]. It follows easily that q does not belong
to PU (n), thus πU (q) ≤ q∗, πU (q) = πU (q∗), so (q, q∗) ∈ θ, that is, ψ ⊆ θ. �

We shall now verify that the lattices PU (n) are identical to the Cambrian lattices

of type A introduced in Reading [21]. We shall first recall how the latter are
defined. For an integer n ≥ 2 (if n = 1 then everything is trivial), we set si :=(
i i+ 1

)
for 1 ≤ i < n. The Dynkin diagram of Sn is the undirected graph

having as vertices the si and, as edges, the pairs {si−1, si} for i = 2, . . . , n − 1.
Informally, an orientation of the Dynkin diagram of Sn consists of a choice, for
each index i ∈ [n− 2], of an orientation between the two vertices si and si+1: that
is, either si → si+1 or si ← si+1. Hence the orientation is encoded by a subset of
{2, 3, . . . , n− 1}, namely

U := {i+ 1 | 1 ≤ i ≤ n− 2 and si → si+1} .

The Cambrian congruence associated to U is the lattice congruence η of P(n) gen-
erated by all pairs si+1 ≡ si+1si (mod η) if i + 1 ∈ U , and si ≡ sisi+1 (mod η) if
i + 1 /∈ U . Now, identifying a permutation with its set of inversions as defined in
Section 3, we obtain that the Cambrian congruence η is generated by the pairs

{(i+ 1, i+ 2)} ≡ {(i+ 1, i+ 2), (i, i+ 2)} (mod η) , if i+ 1 ∈ U ,

{(i, i+ 1)} ≡ {(i, i+ 1), (i, i+ 2)} (mod η) , if i+ 1 /∈ U .

The associated Cambrian lattice is defined as P(n)/η. The following result shows
that the Cambrian lattices of type A are exactly the lattices PU (n).

Proposition 6.9. The Cambrian congruence associated to U is the kernel of πU .
Consequently, the associated Cambrian lattice is PU (n).

Proof. Set again θ := KerπU .
Let i ∈ [n − 2]. Suppose first that i + 1 ∈ U . For each x ∈ PU (n) with

x ⊆ {(i+1, i+2), (i, i+2)}, the possibility that (i, i+2) ∈ x is ruled out for it would
imply (as i+ 1 ∈ U) that (i, i+ 1) ∈ x, a contradiction; hence x ⊆ {(i+ 1, i+ 2)},
and hence

{(i+ 1, i+ 2)} ≡ {(i+ 1, i+ 2), (i, i+ 2)} (mod θ) .

Similarly, we can prove that if i+ 1 /∈ U , then

{(i, i+ 1)} ≡ {(i, i+ 1), (i, i+ 2)} (mod θ) .
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It follows that θ contains η.
In order to establish the converse containment, remember from Lemma 6.8 that θ

is generated by all Θ(q), where q = 〈c, d;V 〉 ∈ Ji(P(n)) with (c, d, V ) ∈ Dn and
V 6= U ↾ [c, d]. Hence it suffices to prove that q ≡ q∗ (mod η) for each such q. We
separate cases. If U ↾ [c, d] 6⊆ V , pick i in the difference; observe that c < i < d.
From i ∈ U it follows that {(i, i+1)} ≡ {(i, i+1), (i−1, i+1)} (mod η), that is, as
i /∈ V , 〈i, i+ 1〉V ≡ 〈i− 1, i+ 1〉V (mod η). Thus, setting 〈k, k〉V := ∅ for each k,
we get

q = 〈c, d〉V ≤ 〈c, i− 1〉V ∨ 〈i− 1, i+ 1〉V ∨ 〈i+ 1, d〉V ≡ x (mod η)

where we set x := 〈c, i− 1〉V ∨〈i, i+ 1〉V ∨〈i + 1, d〉V . From (c, d) /∈ x it follows that
q 6⊆ x, thus q ≡ q∗ (mod η), as desired. The proof in case V 6⊆ U ↾ [c, d] is similar,
now picking an index i ∈ V \ (U ↾ [c, d]) and obtaining, this time, elements y,y′ ∈
P(n) such that (i, d) /∈ y and q ≤ y′ ≡ y (mod η). �

As the elements 〈1, n〉U are exactly theminimal elements of Ji(P(n)) with respect
to the transitive closure E of the join-dependency relation, it follows from Freese,
Ježek, and Nation [8, Lemma 2.36] that the Cambrian lattices of type A are exactly
the quotients of permutohedra by their minimal meet-irreducible congruences. That
is, the Cambrian lattices of type A are exactly the maximal subdirectly irreducible

quotients of permutohedra.
The following consequence of Lemma 6.8 can be obtained, via Proposition 6.9,

from Reading [21, Theorem 3.5]. We show here an easy, direct argument.

Corollary 6.10. The lattices PU (n) and P[n]\U (n) are dually isomorphic, for each

U ⊆ [n].

Proof. Denote by γ : P(n) → P(n), x 7→ xc the canonical dual automorphism (cf.
Proposition 3.6). Again, we may assume that 1 /∈ U and n ∈ U . Set p := 〈1, n;U〉,

Ũ := (]1, n[ \ U) ∪ {n} and q := 〈1, n; Ũ〉. As observed after the statement of
Lemma 4.4, κP(n)(p) = γ(q). It follows that the prime interval [p∗,p] projects up to
the interval [γ(q), γ(q)∗], hence, as γ is a dual automorphism and using Lemma 6.8,
KerπU = γ(Kerπ

Ũ
), and hence PU (n) ∼= P(n)/KerπU is dually isomorphic to

P(n)/Kerπ
Ũ
∼= P

Ũ
(n) = P[n]\U (n). �

In particular, as the associahedronA(n) is self-dual, it is isomorphic to both P∅(n)
and to P[n](n).

7. The Gazpacho identities

In this section we shall construct an infinite collection of lattice-theoretical iden-
tities, the Gazpacho identities, and prove that these identities hold in every associ-
ahedron (Theorem 7.1).

We denote by S the set of all finite sequences ~m = (m1, . . . ,md) of positive
integers with d ≥ 2, and we set

F(~m) :=
∏

([mi] | 1 ≤ i ≤ d) , for each ~m ∈ S .
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We also define terms ai, b̃i, e~m, e∗~m in the variables ai,j and bi (for 1 ≤ i ≤ d and
1 ≤ j ≤ mi) by

ai :=

mi∨

j=1

ai,j , b̃i :=
( d∨

i′=1

bi′
)
∧ (ai ∨ bi) (for 1 ≤ i ≤ d) , (7.1)

e~m :=
d∧

i=1

(ai ∨ bi) , e∗~m :=
( d∨

i′=1

bi′
)
∧ e~m =

d∧

i=1

b̃i .

Further, we define lattice terms f
σ,τ
i , for 2 ≤ i ≤ d and (σ, τ) ∈ Sd × F(~m), by

downward induction on i (for 2 ≤ i < d), by

f
σ,τ
d := (aσ(d),τσ(d) ∨ b̃σ(1)) ∧ (aσ(d) ∨ bσ(d)) , (7.2)

f
σ,τ
i := (aσ(i),τσ(i) ∨ b̃σ(1)) ∧ (aσ(i) ∨ bσ(i)) ∧

∧

i<j≤d

(
aσ(i),τσ(i) ∨ f

σ,τ
j

)
.

Let Gzp(~m) (theGazpacho identity with index ~m) be the following lattice-theoretical
identity, in the variables ai,j and bi, for 1 ≤ i ≤ d and 1 ≤ j ≤ mi:

e~m ≤ e∗~m ∨
∨(

f
σ,τ
2 | (σ, τ) ∈ Sd × F(~m)

)
. (Gzp(~m))

Theorem 7.1. Every associahedron satisfies Gzp(~m) for each ~m ∈ S.

Proof. Let ℓ be a positive integer. Set ~m = (m1, . . . ,md) with d ≥ 2 and let ai,j

and bi (for 1 ≤ i ≤ d and 1 ≤ j ≤ mi) be elements of A(ℓ). We define b :=
∨d

i=1 bi,

and, applying the lattice polynomials defined above, elements ai, b̃i, e := e~m(~a,~b),

f
σ,τ
i := f

σ,τ
i (~a,~b), and

f := (b ∧ e) ∨
∨(

f
σ,τ
2 | (σ, τ) ∈ Sd × F(~m)

)
.

We must prove that e is contained in f . Suppose otherwise and let (x, y) ∈ e \ f
with the interval [x, y] minimal with that property. For each i ∈ [d], there exists a
subdivision

x = zi0 < zi1 < · · · < zini
= y with (zij , z

i
j+1) ∈

mi⋃

k=1

ai,k ∪ bi for each j < ni . (7.3)

We set Zi := {z
i
j | 0 ≤ j ≤ ni}, for each i ∈ [d]. It follows from the minimality

assumption on [x, y] that (x, zij) ∈ f for each i ∈ [d] and each j < ni. As (x, y) /∈ f ,

it follows that (zij , y) /∈ f ; in particular, (zini−1, y) /∈ f . However, from f
σ,τ
2 ≥

aσ(2),τσ(2) for each (σ, τ) ∈ Sd × F(~m) it follows that ai ≤ f , thus, a fortiori,⋃mi

k=1 ai,k ⊆ f , and thus, by (7.3), (zini−1, y) ∈ bi.

Let i ∈ [d]. As bi ⊆ b̃i, there exists a least zi ∈ Zi \ {y} such that (zi, y) ∈ b̃i.

If zi = x, then (x, y) belongs to b̃i ∧ e = b ∧ e, thus to f , a contradiction; hence
x < zi. Pick i1 ∈ [d] such that zi1 ≤ zi for each i ∈ [d]. Denote by si the largest
element of Zi� zi1 and by s′i the successor of si in Zi, for each i ∈ [d] \ {i1}. There
exists a permutation σ ∈ Sd such that σ(1) = i1 and sσ(2) ≤ sσ(3) ≤ · · · ≤ sσ(d).

Suppose that (si, s
′
i) ∈ bi, for some i ∈ [d] \ {σ(1)}. From si < zσ(1) ≤ s′i it

follows that (si, zσ(1)) ∈ bi, thus, as (zσ(1), y) ∈ b̃σ(1), we obtain that (si, y) ∈

bi ∨ b̃σ(1), thus (si, y) ∈ b. From {si, y} ⊆ Zi it follows that (si, y) ∈ ai ∨ bi, and

so (si, y) ∈ b ∧ (ai ∨ bi) = b̃i, a contradiction as si < zi. Therefore, (si, s
′
i) /∈ bi,
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and therefore, by (7.3), there exists τ(i) ∈ [mi] such that (si, s
′
i) ∈ ai,τ(i). As

si < zσ(1) ≤ s
′
i, we also get (si, zσ(1)) ∈ ai,τ(i).

From (sσ(i), zσ(1)) ∈ aσ(i),τσ(i) and (zσ(1), y) ∈ b̃σ(1) it follows that (sσ(i), y) ∈

aσ(i),τσ(i) ∨ b̃σ(1). Moreover, from {sσ(i), y} ⊆ Zσ(i) it follows that (sσ(i), y) ∈
aσ(i) ∨ bσ(i), and therefore

(sσ(i), y) ∈ (aσ(i),τσ(i) ∨ b̃σ(1)) ∧ (aσ(i) ∨ bσ(i)) . (7.4)

Now we prove, by downward induction on i, that (sσ(i), y) ∈ f
σ,τ
i , for each i ∈ [2, d].

The case i := d follows readily from (7.4). Now suppose that 2 ≤ i < d and that
(sσ(j), y) ∈ f

σ,τ
j for each j with i < j ≤ d. Fix such a j. From (sσ(i), zσ(1)) ∈

aσ(i),τσ(i) and sσ(i) ≤ sσ(j) < zσ(1) it follows that (sσ(i), sσ(j)) ∈ ∆ℓ ∪ aσ(i),τσ(i).
By induction hypothesis, it follows that (sσ(i), y) ∈ aσ(i),τσ(i) ∨ f

σ,τ
j . Therefore,

meeting the right hand side of this relation over all j and then with the right hand
side of (7.4), we obtain that (sσ(i), y) ∈ f

σ,τ
i , as desired.

In particular, (sσ(2), y) ∈ f
σ,τ
2 ⊆ f . By the minimality assumption on the

interval [x, y], the pair (x, sσ(2)) belongs to f , and so (x, y) ∈ f , a contradiction. �

Due to the complexity of the identities Gzp(~m) for general ~m, we shall study
some of their much simpler consequences instead.

8. A first nontrivial identity for all associahedra

In this section we shall prove that the simplest Gazpacho identity does not hold
in the Cambrian lattice P{3}(4), thus providing our first counterexample to Geyer’s
conjecture.

Consider the identity Gzp(~m) with ~m := (1, 1). It has the four variables a1,

a2, b1, b2, it involves the terms b̃i := (b1 ∨ b2) ∧ (ai ∨ bi), for i ∈ {1, 2}, and
e := (a1 ∨ b1) ∧ (a2 ∨ b2). As F(~m) is a singleton, the superscript τ becomes
irrelevant in the term f

σ,τ
d given in (7.2) (for d := 2), so we omit it, and then

fσ2 = (aσ(2) ∨ b̃σ(1)) ∧ (aσ(2) ∨ bσ(2)) , for each σ ∈ S2 .

Consequently, Gzp(1, 1) is equivalent to the following identity:

(a1 ∨ b1) ∧ (a2 ∨ b2) ≤ (b̃1 ∧ b̃2) ∨
(
(a1 ∨ b̃2) ∧ (a1 ∨ b1)

)
∨
(
(a2 ∨ b̃1) ∧ (a2 ∨ b2)

)
.

Now observing that ai ∨ bi = ai ∨ b̃i in every lattice, we can cancel out the term
b̃1 ∧ b̃2 and thus we obtain the following equivalent form of Gzp(1, 1), which we
shall denote by (Veg1):

(a1 ∨ b1) ∧ (a2 ∨ b2) ≤
(
(a1 ∨ b1) ∧ (a1 ∨ b̃2)

)
∨
(
(a2 ∨ b̃1) ∧ (a2 ∨ b2)

)
. (Veg1)

Hence, as a consequence of Theorem 7.1, we obtain the following result.

Corollary 8.1. Every associahedron satisfies (Veg1).

Theorem 8.2. The permutohedron P(4) does not satisfy the identity (Veg1). In

particular, it has no lattice embedding into any associahedron.

Proof. By using Proposition 6.7, it suffices to prove that PU (4) does not satisfy
(Veg1) for a suitable U ⊆ [4]. Take U := {3} and define elements of PU (4) by a1 :=
〈1, 3〉U , a2 := 〈2, 4〉U , b1 := 〈3, 4〉U , and b2 := 〈1, 2〉U . Hence a1 = {(1, 3), (2, 3)},
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a2 = {(2, 3), (2, 4)}, b1 = {(3, 4)}, and b2 = {(1, 2)}. Furthermore, it is straight-
forward to verify that

a1 ∨ b1 = {(1, 3), (1, 4), (2, 3), (2, 4), (3, 4)} ,

a2 ∨ b2 = {(1, 2), (1, 3), (1, 4), (2, 3), (2, 4)} ,

a1 ∨ b2 = {(1, 2), (1, 3), (2, 3)} ,

a2 ∨ b1 = {(2, 3), (2, 4), (3, 4)} ,

a1 ∨ a2 = {(1, 3), (2, 3), (2, 4)} ,

thus

b̃j = bj , for all j ∈ {1, 2} ,

(ai ∨ b̃1) ∧ (ai ∨ b̃2) = ai , for all i ∈ {1, 2} ,

(a1 ∨ b1) ∧ (a2 ∨ b2) = {(1, 3), (1, 4), (2, 3), (2, 4)} .

In particular, for that particular instance, (Veg1) is not satisfied. �

Remark 8.3. The proof of Theorem 8.2 shows that the Cambrian lattice P{3}(4)
does not satisfy the identity (Veg1). Hence, by Corollary 6.10, the Cambrian lat-
tice P{3}(4) = P[4]\{2}(4) does not satisfy the dual of the identity (Veg1). In
particular, P{2}(4) cannot be embedded into any associahedron, either. The lat-
tice P{3}(4) is represented on the right hand side of Figure 6.1.

Remark 8.4. Observe that for positive integersm and n, there is a lattice embedding
from the product A(m)×A(n) into A(m+ n), obtained by sending (x,y) to x∪ y′

where y′ := {(m+ i,m+ j) | (i, j) ∈ y}. (A similar comment applies to embedding
P(m)×P(n) into P(m+ n).) As the permutohedron P(3) is a subdirect product of
two copies of the five-element modular nondistributive lattice N5 (see Figure 8.1)
and N5

∼= A(3), it follows that P(3) embeds into A(3)× A(3), thus into A(6).

Figure 8.1. The lattices P(3) and N5

9. Another identity for all associahedra

In this section we shall prove that a weakening of a certain Gazpacho identity
fails in the lattice B(2, 2) (Corollary 9.3), thus providing our second counterexample
to Geyer’s conjecture.

Consider the Gazpacho identity Gzp(~m), where ~m := (2, 2), in which we sub-
stitute to both variables a1,j and a2,j the variable aj (not to be confused with the
lattice term ai introduced in (7.1)), for j ∈ {1, 2}. By arguing in a similar manner
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as at the beginning of Section 8, we see that the resulting identity is equivalent to
the following identity, which we shall denote by (Veg2):

(a1 ∨ a2 ∨ b1) ∧ (a1 ∨ a2 ∨ b2) =
∨

i,j∈{1,2}

(
(ai ∨ b̃j) ∧ (a1 ∨ a2 ∨ b3−j)

)
, (Veg2)

with the lattice terms b̃j := (b1 ∨ b2) ∧ (a1 ∨ a2 ∨ bj), for j ∈ {1, 2}. Hence, as a
consequence of Theorem 7.1, we obtain the following.

Theorem 9.1. Every associahedron satisfies (Veg2).

For natural numbers m and n, we denote by B(m,n) the lattice obtained by
doubling the join ofm atoms in the (m+n)-atom Boolean lattice. It can be obtained
by adding a new element p to the Boolean lattice on m+ n atoms a1, . . . , am, b1,
. . . , bn, with the extra relations ai < p (for 1 ≤ i ≤ m) and p < a1 ∨ · · · ∨am ∨ bj
(for 1 ≤ j ≤ n). The lattices B(1, 3) and B(2, 2) are represented in Figure 9.1, with
their join-irreducible elements marked by doubled circles.

p

p

a1

a1 a2
b1 b1b2 b2b3

Figure 9.1. The lattices B(1, 3) and B(2, 2)

The lattice B(m,n) is a so-called almost distributive lattice (cf. Jipsen and Rose
[16, Lemma 4.11]), and it is subdirectly irreducible (cf. [16, Theorem 4.17]). It is
obtained by doubling a point from a finite Boolean lattice, thus it is bounded (cf.
Freese, Ježek, and Nation [8, Theorem 2.44]).

The class of lattices of the form B(m,n) is self-dual:

Lemma 9.2. The lattices B(m,n) and B(n,m) are dually isomorphic, for all nat-

ural numbers m and n.

Proof. Let x and y be disjoint sets of cardinality m and n, respectively, and denote
by B(x, y) the lattice obtained by doubling x in the powerset lattice P(x∪y) of x∪y.
Hence B(x, y) = P(x ∪ y) ∪ {p} and B(y, x) = P(x ∪ y) ∪ {q}, for new elements p
and q such that

x < p and p < x ∪ {j} for each j ∈ y ,

y < q and q < {i} ∪ y for each i ∈ x .

Define a map ϕ : B(x, y)→ B(y, x) by ϕ(x) := q, ϕ(p) := y, and ϕ(z) := (x∪ y) \ z
for each z ∈ P(x∪ y) \ {x}. Then ϕ is a dual isomorphism. Now B(m,n) ∼= B(x, y)
and B(n,m) ∼= B(y, x). �
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The evaluations in B(2, 2) of the lattice terms b̃1 and b̃2 at the quadruple
(a1,a2, b1, b2) are b1 and b2, respectively, so the left hand side of (Veg2) is evalu-
ated by p while its right hand side is evaluated by a1 ∨ a2. As these two elements
are distinct, we obtain the following result.

Corollary 9.3. The lattice B(2, 2) does not satisfy the identity (Veg2). In partic-

ular, it cannot be embedded into any associahedron.

Remark 9.4. It is not hard (although a bit tedious) to verify that B(m,n) satisfies
(Veg1) for all non simultaneously zero natural numbers m and n. In particular,
B(2, 2) satisfies (Veg1) but not (Veg2) (cf. Corollary 9.3). On the other hand,
P(4) does not satisfy (Veg1) (cf. Theorem 8.2) and it can be verified that it sat-
isfies (Veg2). In particular, none of the identities (Veg1) and (Veg2) implies the

other.

10. Polarized measures and meet-homomorphisms to Cambrian

lattices

In the present section we shall introduce a convenient tool for handling lat-
tice embeddings into Cambrian lattices of type A, inspired by the theory of Ga-
lois connections (cf. Gierz et al. [11] and the duality for finite lattices sketched
in Santocanale [23]). We shall apply this tool by proving that min{m,n} ≤ 1
implies that B(m,n) embeds into some associahedron (Theorem 10.7) and that
min{m,n} ≤ 2 implies that B(m,n) embeds into some Cambrian lattice of type A,
thus in some permutohedron (Proposition 10.8).

We set P [2] := {(x, y) ∈ P×P | x < y}, for any poset P . Observe that [n]
[2]

= In.

Definition 10.1. Let L be a join-semilattice, let P be a poset, and let U ⊆ P . An
L-valued U -polarized measure on P is a map µ : P [2] → L such that

(i) µ(x, z) ≤ µ(x, y) ∨ µ(y, z);
(ii) y ∈ U implies that µ(x, y) ≤ µ(x, z);
(iii) y /∈ U implies that µ(y, z) ≤ µ(x, z),

for all x < y < z in P . Furthermore, we say that µ satisfies the V-condition if for
all (x, y) ∈ P [2] and all a, b ∈ L,

if µ(x, y) ≤ a ∨ b, then (V)

there are m ≥ 1 and a subdivision x = z0 < z1 < · · · < zm = y in P such that

either µ(zi, zi+1) ≤ a or µ(zi, zi+1) ≤ b for each i < m .

If (V) holds, then we shall say that the refinement problem µ(x, y) ≤ a ∨ b can be

solved in P . In case U = P , we shall say polarized measure instead of U -polarized
measure. Furthermore, if L has a least element 0, then we shall often extend the
U -polarized measures by setting µ(x, x) := 0 for each x ∈ P .

In all the cases that we will consider in this paper, P will be a finite chain, most
of the time (but not always) of the form [n] for a positive integer n. For the rest of
this section we shall fix a positive integer n.

Example 10.2. Set L := A(n). Then the assignment µ : (x, y) 7→ 〈x, y〉 defines an
L-valued polarized measure on [n]. Furthermore, µ satisfies the V-condition and
its range (∨, 0)-generates the lattice L.
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Example 10.3. Set L := P(n). Then the assignment µ : (x, y) 7→ 〈x, y〉U defines
an L-valued U -polarized measure on [n]. Furthermore, µ satisfies the V-condition.
However, its range does not (∨, 0)-generate L for n ≥ 3.

Definition 10.4. Let U ⊆ [n] and let L be a finite lattice. We say that maps
µ : In → L and ϕ : L → PU (n) are dual if (x, y) ∈ ϕ(a) iff µ(x, y) ≤ a, for all
(x, y) ∈ In and all a ∈ L.

We leave to the reader the straightforward proof of the following result.

Proposition 10.5. The following statements hold, for any U ⊆ [n] and any finite

lattice L.

(i) If µ : In → L and ϕ : L→ PU (n) are dual, then µ is an U -polarized measure

and ϕ is a (∧, 1)-homomorphism. Furthermore,

µ(x, y) = least a ∈ L such that (x, y) ∈ ϕ(a) , for each (x, y) ∈ In ; (10.1)

ϕ(a) = {(x, y) ∈ In | µ(x, y) ≤ a} , for each a ∈ L . (10.2)

(ii) Every (∧, 1)-homomorphism ϕ : L→ PU (n) has a unique dual U -polarized

measure µ : In → L, which is defined by the formula (10.1).
(iii) Every U -polarized measure µ : In → L has a unique dual (∧, 1)-homomor-

phism ϕ : L→ PU (n), which is defined by the formula (10.2).

Proposition 10.6. Let U ⊆ [n], let L be a finite lattice, and let µ : In → L and

ϕ : L→ PU (n) be dual. The following statements hold:

(i) ϕ(0) = ∅ iff 0 does not belong to the range of µ.
(ii) The range of µ generates L as a (∨, 0)-subsemilattice iff ϕ is one-to-one.

(iii) µ satisfies the V-condition iff ϕ is a lattice homomorphism.

Proof. (i) is straightforward.
(ii). Suppose that ϕ is one-to-one and let a ∈ L. It follows from Lemma 6.1 that

there exists a decomposition ϕ(a) =
∨m

i=1〈xi, yi〉U with a natural number m and
elements (xi, yi) ∈ In for 1 ≤ i ≤ m. Set a′ :=

∨m
i=1 µ(xi, yi). From (xi, yi) ∈ ϕ(a)

it follows that µ(xi, yi) ≤ a for each i; thus a′ ≤ a. Conversely, for each i ∈ [m],
µ(xi, yi) ≤ a′, thus (xi, yi) ∈ ϕ(a′), and thus, by Lemma 6.1, 〈xi, yi〉U ⊆ ϕ(a′).
Therefore, ϕ(a) ≤ ϕ(a′), thus, by assumption, a ≤ a′, and thus a = a′ is a join of
elements of the range of µ.

Conversely, suppose that the range of µ generates L as a join-semilattice and
let a, b ∈ L such that a � b. By assumption, there exists (x, y) ∈ In such that
µ(x, y) ≤ a and µ(x, y) � b, that is, (x, y) ∈ ϕ(a)\ϕ(b). Therefore, ϕ is one-to-one.

(iii). Suppose that ϕ is a join-homomorphism and let (x, y) ∈ In and a, b ∈ L
such that µ(x, y) ≤ a∨b. This means that (x, y) belongs to ϕ(a∨b) = ϕ(a)∨ϕ(b) =
cl(ϕ(a) ∪ ϕ(b)), thus there exists a subdivision x = z0 < z1 < · · · < zm = y in [n]
such that (zi, zi+1) ∈ ϕ(a) ∪ ϕ(b) for each i < m; that is, either µ(zi, zi+1) ≤ a or
µ(zi, zi+1) ≤ b. Therefore, µ satisfies the V-condition.

Conversely, suppose that µ satisfies the V-condition, let a, b ∈ L, and let (x, y) ∈
ϕ(a ∨ b), we must prove that (x, y) ∈ ϕ(a) ∨ ϕ(b). As µ and ϕ are dual, µ(x, y) ≤
a∨ b, thus, as µ satisfies the V-condition, there exists a subdivision x = z0 < z1 <
· · · < zm = y in [n] such that µ(zi, zi+1) is contained in either a or b for each i < m;
so (zi, zi+1) ∈ ϕ(a) ∪ ϕ(b) for each i < m, and so (x, y) ∈ ϕ(a) ∨ ϕ(b). �

We apply Propositions 10.5 and 10.6 to the following two embedding results.
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Theorem 10.7. Let m and n be natural numbers. Then the lattice B(m,n) embeds

into some associahedron iff either m ≤ 1 or n ≤ 1.

Proof. If m ≥ 2 and n ≥ 2, then B(2, 2) embeds into B(m,n), thus, by Theo-
rem 9.3, B(m,n) cannot be embedded into any associahedron. Hence, as every
associahedron is self-dual and by Lemma 9.2, it suffices to prove that both B(m, 0)
and B(m, 1) embed into A(m+ 2), for every positive integer m. As B(m, 0) is dis-
tributive with m + 1 join-irreducible elements, the result for that lattice follows
from Markowsky [18, page 288]. It remains to deal with B(m, 1). It is convenient
to describe the embedding by a polarized measure µ : Im+2 → B(m, 1). We set

aX :=
∨

i∈X

ai , for each X ⊆ [m] .

The measure µ : Im+2 → B(m, 1) is given (setting b := b1) by

µ(k, l) := a[k,l−1] , for 1 ≤ k < l ≤ m+ 1 ,

µ(k,m+ 2) := a[k,m] ∨ b , for 2 ≤ k ≤ m+ 1 ,

µ(1,m+ 2) := p .

It is straightforward to verify that µ is a polarized V-measure. The conclusion
follows then from Propositions 10.5 and 10.6. �

Proposition 10.8. The lattice B(m, 2) has a 0, 1-lattice embedding into the Cam-

brian lattice P[m+2,2m+1](2m+ 2), for every positive integer m.

Proof. We shall define the embedding via a [m + 2, 2m + 1]-polarized measure
on [2m + 2], by using Propositions 10.5 and 10.6. It will be more convenient to
construct the measure on the totally ordered set Λ := [−m− 1,m+1] \ {0} (which
is isomorphic to the interval [2m + 2]) and to prove that it is U -polarized with
U := [1,m].

We denote by a1, . . . , am, b1, b2, and p the join-irreducible elements of B(m, 2),

with
∨

1≤i≤m ai < p. We denote by µ : [0,m+ 1][2] → B(m, 1) the polarized mea-

sure given by the isomorphism [0,m+1] ∼= [1,m+2] and the proof of Theorem 10.7.
In particular, µ(i−1, i) = ai for 1 ≤ i ≤ m, µ(m,m+1) = b1, and µ(0,m+1) = p.
Moreover, set A := {ai | 1 ≤ i ≤ m}.

We denote by B′(m, 1) the copy of B(m, 1), within B(m, 2), obtained by chang-

ing b1 to b2, and we denote by µ′ : [0,m+ 1]
[2]
→ B′(m, 1) the corresponding po-

larized measure. In particular, µ′(i − 1, i) = ai for 1 ≤ i ≤ m, µ′(m,m + 1) = b2,
and µ′(0,m+ 1) = p.

Now we define a map ν : Λ[2] → B(m, 2) as follows:

ν(i, j) := µ(i, j) , for 1 ≤ i < j ≤ m+ 1 ,

ν(i, j) := µ′(−j,−i) , for −m− 1 ≤ i < j ≤ −1 ,

ν(−i, j) := µ(0, i ∧ j) = µ′(0, i ∧ j) , for i, j ∈ [m+ 1] .

We claim that ν is an U -polarized measure on Λ. Let x < y < z in Λ, we need to
prove that ν(x, z) ≤ ν(x, y)∨ν(y, z), while y ∈ U implies that ν(x, y) ≤ ν(x, z) and
y /∈ U implies that ν(y, z) ≤ ν(x, z).

If either z < 0 or x > 0, then the result follows from µ′ and µ being U -polarized
measures. Now assume that x < 0 and z > 0 and set x′ := −x. Then ν(x, z) =
µ(0, x′ ∧ z). If y ∈ U , then ν(x, y) = µ(0, x′ ∧ y) ≤ µ(0, x′ ∧ z) = ν(x, z). Further,
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x′ ≤ y implies that x′ ∧ y = x′ ∧ z = x′, thus µ(x′ ∧ y, x′ ∧ z) = 0 ≤ µ(y, z); while
y ≤ x′ implies that µ(x′∧y, x′∧z) = µ(y, x′∧z) ≤ µ(y, z) (because µ is a polarized
measure). In each case, µ(x′ ∧ y, x′ ∧ z) ≤ µ(y, z), so

ν(x, z) = µ(0, x′ ∧ z) ≤ µ(0, x′ ∧ y) ∨ µ(x′ ∧ y, x′ ∧ z) ≤ ν(x, y) ∨ ν(y, z) .

If y /∈ U , then the element y′ := −y belongs to U and y′ < x′. Further,
ν(y, z) = µ′(0, y′∧z) ≤ µ′(0, x′∧z) = ν(x, z). As above, µ′(y′∧z, x′∧z) ≤ µ′(y′, x′),
so we obtain

ν(x, z) = µ′(0, x′ ∧ z) ≤ µ′(0, y′ ∧ z) ∨ µ′(y′ ∧ z, x′ ∧ z) ≤ ν(y, z) ∨ ν(x, y) .

This completes the proof of ν being an U -polarized measure.
As ν(−m−1,m+1) = p, ν(−1, 1) = a1, ν(m,m+1) = b1, ν(−m−1,−m) = b2,

and ν(i, i + 1) = ai+1 for 1 ≤ i ≤ m − 1, the range of ν generates B(m, 2) as a
(∨, 0)-semilattice. Now it remains to verify the V-condition. In order to do this,
it suffices to prove that for every (x, y) ∈ Λ[2], every positive integer n, and every
minimal join-covering in B(m, 2) of the form ν(x, y) ≤

∨
1≤j≤n cj (observe that

by minimality, all cj are join-irreducible), there are a positive integer k and a
subdivision x = z0 < z1 < · · · < zk = y in Λ such that each ν(zi, zi+1) is contained
in some cj . As p is the only join-irreducible element of B(m, 2) that is not join-
prime, it suffices to solve this problem in each case ν(x, y) =

∨
1≤j≤n cj with n ≥ 2,

and ν(x, y) = p <
∨

1≤j≤n cj .

We begin with the first case. As all the cj belong to A ∪ {b1} if x > 0 and to
A ∪ {b2} if y < 0, our refinement problem has a solution if either x > 0 or y < 0
(because µ and µ′ are V-measures to B(m, 1) and B′(m, 1), respectively). Suppose
now that x < 0 and y > 0; set x′ := −x. Then µ(0, x′ ∧ y) = ν(x, y) =

∨
1≤j≤n cj .

We separate cases. If x′ ≤ y, then µ(0, x′) =
∨

1≤j≤n cj is a minimal join-covering

with n ≥ 2, thus x′ ≤ m (this is because µ(0,m + 1) = p) and our join-covering
is equivalent, up to permutation, to ν(x, y) =

∨
1≤j≤x′ aj , for which a refinement

is given by the subdivision x < x + 1 < · · · < −1 < y, with successive measures
ν(x, x + 1) = ax′ , ν(x + 1, x + 2) = ax′−1, . . . , ν(−2,−1) = a2, ν(−1, y) = a1. If
x′ ≥ y, then µ(0, y) =

∨
1≤j≤n cj is a minimal join-covering with n ≥ 2, thus y ≤ m

and our join-covering is equivalent, up to permutation, to ν(x, y) =
∨

1≤j≤y aj , for
which a refinement is given by the subdivision x < 1 < · · · < y − 1 < y, with
successive measures ν(x, 1) = a1, ν(1, 2) = a2, . . . , ν(y − 1, y) = ay.

It remains to deal with the minimal join-coverings of the form ν(x, y) = p <∨
1≤j≤n cj . Necessarily, x = −m− 1, y = m+1, and our covering is equivalent, up

to permutation, to a covering of the form

ν(−m− 1,m+ 1) = p < a1 ∨ a2 ∨ · · · ∨ am ∨ bl , for some l ∈ {1, 2} .

If l = 1, then a refinement is given by −m− 1 < 1 < 2 < · · · < m < m + 1, with
successive measures a1, a2, . . . , am, b1. If l = 2, then a refinement is given by
−m− 1 < −m < −m+ 1 < · · · < −1 < m + 1, with successive measures b2, am,
am−1, . . . , a1. �

In particular, it follows from Proposition 10.8 that B(2, 2) has a lattice embedding
into P{4,5}(6), thus into P(6). It can be shown that B(2, 2) has no lattice embedding
into P(n), for n ≤ 5.
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11. A lattice that cannot be embedded into any permutohedron

The main goal of the present section is to provide a proof of the following re-
sult, which implies that not every finite bounded lattice can be embedded into a

permutohedron.

Theorem 11.1. The lattice B(3, 3) cannot be embedded into any permutohedron.

In order to prove Theorem 11.1, we denote, as in earlier sections, the join-ir-
reducible elements of B(3, 3) by a1, a2, a3, b1, b2, b3, and p, with ai < p for
each i ∈ {1, 2, 3}. We also set a := a1 ∨ a2 ∨ a3. We suppose that there exists
a lattice embedding ϕ : B(3, 3) →֒ P(ℓ) for some positive integer ℓ. Now P(ℓ) is a
subdirect product of its associated Cambrian lattices PU (ℓ) (cf. Proposition 6.7),
thus, as B(3, 3) is subdirectly irreducible (cf. Jipsen and Rose [16, Theorem 4.17]),
there is a lattice embedding ψ : B(3, 3) →֒ PU (ℓ) for some U ⊆ [ℓ]. Now we define
a new lattice K by setting

K :=

{
B(3, 3) , if ψ(1B(3,3)) = 1PU (n) ,

B(3, 3) ∪ {∞} , otherwise,

and we extend ψ to K by setting ψ(∞) := 1PU (n) (in case ψ(1B(3,3)) 6= 1PU (n)).
Now ψ is an unit-preserving lattice embedding from K into PU (ℓ). By Proposi-
tion 10.6, the range of the dual U -polarized measure µ : Iℓ → K generates K as a
(∨, 0)-semilattice.

In particular, p is a join of elements in the range of µ. As p is join-irreducible, it
follows that there exists (x, y) ∈ Iℓ such that p = µ(x, y). Pick such an (x, y) with
y−xminimal. For each i ∈ [3], we say that a subdivision x = z0 < z1 < · · · < zn = y
is subordinate to bi if

either µ(zj , zj+1) ≤ bi or µ(zj , zj+1) ≤ al for some l ∈ [3] , for each j < n .
(11.1)

As µ is a V-measure and µ(x, y) = p ≤ a1 ∨a2∨a3∨bi, there exists certainly such
a subdivision. Observe that as p ≤ a1 ∨ a2 ∨ a3 ∨ bi is a minimal covering, each
element of {a1,a2,a3, bi} appears at least once among the elements µ(zj , zj+1). In
particular, n ≥ 4.

Recall that U c denotes the complement of U . Say that a peak index of a subdi-
vision x = z0 < z1 < · · · < zn = y is an index j ∈ [0, n− 1] such that zj ∈ U ∪ {x}
and zj+1 ∈ U

c ∪ {y}. We shall call the pair (zj , zj+1) the peak associated to j.

Lemma 11.2. Let i ∈ [3]. Each subdivision x = z0 < z1 < · · · < zn = y subordi-

nate to bi has a peak index. Furthermore, µ(x, zj) ≤ a and µ(zj+1, y) ≤ a while

µ(zj , zj+1) ≤ bi, for each peak index j.

Note. In the statement above, we are using again the convention µ(z, z) := 0 for
each z ∈ [ℓ].

Proof. If zj ∈ U ∪ {x} for some j ∈ [0, n − 1], then, taking the largest such j,
we obtain that zj+1 ∈ U

c ∪ {y}. On the other hand, if zj+1 ∈ U
c ∪ {y} for some

j ∈ [0, n− 1], then, taking the least such j, we obtain that zj ∈ U ∪ {x}. In both
cases, j is a peak index; thus such an index always exists.

Let j be a peak index. From µ being an U -polarized measure it follows that
µ(x, zj) ≤ p and µ(zj+1, y) ≤ p. Therefore, by the minimality assumption on y−x,
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it follows that µ(x, zj) ≤ a and µ(zj+1, y) ≤ a, hence

p = µ(x, y) ≤ µ(x, zj) ∨ µ(zj , zj+1) ∨ µ(zj+1, y) ≤ a ∨ µ(zj , zj+1) .

As p � a, it follows that µ(zj , zj+1) � a, thus, by (11.1), µ(zj , zj+1) ≤ bi. �

Say that a subdivision subordinate to bi is normal if it has a peak index j such
that for each k ∈ [0, n− 1] \ {j} there exists l ∈ [3] such that µ(zk, zk+1) ≤ al.

Lemma 11.3. There exists a normal subdivision subordinate to bi, for each index

i ∈ [3]. Furthermore, for each such subdivision x = z0 < z1 < · · · < zn and each

k ∈ [n− 1], k ≤ j implies that zk ∈ U while j + 1 ≤ k implies that zk ∈ U
c.

Note. This implies, of course, that the peak index of a normal subdivision is unique.

Proof. By Lemma 11.2, every subdivision x = z0 < z1 < · · · < zn = y subordinate
to bi has a peak index j, while µ(x, zj) ≤ a and µ(zj+1, y) ≤ a. As a = a1∨a2∨a3

and as µ is a V-measure, there are natural numbers p, q and decompositions x =
s0 < s1 < · · · < sp = zj and zj+1 = sp+1 < sp+2 < · · · < sp+q+1 = y such that for
each k ∈ [0, p+ q] \ {p} there exists l ∈ [3] such that µ(sk, sk+1) ≤ al. Obviously,
the subdivision

x = s0 < s1 < · · · < sp < sp+1 < · · · < sp+q+1 = y

is normal, with p as a peak index.
Now let x = z0 < z1 < · · · < zn = y be a normal subdivision subordinate to bi,

with peak index j, and let k ∈ [n− 1]. Suppose first that k ≤ j. If zk ∈ U
c, then,

as µ is an U -polarized measure, µ(zk, y) ≤ µ(x, y) = p, thus, by the minimality
assumption on y − x, µ(zk, y) ≤ a. However, from µ(zl, zl+1) ≤ a for each l < k it
follows that µ(x, zk) ≤ a, thus

p = µ(x, y) ≤ µ(x, zk) ∨ µ(zk, y) ≤ a ,

a contradiction. It follows that zk ∈ U . Likewise, j+1 ≤ k implies that zk /∈ U . �

Now Lemma 11.3 ensures that for each i ∈ [3], there exists a normal subdivision
x = zi0 < zi1 < · · · < zini

= y subordinate to bi. Set Zi := {z
i
j | 0 ≤ j ≤ ni} and

denote by (si, ti) the unique peak of that subdivision; so x ≤ si < ti ≤ y.

Lemma 11.4. Let i, j ∈ [3] be distinct. If ti ≤ tj, then µ(tj , y) ≤ al for some

l ∈ [3].

Proof. If tj = y, then the conclusion holds trivially. Thus suppose that tj < y. As
(sj , tj) is a peak, tj ∈ U

c. Moreover, ti < y, thus ti ≤ zini−1 < y. As (si, ti) is a

peak and the subdivision associated to Zi is normal, it follows that µ(zini−1, y) ≤ al

for some l ∈ [3].
We claim that zini−1 < tj . Suppose otherwise, that is, tj ≤ z

i
ni−1. As x and zini−1

both belong to Zi, the inequality µ(x, zini−1) ≤ a∨ bi holds. Now ti = zim for some
m ∈ [ni − 1], thus, as the subdivision associated to Zi is normal,

µ(ti, z
i
ni−1) ≤

∨

m≤k<ni−1

µ(zik, z
i
k+1) ≤ a .

It follows that

µ(tj , z
i
ni−1) ≤ µ(ti, z

i
ni−1) (because ti ≤ tj ≤ z

i
ni−1 and tj ∈ U

c)

≤ a .
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As µ(x, tj) ≤ a∨bj (because x and tj both belong to Zj), it follows that µ(x, z
i
ni−1) ≤

µ(x, tj) ∨ µ(tj , z
i
ni−1) ≤ a ∨ bj . Therefore, µ(x, zini−1) ≤ (a ∨ bi) ∧ (a ∨ bj) = a,

thus, as µ(zini−1, y) ≤ al, we obtain that p = µ(x, y) ≤ a, a contradiction.

By the claim above, zini−1 < tj . As tj ∈ U
c, it follows that µ(tj , y) ≤ µ(z

i
ni−1, y) ≤

al. �

The following dual version of Lemma 11.4 can be proved likewise.

Lemma 11.5. Let i, j ∈ [3] be distinct. If si ≤ sj, then µ(x, si) ≤ ak for some

k ∈ [3].

Now we can conclude the proof of Theorem 11.1. We may assume without loss of
generality that t1 ≤ t2 ≤ t3. It follows from Lemma 11.4 that µ(t2, y) ≤ al for some
l ∈ [3]. As t2 ≤ t3 ≤ y and t3 ∈ U

c ∪ {y}, it follows that µ(t3, y) ≤ µ(t2, y) ≤ al.
Next, suppose that s2 ≤ s3. It follows from Lemma 11.5 that µ(x, s2) ≤ ak for

some k ∈ [3], so

p = µ(x, y) ≤ µ(x, s2) ∨ µ(s2, t2) ∨ µ(t2, y) ≤ ak ∨ al ∨ b2 ,

a contradiction. On the other hand, if s3 ≤ s2, then, again by Lemma 11.5,
µ(x, s3) ≤ ak for some k ∈ [3], so

p = µ(x, y) ≤ µ(x, s3) ∨ µ(s3, t3) ∨ µ(t3, y) ≤ ak ∨ al ∨ b3 ,

a contradiction again. This completes the proof of Theorem 11.1.

By combining the result of Theorem 11.1 with those of Proposition 3.6, Lemma 9.2,
and Proposition 10.8, we obtain the following analogue, for permutohedra, of The-
orem 10.7.

Theorem 11.6. Let m and n be natural numbers. Then the lattice B(m,n) embeds

into some permutohedron iff either m ≤ 2 or n ≤ 2.

12. A large permutohedron with a preimage of B(3, 3)

After several unsuccessful attempts to turn Theorem 11.1 to an identity holding
in all permutohedra while failing in B(3, 3), we (the authors of the present paper)
started wondering whether it could actually be the case that B(3, 3) satisfies every
lattice-theoretical identity satisfied by all permutohedra! The goal of the present
section is to provide a proof that this guess was correct.

In order to do this, we shall need the notion of splitting identity of a finite,
bounded, subdirectly irreducible lattice. Such lattices are often called splitting

lattices (after McKenzie [19], see also Freese, Ježek, and Nation [8]). It is a classical
result of lattice theory (cf. Freese, Ježek, and Nation [8, Corollary 2.76]) that for
every splitting lattice K, there exists a largest lattice variety CK which is maximal
with respect to not containing K as a member. Furthermore, CK can be defined by
a single lattice identity, called a splitting identity for K, and there is an effective
way to compute such an identity.

We shall apply this algorithm (given by [8, Corollary 2.76]) to the six-element set
X := {x1, x2, x3, y1, y2, y3}, the lattice B(3, 3), with u := p and v := a = a1∨a2∨a3,
and the unique lattice homomorphism f : FL(X) ։ B(3, 3) such that f(xi) = ai

and f(yi) = bi for each i ∈ [3] (where FL(X) denotes the free lattice on X). From
p =

∧
j∈{1,2}(a1 ∨ a2 ∨ a3 ∨ bj) it follows that f is surjective.
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For each i ∈ [3], denote by i′ and i′′ the other two elements of [3]. We introduce
new lattice terms by

x := x1 ∨ x2 ∨ x3 , y := y1 ∨ y2 ∨ y3 ,

x̂i := xi′ ∨ xi′′ ∨ y , ŷi := yi′ ∨ yi′′ ∨ x , for each i ∈ [3] ,

and the corresponding elements of B(3, 3),

a := a1 ∨ a2 ∨ a3 , b := b1 ∨ b2 ∨ b3 ,

âi := ai′ ∨ ai′′ ∨ b , b̂i := bi′ ∨ bi′′ ∨ a , for each i ∈ [3] .

The 0th stage β0 of the lower limit table (cf. Freese, Ježek, and Nation [8, Theo-
rem 2.4]) on the join-irreducible elements of B(3, 3) is given by

β0(ai) = xi and β0(bi) = yi for each i ∈ [3] , β0(p) = 1 .

Then, using the only minimal join-coverings of B(3, 3), namely p < a1∨a2∨a3∨bj
for each j ∈ [3], we obtain the first stage β1 of the lower limit table of B(3, 3) on
the join-irreducible elements of B(3, 3):

β1(ai) = β0(ai) = xi ,

β1(bi) = β0(bi) = yi ,

while

β1(p) =

3∧

j=1

(
β0(a1) ∨ β0(a2) ∨ β0(a3) ∨ β0(bj)

)

=

3∧

j=1

(
x1 ∨ x2 ∨ x3 ∨ yj

)
.

As D1(B(3, 3)) = B(3, 3), it follows from [8, Lemma 2.7] that β = β1.
Similar calculations yield the upper limit table for B(3, 3) on the meet-irreducible

elements of B(3, 3):

α0(âi) = x̂i , α0(b̂i) = ŷi, , α0(a) = x ,

α1(âi) = α0(âi) = x̂i , α1(b̂i) = α0(b̂i) = ŷi ,

α1(a) = x ∨

3∨

i=1

(
x̂i ∧ ŷ1 ∧ ŷ2 ∧ ŷ3

)
.

Furthermore, as obviously

xi′ ∨ xi′′ ≤ x̂i ∧ ŷ1 ∧ ŷ2 ∧ ŷ3 ,

we obtain x ≤
∨3

i=1(x̂i ∧ ŷ1 ∧ ŷ2 ∧ ŷ3), thus

α1(a) =

3∨

i=1

(
x̂i ∧ ŷ1 ∧ ŷ2 ∧ ŷ3

)
.

As D1(B(3, 3)
op) = B(3, 3)op, it follows that α = α1.

Consequently, by Freese, Ježek, and Nation [8, Corollary 2.76], a splitting iden-
tity for B(3, 3) is given by

∧

1≤j≤3

(x1 ∨ x2 ∨ x3 ∨ yj) ≤
∨

1≤i≤3

(x̂i ∧ ŷ1 ∧ ŷ2 ∧ ŷ3) . (12.1)
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While all the splitting identities for B(3, 3) are equivalent, we shall work with the
one given by (12.1). We obtained the example underlying Theorem 12.1 with the
assistance of the Mace4 part of the Prover9 - Mace4 software, available online on
William McCune’s Web page at http://www.cs.unm.edu/~mccune/prover9/.

Theorem 12.1. Set U := {5, 6, 9, 10, 11}. Then the Cambrian lattice PU (12) does
not satisfy the identity (12.1). Consequently, B(3, 3) is the homomorphic image of

a sublattice of PU (12).

Proof. We consider the elements a1, a2, a3, b1, b2, and b3 of PU (12) defined as

a1 := 〈1, 5〉U ∨ 〈2, 3〉U ∨ 〈8, 12〉U ∨ 〈10, 11〉U ;

a2 := 〈3, 4〉U ∨ 〈5, 9〉U ;

a3 := 〈4, 8〉U ∨ 〈9, 10〉U ;

b1 := 〈1, 2〉U ;

b2 := 〈6, 7〉U ;

b3 := 〈11, 12〉U .

Due to the subdivisions

1 < 2 < 3 < 4 < 8 < 12 , with successive measures b1 , a1 , a2 , a3 , a1 ,

1 < 5 < 6 < 7 < 8 < 12 , with successive measures a1 , a2 , b2 , a3 , a1 ,

1 < 5 < 9 < 10 < 11 < 12 , with successive measures a1 , a2 , a3 , a1 , b3 ,

we obtain that the pair (1, 12) belongs to
∧3

j=1(a1 ∨ a2 ∨ a3 ∨ bj). On the other

hand, evaluating the two sides of (12.1) at the ais and bis yields that (1, 12) does
not belong to the right hand side of the equation. Therefore, PU (12) does not
satisfy (12.1).

As (12.1) is a splitting identity for B(3, 3), it follows that B(3, 3) belongs to
the lattice variety generated by PU (12). As PU (12) is subdirectly irreducible (cf.
Proposition 6.7), the final statement of Theorem 12.1 follows from Jónsson’s Lemma
(cf. Corollary 1.5 and Lemma 1.6 in Jipsen and Rose [16]). �

Corollary 12.2. The lattice B(3, 3) satisfies every lattice-theoretical identity satis-

fied by PU (12), thus also every lattice-theoretical identity satisfied by the permutohe-

dron P(12). In particular, B(3, 3) satisfies every lattice-theoretical identity satisfied

by every permutohedron.

13. Open problems

Almost every nontrivial question about embedding finite lattices into associa-
hedra, permutohedra, or related objects, is open, so we shall just list a few here.
The most fundamental one seems to be whether it is decidable whether a given
finite (bounded) lattice can be embedded into some associahedron (resp., permu-
tohedron). Also, is the class of all sublattices of associahedra the intersection of
a lattice variety with the class of all finite bounded lattices? In particular, if a
lattice L can be embedded into some associahedron, is this also the case for all ho-
momorphic images of L? (By Theorems 11.1 and 12.1, the analogue of this problem
for permutohedra has a negative answer.)

Another question, raised by the results of Sections 11 and 12, is the one whether
there exists a nontrivial lattice-theoretical identity satisfied by all permutohedra.

http://www.cs.unm.edu/~mccune/prover9/
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Is the class of all identities satisfied by all associahedra (resp., permutohedra) de-
cidable?

Does every closed interval of an associahedron (resp., a permutohedron) have a
0, 1-preserving lattice embedding into an associahedron (resp., a permutohedron)?

Caspard, Le Conte de Poly-Barbut, and Morvan proved in [6] that every finite
Coxeter lattice (i.e., weak Bruhat order on a finite Coxeter group) is bounded. All
the analogues for Coxeter lattices of the questions above are open as well. Can
every finite Coxeter lattice be embedded into some permutohedron? (This is the
case for Coxeter lattices of type Bn, but it needs to be worked out for the lattices
of type Dn and for the other types.)
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