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San Vi Ngoc , Christophe Wacheux
Université de Rennes 1

March 16, 2011

Abstract

We prove that completely integrable systems are normalisable in the
C™ category near focus-focus singularities.

1 Introduction and exposition of the result

In his PhD Thesis [4], Eliasson proved some very important results about symplec-
tic linearisation of completely integrable systems near non-degenerate singulari-
ties, in the C* category. However, at that time the so-called elliptic singularities
were considered the most important case, and the case of focus-focus singularities
was never published. It turned out that focus-focus singularities became crucially
important in the last 15 years in the topological, symplectic, and even quantum
study of Liouville integrable systems. The aim of this article is to fill in some
non-trivial gaps in the original treatment, in order to provide the reader with a
complete and robust proof of the fact that a C'*° completely integrable system is
linearisable near a focus-focus singularity.

Note that in the holomorphic category, the result is already well established
(see Vey [7]).

Let us first recall the result.
Thoughout the paper, we shall denote by (¢, ¢2) the quadratic focus-focus
model system on R* = T*R? equipped with the canonical symplectic form wy :=

dgl VAN d.Tl + de A d.TQ .

q =28 2 and g = 21§ — 226 (1)

Let f1, fo be C*° functions on a 4-dimensional symplectic manifold M, such
that {f1, fo} = 0. Here the bracket {-,-} is the Poisson bracket induced by the
symplectic structure. We assume that the differentials df; and df; are independent
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almost everywhere on M. Thus (fi, f2) is a completely (or “Liouville”) integrable
system.

If m € M is a critical point for a function f € C°°(M), we denote by H,,(f)
the Hessian of f at m, which we view as a quadratic form on the tangent space
T,,M.

Definition 1.1. For F' = (f1, f2) an integrable system on a symplectic 4-manifold
M, m is a critical point of focus-focus type if

e dF'(m) = 0;
e the Hessians H,,(f1) and H,,(f2) are linearly independent;

e there exist canonical symplectic coordinates on 7,, M such that these hes-
sians are linear combinations of the focus-focus quadratic forms ¢; and gs.

Concretely, this definition amounts to requiring the existence of a linear sym-
plectomorphism U : R* — T,,M such that :

U* (Ho(F)) = (Zgll Izgz) with (‘é Z) € GLy(R).
From a dynamical viewpoint, this implies that there exists (a, 3) € R?, such that
the linearization at m of the hamiltonian vector field associated to the hamiltonian
af1+ B f2 has four distinct complex eigenvalues. Thus the Lie algebra spanned by
the Hessians of fi and f is generic (open and dense) within 2-dimensional abelian
Lie algebras of quadratic forms on (7,,M,{-,-}). This is the non-degeneracy
condition as defined by Williamson [9].

The purpose of this paper is to give a complete proof of the following theorem,
which was stated in [4].

Theorem 1.2. Let (M,w) be a symplectic 4-manifold, and F' = (fi, f2) an inte-
grable system on M (ie. {f1, fa} =0). Let m be a non-degenerate critical point
of F' of focus-focus type.

Then there exist a local symplectomorphism ¥ : (R* wy) — (M, w), defined
near the origin, and sending the origin to the point m, and a local diffeomorphism
G : R? — R?, defined near 0, and sending 0 to F(m), such that

FoW =G(q,q)

The geometric content of this normal form theorem becomes clear if, given
any completely integrable system F', one considers the singular foliation defined
by the level sets of F'. Thus, the theorem says that the foliation defined by F
may, in suitable symplectic coordinates, be made equal to the foliation given by
the quadratic part of F. With this in mind, the theorem can be viewed as a
“symplectic Morse lemma for singular lagrangian foliations”.
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The normal form G and the normalization ¥ are not unique. However, the
degrees of liberty are well understood. We cite the following results for the
reader’s interest, but they are not used any further in this article.

Theorem 1.3 ([8]). If ¢ is a local symplectomorphism of (R* 0) preserving the
focus-focus foliation {q := (¢1,q2) = const} near the origin, then there exists a
unique germ of diffeomorphism G : R? — R? such that

qop=Gog, (2)

and G is of the form G = (G4, Gs), where Gy(cq, o) = £9¢9 and Gy(cy, c2) — €14
is flat at the origin, with ¢; = £1.

Theorem 1.4 ([0]). If ¢ is a local symplectomorphism of (R* 0) preserving the
map ¢ = (qi1, ¢2), then ¢ is the composition A o x where A is a linear symplecto-
morphism preserving ¢ and y is the time-1 flow of a smooth function of (¢1, ¢2).

1.1 The formulation in complex variables

Since Theorem 1.2 is a local theorem, we can always invoke the Darboux theorem
and formulate it in local coordinates (z1, &1, 9, &2). Throughout the whole paper,
we will switch whenever necessary to complex coordinates. But here, the complex
coordinates are not defined in the usual way z = z + i but instead we set
21 = X1 + 129 and 29 := & + i&. We set then :

o9 _1(0 0N 9 _1(o 0
621 o 2 8$‘1 8l‘2 ’ 82’71 o 2 8$‘1 8262

0 1/ 0 e, 0 1/ 0 w 0
— == = —i=— — === +i=
0z 2 \ 0 08 T 0% 2\ 0§ 08
Introducing such notation is justified by the next properties :
Proposition 1.5. ® §:=q t+1iqy = Z1%.
e The hamiltonian flows of ¢; and ¢ in these variables are

ol (21, 2) (2,67 2) and @, 1 (21, 22) = (€921, €72)  (3)

e In complex coordinates, the Poisson bracket for real-valued functions is :

gy o[ 2009 0f 99 _0f b9  of oy
’ 62_1 622 822 82_1 621 62’_2 62’_2 821



2 Birkhoff normal form for focus-focus singularities

In this section we show 1.2 in a formal context (i.e. : with formal series instead of
functions), and use the formal result to solve the problem modulo a flat function.
For people familiar with Birkhoff normal forms, we compute here simultaneously
the Birkhoff normal forms of 2 commuting hamiltonians.

2.1 Formal series

We consider the space Rz, x9, £1, 2] of formal power expansions in w1, x2, &1, &o.
We recall that this is a topological space for the U-adic topology, where U is the
maximal ideal generated by the variables.

If feR[z,x0,&,8E], we write

“+o00
F=> 0N with fN = " fy afglalel and fiju € R
N=0 i+j+hk+H=N

For f € C®(R*,0), T(f) € Rlzy, 19, &1, &) designates the Taylor expansion of
f at 0. We have the following definitions

Definition 2.1. @(N) = {fo € RH$1,$2,§1,§2H ‘ foijkl = 0, Vi +] + k +l < N}

Definition 2.2. f € C®(R*0) is O(N) (note the difference with the previous
definition) if one of the 3 equivalent conditions is fulfilled :

1. f and all its derivatives of order < N at 0 are 0.

2. There exists a constant Cy > 0 such that, in a neighbourhood of the origin,
|f<x1,.'172,€17€2>| <CN<~T%+~T§+§%+€22)N/2 (4)

3. T(f) € O(N).

The equivalence of the above conditions is a consequence of the Taylor expan-
sion of f. Recall, however, that if f were not supposed to be smooth at the origin,
then the estimates (4) alone would not be sufficient for implying the smoothness

of f.
Definition 2.3. f € C*(R*,0) is flat at the origin or O(o0) if for all N € N, it is

O(N). Its Taylor expansion is equally zero as a formal series.

Smooth functions can be flat and yet non-zero in a neighbourhood of 0. The
most classical example is the function z — exp(—1/2?%), which is in fact used in
some proofs of the following Borel lemma.



Lemma 2.4 ([1]). Let f € C°(R";R)[X1,...,X,]. Then there exists a function
f € C®(R“™") whose Taylor expansion in the (zy,...,x,) variables is f. This
function is unique modulo the addition of a function that is flat in the (z1, ..., x,)
variables.

We define the Poisson bracket for formal series the same way we do in the
smooth context : for A, B € R[xy, 22, &1, &2,

The same notation will designate the smooth and the formal bracket, depend-
ing on the context. We have that Poisson bracket commutes with taking Taylor
expansions : for formal series A, B,

{T(A), T(B)} = T({A, B}). ()

From this we deduce, if we denote Dy the subspace of homogeneous polyno-
mials of degree N in the variables (x1, x9, &1, &):

{O(N),O(M)} C O(N + M —2) and {Dy,Du} C Dyiaros

We also define ady : f — {A, f}. We still have two preliminary lemmas
needed before starting the actual proof of the Birkhoff normal form.

Lemma 2.5. For f € C*(R*R) and A € O(3) a smooth function, we have

T((Y)*f) = exp(t adra)) f,
for each t € R for which the flow on the left-hand side is defined.

Notice that, since 7(A) € O(3), the right-hand side

exp(t adya))f = Z o adT A)
k=0

is always convergent in R[zy,x9,&1,&]. In order to prove this lemma, we shall
also use the following result which we prove immediately :

Lemma 2.6. For f € C*°(R*;R*) and g € C*(R*%;R), if f(0) =0 and g € O(N),
then go f € O(N). Moreover if f and g depend on a parameter in such a way
that their respective estimates (4) are uniform with respect to that parameter,
then the corresponding O(N)-estimates for g o f are uniform as well.



Proof. Let |||, denote the Euclidean norm in R*. In view of the estimates (4),
given any two neighbourhoods of the origin U and V', there exist, by assumption,
some constants C'y and Cj such that

1PN, < CplIXNl,  and g < G IVl

for X € U and Y € V. Since f(0) = 0, we may choose V such that f(U) C V.

So we may write

l9(F(X)N] < Cy IF (X5 < GO Xy

which proves the result.

Proof of Lemma 2.5. We write the transport equation for f

L (") lee = (e A

When integrated, it comes as

t
(s =1+ [ (A s (6
0
We now show by induction that for all N € N :
V=35 i (ada)*(f) + O(N + 1),

uniformly for s € [0, ¢].

Initial step N = 0 : Under the integral sign in (6), {A, f} € O(1) (at least) and
©%(0) = 0, so we have with lemma 2.6 that {A, f} o ¢% € O(1), uniformly for
s € [0,t]. After integrating the estimate (4), the result follows from (6).

Induction step : We suppose, for a given N that

N Sk
W= 77 adi(f) + ON +1),
k=0

uniformly for s € [0, ¢].
Composing by ad4 on the left and by ¢% on the right, and then integrating,
we get for any o € [0,¢],

V71 = [ S nas= A= [ nas
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The last equality uses that ¢% is symplectic and (¢%)*A = A. The induction
hypothesis gives

o N k o
=+ [ 3 5 (st [ ada(OV + 1))ds
0 o 0
N+1 O'k
=) -7 (ada)*(f) + O(N +2),
k=0
uniformly for o € [0,¢], which concludes the induction. O

The next lemma will be needed to propagate through the induction the com-
mutation relations.

Lemma 2.7. For fi, fa, A formal series and A € O(3)
{exp(ada) fi, exp(ada) fo} = exp(ada){f1, f2}

Proof. The Borel lemma gives us A € C* whose Taylor expansion is A. Since a
hamiltonian flow is symplectic, we have

(SOtA)*{fl,fé} = {(gotA)*fl,(gotA)*fg}. (7)

We know from Lemma 2.5 that the Taylor expansion of ()" f is exp(ada)f.
Because the Poisson bracket commutes with the Taylor expansion (see equa-
tion (5)), we can simply conclude by taking the Taylor expansion in the above
equality (7). O

2.2 Birkhoff normal form

We prove here a formal Birkhoff normal form for commuting Hamiltonians near
a focus-focus singularity. Recall that the focus-focus quadratic forms ¢; and ¢
were defined in (1).

Theorem 2.8. Let f; € R]xy, 29,&1,&], i = 1,2, such that
o {fi,fo} =0
e fi=aq +bg+ O(3)
o fo=cq +dg+ O(3)

. (‘C‘ Z) € GLy(R)

Then there exists A € Ry, x9,&1, &), with A € O(3), and there exist g; €
R[t1,te], @ = 1,2 such that :

eXp<adA)<fi) = gi<Q17 QQ)v 1= 17 2 (8>



1
, to reduce

a b\
)
to the case where f; = ¢ + O(3) and fo = ¢ + O(3). Let z; := x1 + izy and
23 1= &1 +1&s.

Of course, an element in Rz, x5, &1, &) can be written as a formal series in
the variables 21, 21, 2, Z. We consider a generic monomial z** = 271 252 75 5P,
Using (3), it is now easy to compute :

Proof. Let’s first start by left-composing F' := (fi, f2) by

d * O ag — =
1,2} = 5 ()20 5757 %) g

9)

d —Q — (0% «
= (e(al =02ty ﬁ) li=0 = (1 — s + B1 — f2)z 7.
For the same reasons, we have :
{QQ, Zaﬁ} = i(ozl + g — 61 — BQ)ZO(B. (10)

Hence, the action of ¢; and ¢, is diagonal on this basis. A first consequence
of this is the following remark: any formal series f € R[xy, 22,1, &) such that
{f,a1} = {f, a2} = 0 has the form f = g(q1, ¢2) with g € R[t1, 2] (and the reverse
statement is obvious). Indeed, let

f = Z faﬁzaﬁ§

If {qi, f} = {q, f} =0, then all f,z must vanish, except when oy — s+ 1 —
By = 0 and a; +as— 1 — P2 = 0. For these monomials, a; = 5 and ay = 1, that
is, they are of the form (z,22)*(2122)* = ¢*g* (remember that ¢ = q; +igy = 71 29).
Thus we can write

f=> cudtds, e €C

Specializing to x5 = 0 we have ¢Fqh = 2¥T€kel. Since f € Rlay, 29, &1, &], we see
that ¢y € R, which establishes our claim.
We are now going to prove the theorem by constructing A and g by induction.

Initial step :  Taking A = 0, the equation (8) is already satisfied modulo O(3),
by assumption.

Induction step : Let N > 2 and suppose now that the equation is solved modulo
O(N + 1) : we have then constructed polynomials AN, gl(N) such that

exp(ad 4 (fi) = gZ(N)(ql,qg)J—l—ffVH(zl, 29, 21,22)1 mod O(N + 2).

TV
d°<N+1 €DN41

With the lemma 2.7, we have that
{exp(ad y) f1, explad 4m) fo} = exp(ad g ){ f1, fo} =0

8



Hence

N) (N N (N
{0 Y+ L™ T Y+ (L =0 mod O(N +-2).
Since gf and g2 are polynomials in (qi, ¢2), they must commute :

(g™, !} = 0. On the other hand, {rN*!, r¥*1} € D(2N) so

{ g A o g 1=0 mod O(N +2)
<~ <~
=q1+0(3) =q2+0(3)

which implies {r]'™ ¢} = {r3" 1 ¢1}.

One then looks for ANTYD — AWN) = Ay, € Dyiq, and gi(NH) — gi(N) =
gt € Dy, with {gN*! ¢} =0 for i,j = 1,2, such that

exp(ad yvin)(fi) = g™ mod O(N +2). (11)
We have

+Z adA(N) + adANH)’“

exp(ad ywv+1)) = exp(ad g +aday,,) =
k=

Here, one needs to expand a non-commutative blnomlal. We set

{(ad g0 )" (aday,,)")

for the summand of all possible words formed with k& —{ occurrences of ad 4~
and [ occurences of ad4,_,. We have then the formula

(adyv +aday,,)" = ad’m + ((adym)*aday,,,)
+ ...+ (adym (aday, )" ) + (aday,, )"

What are the terms that we have to keep modulo O(N+2) 7 As far as we only
look here to modifications of the total valuation, the order of the composition
between ad’s doesn’t matter here. Let’s examinate closely :

adANH((’)(n)) C O(k(N +1)+n—2), and so for any h € O(3) and any k > 1

ady . (h) € O(N +2).

Thus

exp(adywv+n)(fi) = Z T +aday,,(¢;) mod O(N +2).
k=0 '

=exp(ad ,(n))(fi)



Therefore, equation (11) becomes

g 4N faday (@) = gYPY mod O(N 4 2),
and hence - -
Anit, + VT = gVt
e B A o 1
{AN, @} +15 7 = gy
Using the notation Ayy; = > Ani1.a52%7, ) ! = ngaglzo‘ﬁ, and gVt =

> gfva%lzaﬁ, we have

Any1ap(0n — g+ By — B2) + T{V;rﬁl = Q{V;rﬁl

iANt1,a8(00 + a2 — B — B2) + Tév;rﬁl = gévzjﬁl

(12) <= {

We can then solve the first equation by setting,
a) when ay —as+ 1y — B #0 :

N+1

N+1 . _ . “",08 ; .
Grap = 0and Ayp = P T (these choices are necessary);

b) when ay —ag+ 1 — B2 =0

g ;ﬁl = T{V;ﬁl (necessarily), and A,g := 0 (this one is arbitrary).

Similarly, we solve the second equation by setting,

c) when oy + ay — 1 — P2 # 0:

N+1

N+1 . N “"2a ) -
Jrap =0 and Agg = o= 9i—as (necessarily);

d) when oy +ay — 1 — [ = 0:
N+1 N+1

Jomp "= Toap (necessarily), and A,p := 0 (arbitrarily).
Notice that (a) and (c) imply (in view of (9) and (10)) that ¢ ™' commutes
with ¢; and g¢s.
Of course we need to check that the choices for A,s in (a) and (c) are com-
patible with each other. This is ensured by the “cross commuting relation”
{rN T g} = {r3 1 q1}, which reads

(a4 oy — B1 = Bo)riag = (o0 —ag + By — Bo)ra 5.
O
Remark 2.9 The relation {ri¥™ ¢} = {r3’™*, ¢} is a cocycle condition if we look
at (12) as a cohomological equation. The relevant complex for this cohomolog-

ical theory is a deformation complex “a la Chevalley-Eilenberg”, described, for
instance, in [5]. JAN

As a corollary of the Birkhoff normal form, we get a statement concerning
C* smooth functions, up to a flat term.

10



Lemma 2.10. Let F' = (f1, f2), where f; and f5 satisfy the same hypothesis as in
the Birkhoff theorem 2.8. Then there exist a symplectomorphism y of R* = T*R?,
tangent to the identity, and a smooth local diffeomorphism G : (R? 0) — (R?0),

b
d) such that :

XF = é(Ql) q2) + O(00).

tangent to the matrix <Z

Proof. We use the notation of (8). Let g;, j = 1,2 be Borel summations of the
formal series g;, and let A be a Borel summation of A. Let G := (g1, g2) and
X = cpzli. Applying Lemma 2.5, we see that the Taylor series of

XF —G(q1, q2)

is flat at the origin.
O

We can see that Lemma 2.10 gives us the main theorem modulo a flat function.
The rest of the paper is devoted to absorbing this flat function.

3 A Morse lemma in the focus-focus case

One of the key ingredients of the proof is a (smooth, but non symplectic) equiv-
ariant Morse lemma for commuting functions. In view of the Birkhoff normal
form, it is enough to state it for flat perturbations of quadratic forms, as follows.

Theorem 3.1. Let hy, hy be functions in C*(R*, 0) such that
hl =q1 + O(OO)
hy = o + O(c0).

Assume {hy, hy} = 0 for the canonical symplectic form on R* = T*R?.
Then there exists a local diffeomorphism Y of (R? 0) of the form T = id +
O(o00) such that

Moreover, we can choose T such that the symplectic gradient of ¢y for wy and
for w = T*wy are equal, which we can write as

(P) : ZXQ(T*WO) = —dgo
That is to say, T preserves the S'-action generated by gs.
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3.1 Proof of the classical flat Morse lemma

In a first step, we will establish the flat Morse lemma without the (P) equivariance
property. This result, that we call the “classical“ flat Morse lemma, will be used
in the next section to show the equivariant result.

Proof. Using Moser’s path method, we shall look for T as the time-1 flow of a
time-dependent vector field X;, which should be uniformly flat for ¢ € [0, 1].
We define : Hy == (1 —t)Q +tH = (1 — 1) (Zl) +t (Zl) We want X; to
2 2
satisfy

(P, Hy = Q , vt €[0,1].

Differentiating this equation with respect to t, we get

0H
()" | G x| = (¢ [-Q+ H + (o + dix ) H] 0.

So it is enough to find a neighbourood of the origin where one can solve, for
t € [0, 1], the equation

dH,(X,) =Q — H =: R. (13)

Notice that R is flat and dH; = dQ — tdR = dQ + O(o0).

Let © be an open neighborhood of the origin in R*. Let’s consider dQ as
a linear operator from X' (), the space of smooth vector fields, to C*(£2)?, the
space of pairs of smooth functions. This operator sends flat vector fields to flat
functions.

Before going on, we wish to add here a few words concerning flat functions.
Assume (2 is contained in the euclidean unit ball. TLet C*()g, denote the
vector space of flat functions defined on 2. For each integer N > 0, and each
f € C®(2)gas, the quantity

pn(f) ZSUPM

N
ze9 2]l

is finite due to (4), and thus the family (py) is an increasing!") family of norms on
C(Q)gat- We call the corresponding topology the “local topology at the origin”,
as opposed to the usual topology defined by suprema on compact subsets of
Q). Thus, a linear operator A from C*°(Q)ga to itself is continuous in the local
topology if and only if

VN >0, 3IN'>0,3C>0,Yf pn(Af) < Cpn(f). (14)

Wpyi1 = py

12



For such an operator, if f depends on an additional parameter and is uni-
formly flat, in the sense that the estimates (4) are uniform with respect to that
parameter, then Af is again uniformly flat.

Lemma 3.2. Restricted to flat vector fields and flat functions, d() admits a linear
right inverse U : C(Q)3., — X (Q)gat : for every U = (uy,ug) € C°(Q)? with
u; € O(00), one has

dq(Y(U)) = wa

dgx(V(U)) = us.
Moreover V¥ is a multiplication operator, explicitly :

& &
W(U) ! & & (“1) (15)

A3+ E+E | —x Usg
Lo X7

In (15) the right-hand side is a matrix product; we have identified W(U) with

a vector of 4 functions corresponding to the coordinates of W(U) in the basis
o 9 9
An immediate corollary of this lemma is that W is continuous in the local

topology. Indeed, if |u;| < C(2% + 23 + & + &2)N/? for j = 1,2, then
1W(U) (1,22, &1, &)l < AQ)C (a7 + 25 + & + &)V (16)

Here ||U(U)(x1, 22, &1, &)]| is the supremum norm in R* and d(€2) is the diameter
of Q.

Now assume the lemma holds, and let A := ¥ o dR, where R = (r1,ry) was
defined in (13). A is a linear operator from X' (€Q)g, to itself, sending a vector
field v to the vector field W(dri(v), dre(v)). From the lemma, we get :

dQ(A(v)) = dR(v).

We claim that for €2 small enough, the operator (Id — tA) is invertible, and its
inverse is continuous in the local topology, uniformly for ¢ € [0, 1]. Now let

X, = (Id —tA) ' o U(R).
We compute :
dH(X;) = dQ(Xy) — tdR(X;) = dQ(X:) — tdQ(A(Xy)) = dQ(Id — tA)(Xy).
Hence
dH,(X;) = dQ(V(R)) = R.

Thus equation (13) is solved on 2. Since X;(0) = 0 for all £, the standard Moser’s
path argument shows that, up to another shrinking of 2, the flow of X, is defined
up to time 1. Because of the continuity in the local topology, X; is uniformly
flat, which implies that the flow at time 1, T, is the identity modulo a flat term.

!
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To make the above proof complete, we still need to prove Lemma 3.2 and the
claim concerning the invertibility of (Id — tA).

Proof of Lemma 3.2. Let u := uy 4+ tuy and ¢ := ¢ + iqe. Thus we want to find
a real vector field Y such that

dq(Y) = u. (17)

We invoke again the complex structure used in the Birkhoff theorem, and look
for Y in the form YV = aa%l + ba%l + 08%2 + d% . The vector field Y is real if and
only if a = b and ¢ = d. Writing

dq = d(Z_l,Zg) = Z2d51 + ZleQ
we see that (17) is equivalent to
29b + Z1c = .

Since u is flat, there exists a smooth flat function @ such that u = (|2,?+]|22|*)a =
2’121’11 + 222271.

b= zZu
Thus we find a solution by letting { 22% . Back in the original basis
c= 211
(a%l, 8%2, 6%1, 8%2), we have then
1
\II(U) =Y = m (?RG(ZQU), %m(ZQU)a %6(21”), %m(?ﬂu))

Thus, W is indeed a linear operator and its matrix on this basis is

& &

1 & —&
GRECEESEESH R
T2 I

0

Now consider the operator A = W o dR. We see from equation (15) and the
fact that the partial derivatives of R are flat that, when expressed in the basis

(a%l, 8%2, 6%1, 6%2) of X(Q)gat, A is a 4 x 4 matrix with coefficients in C*°(2)ga.
In particular one may choose {2 small enough such that sup,.q [|A(2)| < 1/2.

Thus, for all ¢ € [0,1], the matrix (Id — tA) is invertible and its inverse is of the
form Id + tA;, where A, has smooth coefficients and Sup,cq H/L(Z)H < 1. Now
on(f +tAf) < pa(f) + pa(Acf) < 2pn(f) : (Id + tA,) is uniformly continuous
in the local topology.

With this the proof of Theorem 3.1, without the (P) property, is now com-
plete.
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3.2 Proof of the equivariant flat Morse lemma

We will now use the flat Morse lemma we’ve just shown to obtain the equivariant
version, ie. Theorem 3.1.

The main ingredient will be the construction of a smooth hamiltonian S*
action on the symplectic manifold (R*, wy) that leaves the original moment map
(h1, he) invariant. The natural idea is to define the moment map H through an
action integral on the lagrangian leaves, but because of the singularity, it is not
obvious that we get a smooth function.

Let 7, be the loop in R* equal to the S-orbit of z for the action generated by ¢,
with canonical symplectic form wy. Explicitly (see (3)), we can write z = (21, 22)
and

Y. (1) = (2™ 2, 2™ ), t € [0,1].

Notice that if z = 0 then the “loop” 7, is in fact just a point. A key formula is

-/
=— [«
q2 o %0

This can be verified by direct computation, or as a consequence of the following
lemma.

Lemma 3.3. Let ag be the Liouville 1-form on R?" = T*R" (thus wy = doy). If H
is a hamiltonian which is homogeneous of degree n in the variables ({1, ...,&,),
defining XY as the symplectic gradient of H induced by wy, we have :

Oéo(XEI) =nH

Proof. Consider the R’ -action on T*R" given by multiplication on the cotan-
gent fibers: ©'(x1,..., 20,81, , &) = (T1,. .., 2, &, ... 1E,).  Since ap =
Yo &dxy, we have @ ™oy = tay. Taking the derivative with respect to ¢ gives
L=ag = ap where = is the infinitesimal action of ¢' : = = (0,...,0,&,...,&,).
By Cartan’s formula, 1=dag + d(1zo) = ap. But 1zap = > &dzi(Z) = 0 so
Qg = 1=zWo-

Thus, ag(Xy) = wo(Z, XYy) = dH(Z), and since H is a homogeneous function
of degree n with respect to =, Euler’s formula gives LzH = dH(Z) = nH.
Therefore we get, as required :

dH(Z) = nH(Z)

From this lemma, we deduce, since ¢ is invariant under Xq02 :

0= /Oétm Xy,)dt = /(h(%( ) = g

15



By the classic flat Morse lemma we have a local diffeomorphism ® : R* — R*
such that ®*h; = ¢;, j = 1,2. Let a := (®)*ayp, and let

1
K(Z) = % /Oé,
Vz

and let H := K o ®. Note that

H(m):/ ap
v2[m]

where Yo[m] := @71 o yy[2z = ®(m)], and H(0) = 0.
We prove now that H is a hamiltonian moment map for an S'-action on M
leaving (hy, hy) invariant.

Lemma 3.4. H € C*(R*,0).

Proof. Equivalently, we prove that K € C*(R* 0). The difficulty lies in the fact
that the family of “loops” . is not locally trivial: it degenerates into a point
when z = 0. However it is easy to desingularize K, as follows. Again we identify
R* with C2; we introduce the maps :

j:CxC? — C? j.o C—=M
(¢, (21,22)) = (C21,(22) ¢ = (Cz1,C22)
so that 7. = (j.)u)- Let D C C be the closed unit disc {¢ < 1}. Thus

/a—/ / j;‘oz:/ Jao.
U(1) oD

Let w := da. By Stokes’ formula,

/aDj:O‘ - /DW = /ij@,o(dcj(z, O (). dej(2, ) ().

Since D is a fixed compact set and w, j are smooth, we get K € C*(R* 0). O

Consider now the integrable system (hj,hy). Since H is an action integral
for the Liouville 1-form ayg, it follows from the action-angle theorem by Liouville-
Arnold-Mineur that the hamiltonian flow of H preserves the regular Liouville
tori of (hy,he). Thus, {H,h;} = 0 for j = 1,2 on every regular torus. The
function {H, h;} being smooth hence continuous, {H, h;} = 0 everywhere it is
defined : H islocally constant on every level set of the joint moment map (hy, hs).
Equivalently, K is locally constant on the level sets of ¢ = (q1,¢2). It is easy to
check that these level sets are locally connected near the origin. Thus there exists
amap ¢ : (R*0) — R such that

K =gogq.
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It is easy to see that g must be smooth : indeed, K itself is smooth and, in view
of (1), one can write

g(cr,c0) = Ky = 1,19 = —C9, & = 1,& = 0). (18)

We claim that the function (ci, ) — g(c1,c2) — ¢ is flat at the origin : since
® = id+ O(0), we have : a = ®*ay = apg+ O(c0) so K(2) = [ g+ O(c0) =

72[2]
¢2 + n(z) with n a flat function of the 4 variables. We show now the lemma :

Lemma 3.5. Let n € C*(R*;R) be a flat function at the origin in R* such that
n(z) = u(qi, g2) for some map u : R?* — R. Then p is flat at the origin in R?.

Proof. We already know from (18) that u has to be smooth. Thus, it is enough
to show the estimates : VN € N, 4Cy € R such that

V(e ) €R% Inler, )| < O [l(er, ) 1Y = Cn (e + [eafH)N2.
Since 7 is flat, we have, for some constant Cl,

(21, 22,1, )| < O ||(21, 72, &1, &)V -

But for any ¢ = (¢; + icy) € C, there exists (2, 2) € ¢ '(c) such that 2|c|* =
121> 4 | 22]” ¢ if ¢ = 0 we take z = 0, otherwise take z; = |c|'"/? and 2 := ¢/21, so
that q(z1,20) = Z120 = c.

Therefore, for all (c1, c;) € R* we can write

[(cr, e2)| = [n(z1, 22)| < Cn|l (21, 22) |V < 2Cn]el™,

which finishes the proof. O

@11) - <h2 + Mh(lhl, hz))

By the implicit function theorem, the function V' : (z,y) — (z,y + p(z,y)
is locally invertible around the origin, since y is flat; moreover, V! is infinitely
tangent to the identity. Therefore, in view of the statement of Theorem 3.1, we
can replace our initial integrable system (hq, he) by the system V o (hy, hy) =
(hi, H).

Thus, we have reduced our problem to the case where hy = H is a hamiltonian
for a smooth S! action on R*. We denote by S}, this action. The origin is a fixed
point, and we denote by lin(S}) the action linearized at the origin. We now
invoke an equivariant form of the Darboux theorem.

We have now :
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Theorem 3.6 (Darboux-Weinstein [2]). There exists ¢ a diffeomorphism of (R*, 0)
such that :

(R*,wo, Sky) & (ToR*, Towo, lin(S}))

The linearization Towy of wg is wy : ¢ is a symplectomorphism, and the
linearization of the S'-action of H is the S'-action of the quadratic part of H,
which is ¢;. Hence H o ¢! and ¢ have the same symplectic gradient, and both
vanish at the origin : so H o o1 = g,. So we have got rid of the flat part of
hs without modifying the symplectic form. The last step is to give a precised
version of the equivariant flat Morse lemma :

Lemma 3.7. Let hy, ho be functions in C*°(R*,0) such that

hl =q + O(OO)
he = qo
Then there exists a local diffeomorphism Y of (R? 0) of the form T = id +

O(o0) such that

Moreover, we can choose T such that the symplectic gradient of ¢y for wy and
for T*wy are equal, which we can write as

(P) : ZXQQ (T*wo) = —dQQ
That is, T preserves the S'-action generated by gs.

Proof. Following the same Moser’s path method we used in the proof of the classi-
cal flat Morse lemma, we come up with the following cohomological equation (13)

() (dq1 + tdry)(Xy) =
dQQ(Xt) = O

The classical flat Morse lemma ensures the existence of a solution X; to this
system. We have then that {ry, ¢} = {rs,¢1} = 0, because here ry = 0. We have
also that : {q1,¢} =0, {g2,¢2} =0, so r1,q1 and ¢y are invariant by the flow of
¢2. So we can average (Z) by the action of ¢y : let ¢f := gof\% be the time s-flow

of the vector field qu2 and let

1 2
<Xt> = 2—/ (@S)*Xtds
0

™

If a function f is invariant under 3, i.e. (¢5)*f = f, then
((03)" Xe)f = ((02)" X)) ((@3)"f) = (93)"(Xe.f).

18



Integrating over s € [0, 27], we get (X;)f = (X;f), where the latter is the stan-
dard average of functions. Therefore (X;) satisfies the system (Z) as well.
Finally, we have, for any s, (©5)*(X;) = (X;) which implies

X (X0)] = 0; (19)

q27

in turn, if we let 901th> be the flow of the non-autonomous vector field (X3),

integrating (19) with respect to ¢ gives (cp§Xt>)*X(?2 = X(?Q. For t = 1 we get

T*qug = XqOQ. But, by naturality T*qug is the symplectic gradient of T*q, = ¢o
with respect to the symplectic form Y*wy = w, so property (P) is satisfied. O

4 Principal lemma

4.1 Division lemma

The following cohomological equation, formally similar to to (12), is the core of
Theorem 1.2.

Theorem 4.1. Let ry,ry € C®((R*,0);R), flat at the origin such that {r, ¢} =
{ro,q1}. Then there exists f € C*((R* 0);R) and ¢y € C*((R? 0); R) such that

(@, &) =mn
{f @2} (2,8) =12 — d2(q1, ¢2),

and f and ¢, are flat at the origin. Moreover ¢5 is unique and given by

(20)

1

ViR aalan() () = 5 [ (o) raledds (21)

where s — 7 is the hamiltonian flow of g.

One can compare the difficulty to solve this equation in the 1D hyperbolic
case with elliptic cases. If the flow is periodic, that is, if SO(q) is compact, then
one can solve the cohomological equation by averaging over the action of SO(q).
This is what happens in the elliptic case. But for a hyperbolic singularity, SO(q)
is not compact anymore, and the solution is more technical (see [3]). In our focus-
focus case, we have to solve simultaneously two cohomological equations, one of
which yields a compact group action while the other doesn’t. This time again, it
is the “cross commuting relation” {r;,¢;} = {r;, ¢;} that we already encountered
in the formal context that will allow us to solve simultaneously both equations.

Proof. Let ¢ , 5, be respectively the flows of ¢ and ¢,. From (3), we see
¢4 18 2m-periodic : gp is a momentum map of a hamiltonian S'-action. Since
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(@2,) {f @2} = =% [(©5,)7 f], the integral of {f,g.} along a periodic orbit van-
ishes, and (21) is a necessary consequence of (20). We set, for all z € R? :

1

T or

ale) =5 [ (eh) (el

Notice that hy is smooth and flat at the origin. One has {hs, g2} = 0 and
1 21 1 27

(.} = 5 [ {eprraadds = o= [ () () mdas

1 2T

1 2m
o frmadas = {5 [ ndsa) —o

={r1,q2}

:% ;

Thus dhy vanishes on the vector fields &, and &},, which implies that hy is
locally constant on the smooth parts of the level sets (q;,¢2) = const. As before
(Lemma 3.5) this entails that there is a unique germ of function ¢, on (R?% 0)
such that hy = ¢9(q1, g2); what’s more ¢o is smooth in a neighbourhood of the
origin, and flat at the origin.

Next, we define 79 = ry — hy and

1 2

fa(z) = s(ip5,)" (12(2))ds.

_%0

Then fo € C*((R*,0); R)gat, and we compute :

27
(@} =—5- [ sl (o) rayas

1 2T e 5 ]_ 2m d S \k
=2 ) $(5) e, Fadds = = i s ((g)T2)ds
1 s * v s=2m 1 o S * v ~
= g )T L gn | (00) Teds = = = Gala @) — 72
——
=0

In the last line we have integrated by parts and used that 7y has vanishing
St-average. Hence fy is solution of {fa,qa} = ro — ¢2(q1, ¢2) and {f2,q1} = 0. So

{f=rfoat=n
<20) < {{f - f2>QZ} =0

So we managed to reduce the initial cohomological equations (20) to the case
ry = ¢ = 0; In other words, upon replacing f — fo by f, we need to solve

{fa(h}:’ﬁ (22)
{fqu}:O
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and the cocycle condition simply becomes {7, g2} = 0.

Now, in order to solve the first cohomological equation of (22), we shall reduce
our problem to the case where r; is a flat function on the planes z; = 0 and z, = 0.
For this we shall adapt the technique used by Colin de Verdiere and Vey in [3],
but in a 4-dimensional setting.

Let z; = re® and 2z, = pe?. We introduce the usual vector fields :

9_, 0 0 9 _ 0 0
"or = Vou, anQ ot or o,
a 0 0

A= = +
=150 o6, toge oG o0 e 7% o

Remember that in complex notation ¢ = ¢ + ig2 = z125. In polar coordinates,
our system becomes
of of _
ret r
(22) & { o ~Pg, T (23)
(at + _) 0,
and the cross-commuting relation becomes: (% + 880) ry = 0.
We first determine the Taylor series of f along the 2o = 0 plane; we denote
for any function h € C*(R*; R)

851+52h

[h]fl,fg (xla :EQ) = 7(1‘17 T, 07 0)
3€f13€§2

Now, when applying ¢; times and (5 times 5z - to the equations (23), and then

setting & = & = 0, one gets

55

9
%@1 T2) — (01 + L) fle e (21, 22) = [11]e) 0 (21, T2)
Ofley ey —0

3[7’18}2 ) -

o~ =0

So the second and third equation tells us that [ri]s, s and [f]s e, can be
written as continuous functions of r. We set [r1]s, ¢, (21, 22) = [Ri]e, 0, (/23 + 23)
and [fle, 0, (71,22) = [Floy.0,(\/2¥ + 23). The equation satisfied by [F], ¢, and
[R1]e, 1, 1s actually an ordinary differential equation of the real variable 7, which
admits as a solution

1
[F]fl,@(r) :/ t_(€1+£2+1)[Rl]fh&(tr)dt
0

For any t > 0, [Ri]s, 1,(t) = [r1]e,.0,(t, 0); hence [R1]s, 1, is smooth on RT, and flat
at the origin. This implies that the above integral is convergent for any (¢1, (s),
and defines a smooth function of » > 0, which is also flat when » — 0. We shall
now check that [FJy, s, (1/23 + 23) is a smooth (and flat) as a function of x; and
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x9. Obviously, the only problem that can occur is at (0,0), since the square root
is not a smooth function at the origin. Yet, we can see with the help of the Faa
Di Bruno formula that, for any smooth function F on (0, c0),

d" ZF<" Bkl (V) (V). (V).

d:p" dzn

(Here B, designate the (n, k)-th Bell polynomial; of course we don’t need its
exact value). Since - (y/z) = %xé , we have in fact that -2 [F o (/7))
is a finite sum of terms of the form

Cjw with C]‘ eR and Nj e N.
€T 2
Since, in our case, F' is in fact flat when r — 0T, all of these terms tends
to 0 when x does, so F'o,/ is a smooth, and actually flat function. Hence
[f]ey., 1s & flat function of the variables (x1,xs). Now, invoking Borel’s lemma,
let u; € C*°(R*; R), whose Taylor expansion in the ¢ variables is

YAWRA
7251752) Z 61'6 | 51,52 1’1,1’2) ! 2.
17Z2

We have that wu, is flat all along the axis z; = 0. One can always symmetrize
this last function by the action of ¢go. We still get a flat function on z; = 0. Let’s
review the properties of u;

o 11 — {uy, ¢} is flat on zo = 0 by construction of wu;
e u; and therefore {uy, ¢} are flat on z; =0

e {uy,q} =0 on the whole space.

On can construct by the same process us, flat all along 25 = 0 and such that
{ug, q1 }—ry1 is flat on z; = 0, and {us, g2} = 0 the whole space. The cohomological
equations (22) are now equivalent to

{f—uw —us, i} =71 — {ur +u2, 1 }
{f —u1r —ug, o} = —{us +uz, g2} = 0.

Notice that  — {us + ug, 1} = r1 — {w1, 1} — {ua, 1} is flat on both planes

z1 = 0 and 2o = 0. Thus, replacing f — u; — us by f again, we are now reduced
to the case where r; is a flat function on both planes z; = 0 and 2z, = 0. We'll
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now solve the cohomological equation away from z; = 0 or z; = 0 and extend it
to these planes. If f is a solution, it satisfies the transport equation

d

2 @) Al = @) U e} = @)

Integrating between 0 and a time 7" depending on z; and 25, we get
T
T \* s \*
f_ ((pql) f :/0 ((pql) Tlds'

Looking for a solution f of the form f = fOT(wgl)*rlds, we get

{fia}=r1— 1+ {q, T}H(el)r

anda USng {Tla q2} = 07

{f. a2} ={T" a2} (¢q,)"r1.

Thus, such an f will give us a solution to both cohomological equations if T’

satisfies
{T7 q2} =0

Notice that this can be easily understood in a geometrical manner near a regular
point of the map (q1, ¢2), in the following way. We fix a hypersurface 7Ty transversal
to the flow of ¢; and invariant under the flow of ¢o; then T'(z) is the (locally
unique) time such that o, (2) € Tg.

Here, we may take 7' = § [In |z2|? — In|2|?], which corresponds to the hyper-
surface 21| = |z2], and gives a smooth solution on each connected component of
C?\ {¢ = 0} (singularities of T" are exactly the zero locus of q).

The last thing one has to check is that this solution can be extended to the
whole space as a smooth solution; actually, f will be flat on the two complex
axis z; = 0 and 29 = 0. Let’s denote a derivation of arbitrary degree in the four
variables z1, 21, 22, Z2 by

olal+18l
L.g:= .
T 0209501025205,

We can then write

T
Laﬁf :/ (Laﬁrl)(eszl,e_SZQ)eksds
0

(25)
+ <(L75T)g (Lysirr) (e 21, e_TZZ)GMT>
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with k& € Z depending on («, ). The term between brackets designates a finite
sum of terms of the generical form inside the bracket, where the number of terms
and the exact values of 7, d,~/, ", ¢ and m depend on (a, 3).

We will make use of the following fact : if a smooth function r(zy, z2) is flat
on z = 0, then for any Ny > 0, the function 7(z1, z3)/ |21|™ is still smooth and
flat on z; = 0. Of course the corresponding statement holds if r is flat on the
plane zo = 0. Thus, when r is flat on both planes z; = 0, 2z, = 0, the function
r(z1,22)/ | 21| |22V is again smooth and flat on both planes. Therefore, given
any N, Ny and any bounded region for (z1, 23), there exists a constant C' > 0
such that

(21, 22)] < C ™ [ (26)

We return now to the terms in (25). Notice that, by construction,

max(|e®z |, |e " 2|) < max(|z1],]2]),

when s varies between 0 and 7. This is clear also from the geometric picture.
Thus, using that L.gr; is flat along 2y = 0 and 2, = 0 we have from (26), for
bounded (z1, z3) and for any Ny, Ny, a constant C' > 0 such that

|(Lagri) (€21, €7 2)| < O(€” za|)V (7 [ 22])™
= Clgl (e [z )™ (e 2™ (27)

Choosing N; and N, large enough, and taking (a, ) = (v/,¢), s = T, this
proves that each of the terms between brackets (25) in tend to 0 as |g| — 0.

We consider now the integral term. If |25 < |21], then T < 0; letting Ny = 1
in (27) we get

Vs € [T, 0], }(Laﬁﬁ)(es%,@*s@)‘ < Clql (efM B
If we suppose instead |z1| < |z2|, we get similarly
Vs € 10,71, }(Laﬁ'ﬁ)(eszh 6752’2)} < Clq| (€7|s‘ |22]) N2
Therefore we can write, for any bounded (z1, z5) and any NV,
|(Lapri)(e®z1,e72)| < Clal (e [2])Y,  with |2 := max(|z1], [22]).  (28)

Thus, with N > |k| + 1,

T |T|
/ (Lagr)(e*21, € "22)e™ds| < C'gl / e~*ds < C'ql.
0 0

This shows that this term tends to 0 as |¢| — 0 as well.

These estimates conclude the proof : our solution on C? \ {g = 0} extends to
a smooth function on C?. By continuity of Poisson brackets, this extension is a
solution to our cohomological equation (22) on the whole space. O
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4.2 A Darboux lemma for focus-focus foliations

Here again R* is endowed with the canonical symplectic form wy. Recall that the
regular level sets of the map ¢ = (q1, ¢2) : R* — R? are lagrangian for wy.

Proposition 4.2. Let w be a symplectic form on R* such that
(a) w=wy+ O(c0);

(b) the regular level sets of ¢ are lagrangian for w;

/ w —wpy =0,

where D, is the disk given by

(c) for all z € RY,

D, :={(¢x,¢z) €C* (eC,[¢|<1}
(here we identify R* with C? and denote z = (21, 29) € C?).

Then there exists a local diffeomorphism ® of (R*,0) and U = (Uy,U,) a local
diffeomorphism of (R?, 0) such that

1. ®*w = wy
2. P*q = U1(C]1,CJQ)

3. P*q = U2(q1>QZ)

4. Both ® and U are infinitely tangent to the identity.

Notice that conditions 2. and 3. together mean that ® preserves the (singular)
foliation defined by the level sets of g. Notice also that the hypothesis (a),(b),(c)
are in fact necessary : for (a) and (b) this is obvious; for (c), remark that ~, :=
0D, is an orbit of the S'-action generated by g¢» for the canonical symplectic
form wyp, and thus is a homology cycle on the Liouville torus ¢ = const. Since ¢
is tangent to the identity, ®,v, is homologous to ~.; thus, if g is the Liouville
1-form on R*, which is closed on the Liouville tori, we have

/Oé():/ Oé():/ (I)*Oéo,
V= CD*('Yz) Yz

which by Stokes gives (c).
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Proof of the proposition. We use again the standard deformation method by Moser.
Let
ws = (1 = $)wo + sw.

We look for Yy a time-dependant vector field defined for s € [0, 1] whose flow
s+ . satisfies (3. )*ws = wo. Taking the derivative with respect to s gives

(680 |G L] = ()" o + )] =0
w and wy being closed, we can find, in a neighbourhood of the origin, smooth 1-
forms v and «q such that w = da and wy = dag. Using the standard constructive
proof of the Poincaré lemma, we can choose o and « such that o = op + O(00).
Let ¢!, be the hamiltonian flow of X3 on (R*, wp).

Since ws(0) = wp(0) = wy, one can find a neighbourhood of the origin on
which wy is non-degenerate for all s € [0, 1]. This enables us to find a suitable Y
by solving

ty,ws = —(a — ap) + df, (29)
for a suitable function f. Here, any function f such that df(0) = 0 will yield a
vector field Y, whose time-1 flow ® solves the point 1. of the lemma. It turns
out that properly choosing f will be essential in ensuring that & preserves the
foliation ( point 2. and 3.).

Let X?, X2 the hamiltonian vector fields associated to qi, ¢; respectively, for
wo. Since the level sets of ¢ are lagrangian for wy, XV, X9 are commuting vector
fields spanning the tangent space to regular leaves. Thus wy(X?, X9) = 0. But,
by assumption, the level sets of ¢ are lagrangian for w as well. This implies that
w(XY, X9) = 0 as well. Thus wy(XY, X§) = 0 for all s : the level sets of ¢ are
lagrangian for w,. This entails that the condition that Y; be tangent to the leaves

can be written
{wsm, X0) =

0
0 (30)
WS(Y;‘v X2) =0

We can expand this :

—(o = ag)(X7) + df (X7) =

0
(30) <= {—(a — o) (XD) + dF(XD) = 0.

Now we may let

and the condition becomes

{fuql} =n

<30) = {{fa(h} =T2.
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(Here the Poisson brackets come from the canonical symplectic form wy). Notice
that 1 and ry are flat at the origin.

Next, recall the following formula for 1-forms : da(X,Y) = Xa(Y)—Ya(X)—
a([X,Y]). Thus

0 = wo(X7, X3) = dag(X7, X3) = XTao(X3) — Xgao(X7) — ao([X7, X3]),
which implies
ixod(ao(X3)) = 1xgd(an(XY)).
and similarly
ixod(a(Xy)) = 1xpd(e(X7)).
Hence we may write the same equation again for a — o which, in terms of
wo-Poisson brackets, becomes

{ri, a2} = {r2,a1}.
Therefore, a solution f to this system (30) is precisely given by the division lemma
(Theorem 4.1), provided we show that ry has vanishing QOZQ-average. But, since
Lot = X9(¢!,), we have,

1 2
Vz € RY, %/ rg(gofp(z))dt:/ a—aO:/ w—wg = 0.
0 Yz z

Finally, we check that Y, as defined with 29 vanishes at the origin and hence
yields a flow up to time 1 on a open neighbourhood of the origin.

To conclude, the time-1 flow of Y is a local diffeomorphism ® that preserves
the g-foliation and such that ®*w = wy, which finishes the proof.

Notice that Y is uniformly flat, whence ® is a flat perturbation of the identity.

O

5  Proof of the main theorem

We summarize here all the steps that bring us to prove Theorem 1.2.

h= (2) Lemma 2.10 {X*F = G(q1,q2) + O(0)

* _
X Wo = Wo
Wo

42
T*(x*wo) = w = wp + O(0)

U(Q17Q2>>
U(Q17Q2)

Theorem 3.1 T*Gil(X*F) - <Q1>
_—

Proposition 4.2 (I)*T*G_l(X*F) = <

(I)*T*X*WO = Wy
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Only the last implication needs an explanation : indeed, even if the Morse
lemma is not symplectic, the initial foliation by F' is lagrangian for wy, and
this implies that, under Y, the target foliation by ¢ becomes lagrangian for
the target symplectic form w. Thus the hypothesis (a) and (b) of the Darboux
lemma (Proposition 4.2) are satisfied. That (c) is also satisfied follows from the
equivariance property (P) of Theorem 3.1. Indeed, let oy be the Liouville 1-form
in R*, and a := T*ay. Since T commutes with cpfn, we have

On the other hand, since 1x9dog = —dge and (Lemma 3.3) dixoag = dgo, we get
Lxgag = 0. Thus Lxgar = 0 which, in turn, says that dlxquOz = —lxy da = dqgs,
where we denote by Aj” the w-gradient of ¢o. By property (P), Xy = X9 so
dixgar = dgo. Hence 1xpa = ga + B, where [ is a constant, which is actually equal
to 0 since 1xoa = g2 + O(00). We thus get i1xo(ar — ap) = 0, which of course

implies
a—ag=0.
/.

Thus one may apply Proposition 4.2, and the main theorem 1.2 is shown for
V:=PoToyand G:=GoU.
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