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Abstract

Given a tuple (X1, . . . ,Xk) of irreducible characters of GLn(Fq) we define a star-shaped quiverΓ
together with a dimension vectorv. Assume that (X1, . . . ,Xk) is generic. Our first result is a formula
which expresses the multiplicity of the trivial character in the tensor productX1 ⊗ · · · ⊗ Xk as the trace
of the action of some Weyl group on the intersection cohomology of some (non-affine) quiver varieties
associated to (Γ, v). The existence of such a quiver variety is subject to some condition. Assuming that
this condition is satisfied, we prove our second result: The multiplicity 〈X1 ⊗ · · · ⊗ Xk,1〉 is non-zero
if and only if v is a root of the Kac-Moody algebra associated withΓ. This is somehow similar to the
connection between Horn’s problem and the representation theory of GLn(C) [28, Section 8].
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1 Introduction

1.1 Decomposing tensor products of irreducible characters

The motivation of this paper is the study of the decomposition

X1 ⊗ X2 =
∑

X

〈X1 ⊗ X2,X〉X

of the tensor productX1 ⊗ X2 of two irreducible complex characters of GLn(Fq) as a sum of irreducible
characters. This is equivalent to the study of the multiplicities 〈X1 ⊗ X2 ⊗ X3, 1〉 of the trivial character 1
in X1 ⊗ X2 ⊗ X3.

Although the character table of GLn(Fq) is known since 1955 by the work of Green [17], the compu-
tation of these multiplicities remains an open problem which does not seem to have been studied much in
the literature.

WhenX1,X2,X3 are unipotent characters, the multiplicities〈X1 ⊗ X2 ⊗ X3, 1〉 are computed by Hiss
and Lübeck [21] using CHEVIE forn ≤ 8 and appeared to be polynomials inq with positive coefficients.

Let χ : GLn(Fq) → C be the character of the conjugation action of GLn(Fq) on the group algebra
C[gln(Fq)]. Fix a non-negative integerg and putΛ := χ⊗g (with Λ = 1 if g = 0).

In this paper we describe the multiplicities〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉 for generic tuples (X1, . . . ,Xk)
of irreducible characters of GLn(Fq) in terms of representations of a certain quiverΓ (see§6.8 for the
definition of generic tuple). Although the occurence ofΛ does not seem to be very interesting from the
perspective of the representation theory of GLn(Fq) it will appear to be more interesting for the theory of
quiver representations.

Let us now explain how to construct the quiver together with adimension vector from any tuple of
irreducible characters (not necessarily generic).

We first define a typeA quiver together with a dimension vector from a single irreducible characterX.
Consider a total ordering≥ on the setP of partitions and define a total ordering denoted again by≥ on

the setZ>0 × (P − {0}) as follows. Ifµ , λ then (d, µ) ≥ (d′, λ) if µ ≥ λ, and (d, λ) ≥ (d′, λ) if d ≥ d′.
Denote byTn the set of non-increasing sequencesω = (d1, ω

1) · · · (dr , ω
r ) such that

∑

i di |ω
i | = n.

In §6.8, we associate to the irreducible characterX an elementω = (d1, ω
1) · · · (dr , ω

r ) ∈ Tn called the
type ofX. Thedi ’s are called the degrees ofX. If the degreesdi ’s are all equal to 1 we say thatX is split.
Let us now draw the Young diagrams of these partitionsω1, . . . , ωr from the left to the right with diagram
of ωi repeateddi times (partitions being represented by the rows of the Youngdiagram). Letl be the total
number of columns and letni be the length of thei-th column. We obtain a striclty decreasing sequence
uω := (v0 = n > v1 > v2 > · · · > vl−1) by puttingv1 := n − n1, vi := vi−1 − ni . We obtain then a type
Al-quiver with dimension vectoruω. For instance ifX = 1, thenω = (1, (1, 1, . . . , 1)) and soAl = A1 and
uω = n. If X is the Steinberg character thenω = (1, (n)) and soAl = An anduω = (n, n− 1, n− 2, . . . , 1). If
X is of type (1, 1)(1, 1) · · ·(1, 1), then we still haveAl = An anduω = (n, n− 1, n− 2, . . . , 1).

Givenω = (ω1, . . . , ωk) ∈ (Tn)k, we obtain (as just explained)k typeA quivers equipped with dimen-
sion vectorsuω1, . . . , uωk. Gluing together the vertices labelled by 0 of thesek quivers and addingg loops
at the central vertex of this new quiver we get a so-called comet-shaped quiverΓω with k legs (see picture
in §5.2) together with a dimension vectorvω which is determined in the obvious way byuω1, . . . , uωk .

LetΦ(Γω) be the root system associated withΓω (see Kac [22]). LetC be the Cartan matrix ofΓω and
putdω = 2− tvωCvω.

In §6.10.6 we show that for every multi-typeω ∈ (Tn)k, there exists a polynomialHω(T) ∈ Q[T] such
that for any finite fieldFq and any generic tuple (X1, . . . ,Xk) of irreducible characters of GLn(Fq) of type
ω, we have

〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉 = Hω(q).
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In §1.2 (see above Theorem 1.2.2) we define the notion ofadmissiblemulti-type. This notion arises
naturally in the theory of quiver varieties.

In this paper we use the geometry of quiver varieties to provethe following theorem (see next section
for more details).

Theorem 1.1.1.Assume thatω ∈ (Tn)k is admissible.
(a)Hω(T) , 0 if and only ifvω ∈ Φ(Γω). MoreoverHω(T) = 1 if and only ifvω is a real root.
(b) If non-zero,Hω(T) is a monic polynomial of degree dω/2 with integer coefficients. If moreoverω is
split, then the coefficients ofHω(T) are non-negative.

We will prove (see Proposition 5.2.9) that ifg ≥ 1, thenvω is always an imaginary root and so the
second part of the assertion of (a) is relevant only wheng = 0.

The discussion and conjecture in§1.3 together with the results of Crawley-Boevey [8] imply that the
assertions (a) and (b) of the above theorem remain true in alltypes (not necessarily admissible).

In a future publication, we will investigate this assertion(a) by analyzing combinatorially the polyno-
mialHω(T) which is defined in terms of Hall-Littlewood symmetric functions (see§6.10.2).

Example1.1.2. We give examples of generic tuples of irreducible characters which are not of admissible
types and which satisfy (a) and (b) of the above theorem.

Assume thatg = 0 andn = k = 3.
For a partitionλ, we denote byRλ the associated unipotent character of GL3. Recall that according

to our parameterization (see beginning of this section), the trivial character corresponds to the partition
(1, 1, 1) and the Steinberg character to the partition (3).

For a linear characterα : F×q → C
× we putRα

λ := (α ◦ det) ·Rλ. This is again an irreducible character of
type (1, λ).

The triple (Rα
λ ,R

β
µ,R

γ
ν) is generic if the subgroup〈αβγ〉 of Hom(F×q ,C

×) is of size 3.

Assume now that (Rα
λ ,R

β
µ,R

γ
ν) is generic (it is not admissible, see (iii) below Theorem 1.2.3). As men-

tioned earlier, the multiplicity
〈

Rα
λ ⊗ Rβ

µ ⊗ Rγ
ν , 1
〉

depends only onλ, µ, ν and not onα, β, γ.
Put

Rλ,µ,ν := Rα
λ ⊗ Rβ

µ ⊗ Rγ
ν .

We can easily verify that the only non zero multiplicities (with unipotent type characters) are

〈

R(3),(3),(3), 1
〉

= q, (1.1.1)

〈
R(2,1),(3),(3), 1

〉
=
〈
R(3),(2,1),(3), 1

〉
=
〈
R(3),(3),(2,1), 1

〉
= 1. (1.1.2)

In the first case the underlying graph ofΓω is Ẽ6 andvω is the indivisible positive imaginary root. In
the second case the underlying graph ofΓω is the Dynkin diagramE6 and vω is the positive real root
α1 + α2 + 2α3 + 3α4 + 2α5 + α6 in the notation of [4, PLANCHE V]. Finally we can verify that there is no
other pair (Γω, vω) arising fromω = ((1, λ), (1, µ), (1, ν)) with vω ∈ Φ(Γω).

1.2 Quiver varieties

We now introduce the quiver varieties which provide a geometrical interpretation of〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉
for generic tuples (X1, . . . ,Xk) of admissible type.

Let P be a parabolic subgroup of GLn(C), L a Levi factor ofP and letΣ = σ+C whereC is a nilpotent
orbit of the Lie algebral of L and whereσ is an element of the centerzl of l. Put

XL,P,Σ := {(X, gP) ∈ gln × (GLn/P) | g−1Xg∈ Σ + uP}

whereuP is the Lie algebra of the unipotent radical ofP. We then denote byXo
L,P,Σ the open subset of pairs

(X, gP) which verifyg−1Xg∈ Σ + uP.
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It is known (cf. §4.3.2 for more details) that the image of the projectionXL,P,Σ → gln on the first
coordinate is the Zariski closureO of an adjoint orbitO.

We assume without loss of generality thatL is of the form
∏

j GLnj and thatP is the unique parabolic
subgroup of GLn containing the upper triangular matrices and havingL as a Levi factor (such a choice is
only for convenience).

WhenO is nilpotent regular, the varietiesXL,P,Σ appears in Borho and MacPherson [3]. These varieties
were also considered by Lusztig in the framework of his generalization of Springer correspondence [37].

Consider triples{(Li ,Pi,Σi)}i=1,...,k, with Σi = σi + Ci , as above and putL := L1 × · · · × Lk, P :=
P1 × · · · × Pk, Σ := Σ1 × · · · × Σk andC := C1 × · · · ×Ck.

Let (O1, . . . ,Ok) be the tuple of adjoint orbits ofgln(C) such that the image ofXLi ,Pi ,Σi → gln isOi .
We say that the pair (L ,Σ) is generic if the tuple (O1, . . . ,Ok) is generic. The existence of generic

tuples of adjoint orbits with prescribed multiplicities ofeigenvalues is subject to some restriction (cf.§5.1
for more details).

We assume now that (L ,Σ) is generic.
Fix a non-negative integerg, putOL ,P,Σ = (gln)2g × XL ,P,Σ, Oo

L ,P,Σ = (gln)2g × Xo
L ,P,Σ and define

VL ,P,Σ :=






(

A1, B1, . . . ,Ag, Bg, (X1, . . . ,Xk, g1P1, . . . , gkPk)
)

∈ OL ,P,Σ

∣
∣
∣
∣

∑

j

[A j , B j] +
∑

i

Xi = 0






.

PutO := (gln)2g × O1 × · · · × Ok, Oo := (gln)2g × O1 × · · · × Ok and define

VO :=






(

A1, B1, . . . ,Ag, Bg,X1, . . . ,Xk

)

∈ O
∣
∣
∣
∣

∑

j

[A j, B j] +
∑

i

Xi = 0






.

Let ρ : VL ,P,Σ →VO be the projection on the first 2g+ k coordinates.
The group GLn acts onVL ,P,Σ (resp. onVO) diagonally by conjugating the first 2g+ k coordinates and

by left multiplication of the lastk-coordinates (resp. diagonally by conjugating the 2g + k coordinates).
Since the tuple (O1, . . . ,Ok) is generic, this action induces a set-theoritically free action of PGLn on both
VL ,P,Σ andVO. The PGLn-orbits of these two spaces are then all closed. Consider theaffine GIT quotient

QO := VO/PGLn = Spec
(

C[VO]PGLn
)

.

The quotient mapVO → QO is actually a principal PGLn-bundle in the étale topology. SinceVL ,P,Σ is
projective overVO, by a result of Mumford [43] the categorical quotientQL ,P,Σ of VL ,P,Σ by PGLn exists
and the quotient mapVL ,P,Σ → QL ,P,Σ is also a principal PGLn-bundle.

We will see that we can identifyQO andQL ,P,Σ with quiver varietiesMξ(vO) andMξ,θ(vL ,P,Σ) made
out of the same comet-shaped quiverΓL ,P,Σ = ΓO equipped with (possibly different) dimension vectorvO

andvL ,P,Σ (here we use Nakajima’s notation, cf.§4.1). The varietyQO is also isomorphic to the image
π
(

Mξ,θ(vL ,P,Σ)
)

of π : Mξ,θ(vL ,P,Σ)→ Mξ(vL ,P,Σ).
The identification ofQO with the quiver varietyMξ(vO) is due to Crawley-Boevey [6] and is also

available in the non-generic case (see§5.2). Although it may not be in the literature, the identification of
QL ,P,Σ withMξ,θ(vL ,P,Σ) is then quite natural to consider.

Under the identificationQO ≃ Mξ(vO), the open subsetQo
O ⊂ QO defined as the image of

Vo
O := VO ∩Oo

in QO corresponds to the subsetMs
ξ
(vO) ⊂ Mξ(vO) of simple representations. The imageQo

L ,P,Σ of

Vo
L ,P,Σ := VL ,P,Σ ∩ O

o
L ,P,Σ
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in QL ,P,Σ corresponds to the subsetMs
ξ,θ(vL ,P,Σ) ⊂ Mξ,θ(vL ,P,Σ) of θ-stable representations.

The generic quiver varietyQL ,P,Σ (which does not seem to have been considered in the literature before)
andQO will be one of the main focus of this paper.

If VO , ∅, the varietiesQo
L ,P,Σ andQo

O are both non-empty irreducible nonsingular dense open subsets
of QL ,P,Σ andQO respectively. The irreducibility ofQO follows from a more general result due to Crawley-
Boevey (see Theorem 4.1.2). The irreducibility ofQL ,P,Σ (see Theorem 5.3.7) seems to be new and our
proof uses Theorem 4.1.5 and Crawley-Boevey’s result in Theorem 4.1.2. The equivalence between the
non-emptyness ofQO and that ofQo

O is not stated explicitely in Crawley-Boevey’s paper but ourproof
follows very closely various arguments which are due to him.More precisely we have the following result
which is important for this paper.

Theorem 1.2.1.The following assertions are equivalent.
(i) The varietyQo

O is not empty.
(ii) The varietyQO is not empty.
(iii) vO ∈ Φ(Γ).

Let us discuss this theorem. Say that an elementX in Vo
O is irreducible if there is no non-zero proper

subspace ofCn which is preserved by all the coordinates ofX. The existence of irreducible elements
in Vo

O was studied by Kostov [29] who calls it the (additive) Deligne-Simpson problem (in [29] the tuple
(O1, . . . ,Ok) is not necessarily generic). Later on, Crawley-Boevey [6]reformulated Kostov’s answer to the
Deligne-Simpson problem in terms of roots ofΓ. This reformulation involves general results of Crawley-
Boevey on quiver varieties (see§4.1 for more details) and his identification ofQO withMξ(vO). Our proof
of Theorem 1.2.1 consists of working out in the generic case Crawley-Boevey’s results on the Deligne-
Simpson problem.

For a pair (L,Σ) as above, we put

W(L,Σ) := {n ∈ NGLn(L) | nΣn−1 = Σ}/L.

The groupW(L,Σ) acts on the complexp∗(IC
•

XL,P,Σ
) wherep : XL,P,Σ → gln is the projection on the first

coordinate, andIC•
XL,P,Σ

is the simple perverse sheaf with coefficient in the constant local systemC.
From this, we find an action of

W(L ,Σ) :=W(L1,Σ1) × · · · ×W(Lk,Σk)

on the complex
(

ρ/PGLn

)

∗

(

IC
•

QL ,P,Σ

)

and so on the hypercohomologyHi
c

(

QL ,P,Σ,IC
•
QL ,P,Σ

)

which we take as

a definition for the compactly supported intersection cohomology IH i
c
(

QL ,P,Σ,C
)

.
From the theory of quiver varieties, we haveIH i

c
(

QL ,P,Σ,C
)

= 0 for odd i. Let us then consider the
polynomials

Pw
c
(

QL ,P,Σ, q
)

:=
∑

i

Tr
(

w
∣
∣
∣ IH2i

c
(

QL ,P,Σ,C
) )

qi ,

with w ∈W(L ,Σ).
As explained in§4.3.2 to each pair (L,C) with L =

∏r
i=1 GLni ⊂ GLn andC a nilpotent orbit of

⊕r
i=1 glni

corresponds a unique sequence of partitions

ω̃ = ω1 · · ·ω1
︸    ︷︷    ︸

a1

ω2 · · ·ω2
︸    ︷︷    ︸

a2

· · ·ωl · · ·ωl
︸   ︷︷   ︸

al

with ω1 ≥ ω2 ≥ · · · ≥ ωl andω j
, ωs if j , s.

The groupW(L,C) is then isomorphic to
∏l

j=1 Saj whereSd denotes the symmetric group ind letters.
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The decomposition of the coordinates of an elementw ∈ W(L,C) ≃
∏l

j=1 Saj as a product of disjoint
cycles provides a partition (d1

j , d
2
j , . . . , d

r j

j ) of a j for eachj, and so defines a unique type

ω = (d1
1, ω

1) · · · (dr1
1 , ω

1)(d1
2, ω

2) · · · (dr2
2 , ω

2) · · · (d1
l , ω

l) · · · (dr l
l , ω

l) ∈ Tn.

We thus have a surjective map from the set of triples (L,C,w) with w ∈W(L,C) to the setTn.
Note thatW(L ,Σ) ⊂W(L ,C).
Let w ∈ W(L ,Σ). The datum (L ,C,w) defines thus a multi-typeω = (ω1, . . . , ωk) ∈ (Tn)k. We call

admissiblethe multi-types arising in this way from generic pairs (L ,Σ).
Let (X1, . . . ,Xk) be a generic tuple of irreducible characters of GLn(Fq) of typeω (generic tuples of

irreducible characters of a given type always exist assuming that the characteristic ofFq andq are large
enough). The pair (Γω, vω) defined in§1.1 is the same as the pair (ΓL ,P,Σ, vL ,P,Σ) defined from (L ,P,Σ),
moreover the integerdω equals dimQL ,P,Σ.

Theorem 1.2.2.We have:

Pw
c
(

QL ,P,Σ, q
)

= q
1
2 dimQL ,P,Σ〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉.

If w = 1 and if the adjoint orbitsO1, . . . ,Ok are semisimple in which caseQL ,P,Σ ≃ QO, the theorem is
proved in [18].

One of the consequence of Theorem 1.2.2 is an explicit formula for Pw
c
(

QL ,P,Σ, q
)

in terms of Hall-
Littlewood symmetric functions (cf.§6.10).

Note that if for eachi = 1, . . . , k, we haveCGLn(σi) = Li , then the projectionXLi ,Pi ,Σi → Oi is an
isomorphism and so is the mapρ/PGLn : QL ,P,Σ → QO. Hence our main results will give in particular
explicit formulas for the Poincaré polynomialPc (QO, q) where we writePc instead ofPw

c whenw = 1.
LetA(L ,C) be the set ofσ = (σ1, . . . , σk) ∈ zl1 × · · · × zlk such that the pair (L , σ + C) is generic.
It follows from Theorem 1.2.2 thatPc

(

QL ,P,Σ, q
)

depends only on (L ,C) and not onσ ∈ A(L ,C).
We say that a generic tuple (X1, . . . ,Xk) of irreducible characters isadmissibleif it is of admissible

type.
From Theorem 1.2.2 and Theorem 1.2.1, we prove Theorem 1.1.1, namely:

Theorem 1.2.3. Let (X1, . . . ,Xk) be an admissible generic tuple of irreducible characters ofGLn(Fq) of
typeω.
(a) We have〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉 , 0 if and only ifvω ∈ Φ(Γω). Moreover〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉 = 1 if
and only ifvω is real.
(b) If vω ∈ Φ(Γω), the multiplicity〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉 is a monic polynomial in q of degree dω/2 with
integer coefficients. If moreoverw = 1, then it has positive coefficients.

Now let us see some examples of generic tuples (X1, . . . ,Xk) of irreducible characters which are not
admissible. This is equivalent of giving examples of triples (L ,C,w) for which there is noσ ∈ A(L ,C) such
thatw ∈W(L , σ + C).

The condition for the existence of such aσ is subject to some restrictions which can be worked out
explicitely using§5.1. Let us see the explicit situations (i), (ii) and (iii) below.

(i) Assume thatL is a maximal torus (in which caseC is the trivial nilpotent orbit) and that the coordi-
nates ofw are alln-cycles. Thenw belongs to a subgroupW(L , σ + C) of W(L ,C) = W(L ) if and only if
the coordinates ofσ = (σ1, . . . , σk) are all scalar matrices. But such aσ does not belong toA(L ,C).

(ii) When the dimension vectorv of the comet-shaped quiverΓ is divisible (i.e., the gcd of its coordi-
nates is greater than 1), thenA(L ,C) = ∅.

(iii) If L = (GLn)k, then we also haveA(L ,C) = ∅.
WhenC = {0}, thenA(L ,C) , ∅ if and only if vω is indivisible. This implies that a generic tuple of split

semisimple irreducible characters is admissible if and only if vω is indivisible.
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1.3 Character varieties: A conjecture

Now we propose a conjectural geometrical interpretation of〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉 for any generic tuple
(X1, . . . ,Xk).

Let P be a parabolic subgroup of GLn(C), L a Levi factor ofP and letΣ = σC whereC is a unipotent
conjugacy class ofL and whereσ is an element of the centerZL of L. Put

YL,P,Σ :=
{

(x, gP) ∈ GLn × (GLn/P)
∣
∣
∣g−1xg ∈ Σ.UP

}

whereUP is the unipotent radical ofP. The varietyYL,P,Σ is the multiplicative analogue ofXL,P,Σ.
We choose a tuple (O1, . . . ,Ok) of conjugacy classes of GLn(C) and for eachi = 1, . . . , k we let Õi

be the conjugacy class of the semisimple part of an element inOi . We say that the tuple (O1, . . . ,Ok) is
genericif

∏k
i=1 det (Oi) = 1 and ifV is a subspace ofCn which is stable by somexi ∈ Õi (for eachi) such

that
k∏

i=1

det (xi |V) = 1

then eitherV = 0 orV = Cn. Unlike the additive case, generic tuples of conjugacy classes always exist (the
multiplicities of the eigenvalues being prescribed). For instance, while we can not form generic tuples of
adjoint orbits of nilpotent type, we can always form generictuples of conjugacy classes of unipotent type
as follows. Letζ be a primitiven-th root of unity, andO1 = ζC1,O2 = C2, . . . ,Ok = Ck whereC1, . . . ,Ck

are unipotent conjugacy classes, then (O1, . . . ,Ok) is generic.
For eachi = 1, . . . , k, let (Li ,Pi ,Σi) be such that the image of the projectionYLi ,Pi ,Σi → gln isOi . As in

§1.2, we defineL ,P,Σ,C and we say that (L ,Σ) is genericif the tuple (O1, . . . ,Ok) is generic which we
now assume. We define the multiplicative analogue ofVL ,P,Σ as

UL ,P,Σ :=

{(

a1, b1, . . . , ag, bg, (x1, . . . , xk, g1P1, . . . , gkPk)
)

∈ (GLn)2g × YL ,P,Σ

∣
∣
∣
∣ (a1, b1) · · · (ag, bg)x1 · · · xk = 1

}

where (a, b) denotes the commutatoraba−1b−1. As in the quiver case, the genericity condition ensures that
the group PGLn acts freely onUL ,P,Σ. Then consider the quotientML ,P,Σ = UL ,P,Σ/PGLn. The projection
UL ,P,Σ → (GLn)2g+k on the 2g + k first coordinates induces a morphism fromML ,P,Σ onto the affine GIT
quotient

MO :=
{

(a1, b1, . . . , ag, bg, x1, . . . , xk) ∈ (GLn)2g ×O1 × · · · ×Ok

∣
∣
∣
∣

∏

(ai , bi)
∏

x j = 1
}/

PGLn.

Remark1.3.1. If Sg is a compact Riemann surface of genusg with puncturesp = {p1, . . . , pk} ⊂ Sg, then
MO can be identified (hence the name of character varieties) with the affine GIT quotient

{

ρ ∈ Hom
(

π1(Sg\p),GLn

) ∣∣
∣
∣ ρ(γi) ∈ Oi

}/

PGLn,

whereγi is the class of a simple loop aroundpi with orientation compatible with that ofSg.

Unlike quiver varieties, the mixed Hodge structure onIHk
c
(

ML ,P,Σ,C
)

is not pure (see for instance [18]
in the case where the conjugacy classesOi are semisimple).

We letW• be the weight filtration onIHk
c
(

ML ,P,Σ,C
)

and put

H i,k (ML ,P,Σ
)

:=Wi IH
k
c
(

ML ,P,Σ,C
)

/Wi−1IHk
c
(

ML ,P,Σ,C
)

.

The action ofW(L ,Σ) preserves the weight filtration and so, forw ∈W(L ,Σ), we may consider the mixed
Poincaré polynomial
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Hw
c
(

ML ,P,Σ; q, t
)

:=
∑

i,k

Tr
(

w
∣
∣
∣H i,k (ML ,P,Σ

) )

qitk

and itspure part

PHw
c
(

ML ,P,Σ, t
)

:=
∑

i

Tr
(

w
∣
∣
∣H i,2i (ML ,P,Σ

) )

ti .

Recall thatΣ = σC with C a unipotent conjugacy class ofL andσ ∈ ZL .
Let w ∈ W(L ,Σ). As above Theorem 1.2.2, we can define a typeω ∈ (Tn)k from (L ,C,w). Let

(X1, . . . ,Xk) be a generic tuple of irreducible characters of GLn(Fq) of typeω.

Conjecture 1.3.2. We have

PHw
c
(

ML ,P,Σ, q
)

= q
1
2 dimML ,P,Σ 〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉 . (1.3.1)

If w = 1 and if the conjugacy classesOi are semisimple, in which caseML ,P,Σ ≃ MO, then this
conjecture is already in [18].

Now put ξ := (ζ · 1, 1, . . . , 1) ∈
(

ZGLn

)k whereζ is a primitiven-th root of unity. Then for any triple
(L ,C,w) with w ∈ W(L ,C) the pair (L , ξC) is always generic andw ∈ W(L , ξC) = W(L ,C). Hence
Conjecture 1.3.2 implies that for any generic tuple (X1, . . . ,Xk) of irreducible characters there exists a
triple (L ,C,w) with w ∈W(L ,C) such that if we putΣ := ξC, then Formula (1.3.1) holds.

Put C′ := C − 1 and assume that there existsσ′ ∈ A(L ,C′) such thatCGLn(σ) = CGLn(σ
′). Then

Conjecture 1.3.2 together with Theorem 1.2.2 implies the following conjecture.

Conjecture 1.3.3. We have
PHw

c
(

ML ,P,Σ, q
)

= Pw
c
(

QL ,P,Σ′ , q
)

.

In the case where the adjoint orbitsO1, . . . ,Ok and the conjugacy classesO, . . . ,Ok are semisimple and
w = 1, then this conjecture is due to T. Hausel. Ifg = 0, he actually conjectured that the identity between
the two polynomials is realized by the Riemann-Hilbert monodromy mapQO →MO.

In [18] we gave a conjectural formula for the mixed Poincarépolynomial ofMO in terms of Macdonald
polynomials whenO1, . . . ,Ok are semisimple. We will discuss the generalization of this conjecture for the
twisted mixed Poincaré polynomialHw

c
(

ML ,P,Σ; q, t
)

in a forthcoming paper.
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and to the referee for his very careful reading and his suggestions to improve the writing of this paper.
This work started during the special semester entitled “Algebraic Lie Theory” at the Newton Institute
(Cambridge, 2009). I would like to thank the organisers for the invitation and the institute’s staff for their
kindness. This work is supported by ANR-09-JCJC-0102-01.

2 Preliminaries on geometric invariant theory

In this section,K is an algebraically closed field of arbitrary characteristic.
In the following the letterG denotes a connected reductive algebraic groups overK.
We review the construction by Mumford [43] of GIT quotients.
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2.1 GIT quotients

For an algebraic varietyX overK we denote byK[X] := H0(X,OX) theK-algebra of regular functions
on X. Let G acts onX and letσ : G × X → X, pr2 : G × X → X denote respectively theG-action and
the projection, then aG-linearization of a line bundleL over X is an isomorphismΦ : σ∗(L) ≃ pr∗2(L)
satisfying a certain co-cycle condition (see Mumford [43]). The isomorphismΦ defines a linear action of
G on the space of sectionsH0(X, L) as (g · s)(x) = g · s(g−1 · x). We denote byH0(X, L)G the space of
G-invariant sections.

Fix a G-linearizationΦ of L and for an integern, put L(n) := L⊗ n. A point x ∈ X is semistable(with
respect toΦ) if there existsm > 0 ands ∈ H0(X, L(m))G such thatXs := {y ∈ X | s(y) , 0} is affine and
containsx. If moreoever theG-orbits ofXs are closed inXs and the stabilizerCG(x) of x in G is finite, then
x is said to bestable.

We denote byXss(Φ) (resp.Xs(Φ)) the openG-invariant subset of semistable (resp. stable) points ofX.
Let q : Xss(Φ) → X//ΦG denote the GIT quotient map defined by Mumford [43, Theorem 1.10]. It is

defined by glueing together the affine quotient mapsXs→ Xs//G := Spec
(

K[Xs]G
)

wheres runs over the
set of sectionsH0(X, L(m))G, with m> 0, such thatXs is affine.

We will use the following well-known properties ofq.

Theorem 2.1.1. (1) The quotient q is a categorical quotient (in the categoryof algebraic varieties).
(2) If x, y ∈ Xss(Φ), we have q(x) = q(y) if and only ifG · x∩G · y , ∅.
(3) If U is an q-saturated (i.e. q−1q(U) = U) G-stable open subset of Xss(Φ), then q(U) is an open subset
of X//ΦG and the restriction U→ q(U) is a categorical quotient.
(4) Let F be a closed G-stable subset of Xss(Φ) then q(F) is closed in X//ΦG.
(5) There is an ample line bundle M on X//ΦG such that q∗(M) ≃ L(n) for some n.

The theorem can be found for instance in Mumford [43] or in Dolgachev [13, Theorem 8.1, 6.5].
Since the Zariski closure of aG-orbit contains always a closed orbit, the assertion (2) shows thatX//ΦG

parameterizes the closed orbits ofXss(Φ). If we identify X//ΦG with the set of closed orbits ofXss(Φ), the
mapq sends an orbitO of Xss(Φ) to the unique closed orbit contained inO.

Let G′ be another connected reductive algebraic group overK acting onX. Assume that the two
actions ofG andG′ on X commutes. PutG′′ = G × G′ and assume that there is aG′′-linearizationΦ′′

of L extendingΦ. Denote byΦ′ the G′-linearization onL obtained by restrictingΦ′′ to G′ × X. Let
π′′ : Xss(Φ′′)→ X//Φ′′G′′ andπ′ : Xss(Φ′)→ X//Φ′G′ be the quotient maps. Since the actions ofG andG′

commute, the groupG acts on the spacesH0(X, L(n))G′ and so the quotient mapπ′ is G-equivariant. Also
the ample line bundleM on X//Φ′G′ constructed in [13, Proof of Theorem 8.1] such that (π′)∗(M) ≃ L(n)
is G-equivariant and there is aG-linearizationΨ of M such that (π′)∗(Ψ) = Φ(n).

Proposition 2.1.2.Assume that the inclusion Xss(Φ′′) ⊂ Xss(Φ′) is an equality and put Z= X//Φ′G′. Then
there is a canonical isomorphism X//Φ′′G′′ ≃ Z//ΨG.

Proof. If X is affine clearlyX//G′′ = SpecK[X]G′′ ≃ Spec
(

K[X]G′
)G
= (X//G′)//G. Hence the proposition

follows from the construction of GIT quotients by glueing afffine quotients. �

Let ψ : G × X → X × X, (g, x) 7→ (g · x, x). According to Mumford (see [43, Definition 0.6] or [13,
§6]) we say that a morphismφ : X → Y of algebraic varieties is ageometric quotient(of X by G) if the
following conditions are satisfied:

(i) φ is surjective and constant onG-orbits,
(ii) the image ofψ is X ×Y X,
(iii) U ⊂ Y is open if and only ifφ−1(U) is open,
(iv) for any open subsetU of Y, the natural homomorphismH0(U,OY) → H0(φ−1(U),OX) is an iso-

morphism onto the subringH0(φ−1(U),OX)G of G-invariant sections.
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A geometric quotient is a categorical quotient, hence if it exists it is unique. The condition (ii) says that
Y parameterizes theG-orbits ofX and so we will sometimes use the notationX/G to denote the geometric
quotient ofX by G.

Recall that the restrictionXs(Φ)→ q(Xs(Φ)) of q is a geometric quotientXs(Φ)→ Xs(Φ)/G.
Unless specified, the principalG-bundles we will consider in throughout this paper will be with respect

to the étale topology.

Lemma 2.1.3. A geometric quotientπ : X → Y is a principal G-bundle if and only ifπ is flat and
ψ : G × X→ X ×Y X, (g, x) 7→ (g · x, x) is an isomorphism.

Proposition 2.1.4. If X → P is a principal G-bundle with P quasi-projective, then there exists a line bundle
L on X together with a G-linearizationΦ of L such that Xs(Φ) = X. In particular P≃ X//ΦG.

Proof. Follows from Mumford [43,§4, Converse 1.12] and the fact that the morphismX → P is an affine
morphism (asG is affine). �

We say that the action ofG on X is free if ψ : G × X → X × X is a closed immersion. Recall that a
geometric quotientX→ X/G by a free action ofG onX is a principalG-bundle [43, Proposition 0.9]. In the
case whereX is affine then the quotient mapX→ X//G is a principalG-bundle if and only if the stabilizers
CG(x), with x ∈ X, are all trivial and theG-orbits ofX are all separable (see Bardsley and Richardson [1,
Proposition 8.2]).

We have the following proposition (see Mumford [43, Proposition 7.1]).

Proposition 2.1.5. Let G act on the algebraic varieties X and Y and let f: X → Y be a G-equivariant
morphism. Assume that Y→ Z is a principal G-bundle with Z quasi-projective. Assume also that there
exists a G-equivariant line bundle L over X which is relatively ample for f . Then there exists a quasi-
projective variety P and a principal G-bundle X→ P. Moreover the commutative diagram

X
f //

��

Y

��
P

f /G // Z

is Cartesian.
If K = Fq and if all our data are defined overFq then P, X→ P and X≃ P×Z Y are also defined over

Fq.

Assume thatA is a finitely generatedK-algebra. The projectiver-space overA is the algebraic variety
Pr

A := ProjA[x0, . . . , xr ] = SpecA× Pr
K
. We denote byOA(1) the twisting sheaf onPr

A.
We now assume thatG acts on the algebraic varieties SpecA andPr

K
and so onPr

A. The ample line
bundleOA(n) admits aG-linearization for somen sufficiently large (as the twisting sheafO(1) onPr

K
does

by Dolgachev [13, Corollary 7.2]). For such ann, the restrictionL of OA(n) to a closedG-stable subvariety
X of Pr

A admits then aG-linearizationΦ. In this case, theXs, with s ∈ H0(X, L(n))G, are always affine.

Corollary 2.1.6. Let f : X → Y be a projective G-equivariant morphism with Y affine. Assume moreover
that CG(y) = 1 for all y ∈ Y and that the G-orbits of Y are all separable. Then the geometric quotients
Y→ Y/G and X→ X/G exists (and are principal G-bundles) and X≃ X/G ×Y/G Y. IfK = Fq and if X,Y,
G and f are defined overFq, then Y→ Y/G, X→ X/G and X≃ X/G×Y/G Y are also defined overFq.

2.2 Particular case: Affine varieties

Assume now thatX is an affine algebraic variety. Letχ : G → K× be a linear character ofG. Then the
action ofG on Lo = X × A1 given byg · (x, t) 7→ (g · x, χ(g)−1t) defines aG-linearizationΦ of Lo. The
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spaceHo(X, Lo(n))G with n ≥ 0 can be then identified with the spaceK[X]G,χn
of functionsf ∈ K[X] which

satisfy f (g · x) = χn(g) f (x) for all g ∈ G andx ∈ X. Such a functionf ∈ K[X] is called aχn-semi-invariant
function.

A polynomial f =
∑r

i=0 fi ·zi ∈ K[X][z] ≃ K[X×A1] is G-invariant if and only if for eachi, the function
fi is aχi-semi-invariant, that is

K[X × A1]G =
⊕

n≥0

K[X]G,χn

and so
X//ΦG = Proj

(

K[X × A1]G
)

.

The canonical projective morphism

πX : X//ΦG→ X//G := Spec
(

K[X]G
)

. (2.2.1)

is induced by the inclusion of algebrasK[X]G ⊂ K[X × A1]G. Of course ifΦ is trivial thenπX is an
isomorphism.

We will use the following important property. Letq : Xss(Φ)→ X//ΦG be the quotient with respect to
(Lo,Φ).

Proposition 2.2.1. If F is closed subvariety of X, then Fss(Φ) = Xss(Φ) ∩ F and the canonical morphism
F//ΦG→ q(Fss(Φ)) is bijective. IfK = C, it is an isomorphism.

Remark2.2.2. Note that for anyG-equivariant morphismφ : X→ Y of affine algebraic varieties, then the
co-morphismφ♯ : K[Y] → K[X] preservesχ-semi-invariants, hence we always haveφ−1(Yss(Φ)) ⊂ Xss(Φ).
If moreoverφ is a finite morphism thenφ (Xss(Φ)) ⊂ Yss(Φ) and so we recover the first assertion of the
proposition.

3 Intersection cohomology

3.1 Generalities and notation

Let X be an algebraic variety over the algebraically closed fieldK. Let ℓ be a prime which does not divide
the characteristic ofK. The letterκ denotes the fieldQℓ.

We denote byDb
c(X) the bounded “derived category” ofκ-(constructible) sheaves onX. ForK ∈ Db

c(X)
we denote byH iK the i-th cohomology sheaf ofK. If m is an integer, then we denote byK[m] the m-
th shift of K ; we haveH iK[m] = H i+mK. For a morphismf : X → Y, we have the usual functors
f∗, f! : Db

c(X) → Db
c(Y) and f ∗, f ! : Db

c(Y) → Db
c(X). If i : Y →֒ X is a closed immersion, the restriction

i∗K of K ∈ Db
c(X) is denoted byK|Y. We denote byDX : Db

c(X)→ Db
c(X) the Verdier dual operator.

Recall (see Beilinson-Bernstein-Deligne [2]) that a perverse sheaf onX is an objectK in Db
c(X) which

satisfies the following two conditions:

dim
(

Supp(H iK)
)

≤ −i,
dim
(

Supp(H iDXK)
)

≤ −i for all i ∈ Z.

The full subcategory ofDb
c(X) of perverse sheaves onX forms an abelian category (see BBD [2,

Théorème 1.3.6]) and its objects are all of finite length (see BBD [2, Théorème 4.3.1 (i)]).
Let nowY be an irreducible open nonsingular subset ofX such thatY = X. Then for a local systemξ

on Y, we letIC•X,ξ ∈ D
b
c(X) be the intersection cohomology complex defined by Goresky-McPherson and

Deligne. The perverse sheafK = IC•X,ξ := IC•X,ξ[dim X] is characterized by the following properties:

H iK = 0 if i < −dimX,
H−dim XK|Y = ξ,



14

dim
(

Supp(H iK)
)

< −i if i > −dimX,
dim
(

Supp(H iDXK)
)

< −i if i > −dimX.

If U is another open nonsingular subset ofX and if ζ is any local system onU such thatζ |U∩Y = ξ|U∩Y,
thenIC•X,ξ = IC

•
X,ζ . This is why we omitt the open setY from the notationIC•X,ξ. We will simply denote

byIC•X the complexIC•
X,Qℓ

.

Remark3.1.1. Note that ifU is a locally closed subvariety ofX such thatU ( X thenH−dimU K|U = 0.

We have the following description of simple perverse sheaves due to Beilinson, Bernstein and Deligne.
If Z is an irreducible closed subvariety ofX andξ an irreducible local system on some open subset ofZ
then the extension by zero ofIC•Z,ξ on X−Z is a simple perverse sheaf onX and any simple perverse sheaf
on X arises in this way from some pair (Z, ξ) (see BBD [2, 4.3.1]).

It will be convenient to continue to denote byIC•Z,ξ andIC•Z,ξ their extension by zero onX − Z.
Note that ifX is nonsingular thenIC•X,ξ =: ξ is the complexK• concentrated in degree−dimX with

K−dimX = ξ.
We define the compactly supportedi-th intersection cohomology groupsIH i

c(X, ξ) with coefficient in
the local systemξ as the compactly supportedi-th ℓ-adic hypercohomology groupHi

c
(

X,IC•X,ξ
)

. If f is the
unique morphismX→ {pt}, thenIH i

c(X, ξ) = H
i( f!IC

•
X,ξ
)

.
If X is nonsingular, thenIC•X is the constant sheafκ concentrated in degree 0 and soIH i

c(X, κ) =
H i

c(X, κ).

We will need the following decomposition theorem of Beilinson, Bernstein, Deligne and Gabber.

Theorem 3.1.2.Suppose thatϕ : X→ X′ is a proper map with X irreducible. Then

ϕ∗(IC
•
X) ≃

⊕

Z,ξ,r

VZ,ξ,r ⊗ IC
•
Z,ξ[r]

whereξ is an irreducible local system on some open subset of a closedirreducible subvariety Z of X′. If
moreoverϕ∗(IC

•

X) is a perverse sheaf, then

ϕ∗(IC
•

X) ≃
⊕

Z,ξ

VZ,ξ ⊗ IC
•

Z,ξ (3.1.1)

The theorem remains true if we replaceIC•X by a semisimple object of “geometrical origin” [2, 6.2.4].

Remark3.1.3. Let Y be a closed irreducible subvariety ofX′ and letU be a non-empty nonsingular open
subset ofY. Note that

H−dimY





⊕

Z,ξ

VZ,ξ ⊗ IC
•

Z,ξ





∣
∣
∣
∣
∣
∣
∣
∣
U

≃
⊕

ξ

VY,ξ ⊗ ξ

where the direct sum on the right hand side is over the irreducible local systems onY.

Definition 3.1.4. A proper surjective morphismf : Z→ X is semi-smallif and only if one of the following
equivalent conditions is satisfied:

(i) dim {x ∈ X | dim f −1(x) ≥ i} ≤ dimX − 2i for all i ∈ Z≥0.
(ii) There exists a filtrationX := F0 ⊃ F1 ⊃ · · · ⊃ Fr = ∅ of X by closed subsets such that, for all

i ∈ {0, . . . , r − 1} andx ∈ Fi − Fi+1, we have 2 dimf −1(x) ≤ dimX − dimFi .

We will use the following easy fact.



15

Lemma 3.1.5. Let f : Z → X be a proper surjective map and let X:= F0 ⊃ F1 ⊃ · · · ⊃ Fr = ∅ be
a filtration of X by closed subsets. Let h: X′ → X be a surjective map and put F′i = h−1(Fi). Assume
that dimX − dimFi = dimX′ − dimF′i . Then the projection on the second coordinate Z×X X′ → X′ is
semi-small with respect to the filtration X′ := F′0 ⊃ F′1 ⊃ · · · ⊃ F′r = ∅ if and only if the map f is semi-small
with respect to X:= F0 ⊃ F1 ⊃ · · · ⊃ Fr = ∅.

Definition 3.1.6. Let X be an algebraic variety overK. We say thatX =
∐

α∈I Xα is a stratificationof
X if the set{α ∈ I |Xα , ∅} is finite, for eachα ∈ I such thatXα , ∅, the subsetXα is a locally closed
nonsingular equidimensional subvariety ofX, and for eachα, β ∈ I , if Xα ∩ Xβ , ∅, thenXα ⊂ Xβ.

It is well-known that if f : Z → X is a semi-small map withZ nonsingular and irreducible, then the
complex f∗(ξ) is a perverse sheaf for any local systemξ onZ.

We can actually generalize this result as follows.

Proposition 3.1.7. Let f : Z→ X be a proper surjective map with Z irreducible and let Z=
∐

α∈I Zα be a
stratification of Z. For x∈ X, put f−1(x)α := f −1(x) ∩ Zα. Assume that

dim

{

x ∈ X
∣
∣
∣
∣
∣
dim f −1(x)α ≥

i
2
−

1
2

codimZ(Zα)

}

≤ dimX − i

holds for allα ∈ I and all i ∈ Z≥0 wherecodimZ(Zα) := dimZ − dimZα. Then for any perverse sheaf K on
Z, the complex f∗K is a perverse sheaf on X.

This proposition is used and proved (without being stated explicitly) in Lusztig’s generalisation of
Springer correspondence [37, proof of Proposition 4.5].

Proof. We need to prove that

(i) dim
(

Supp(H i f∗K)
)

≤ −i,
(ii) dim

(

Supp(H iDX f∗K)
)

≤ −i for all i ∈ Z.

Since f is proper, the Verdier dual commutes withf∗ and so we only prove (i) as the proof of (ii)
will be similar. The stalkH i

x f∗K is the hypercohomologyHi
(

f −(x),K| f−1(x)

)

. If for x ∈ X we have

Hi
(

f −(x),K| f−1(x)

)

, 0 this means that there existsα ∈ I such that the compactly supported hypercohomol-

ogyHi
c

(

f −(x)α,K| f−1(x)α

)

does not vanish. Hence to prove (i) we are reduced to see that for all α ∈ I and
i,

dim
{

x ∈ X
∣
∣
∣
∣H

i
c

(

f −1(x)α,K| f−1(x)α

)

, 0
}

≤ −i. (3.1.2)

If Hi
c

(

f −1(x)α,K| f−1(x)α

)

, 0 then from the hypercohomology spectral sequence we may write i asi1+ i2

with i1 ≤ 2 dim f −1(x)α andH i2
(

K| f−1(x)α

)

, 0. The last condition implies thatH i2K|Zα , 0. SinceK is
a perverse sheaf, we must havei2 + dimX ≤ codimZ(Zα). We thus havei + dimX ≤ 2 dim f −1(x)α +
codimZ(Zα). Hence the inequality (3.1.2) is a consequence of the following one

dim
{

x ∈ X
∣
∣
∣ i + dimX ≤ 2 dim f −1(x)α + codimZ(Zα)

}

≤ −i.

Hence we are reduced to see that

dim

{

x ∈ X
∣
∣
∣
∣
∣
dim f −1(x)α ≥

1
2

(i − codimZ(Zα))

}

≤ dimX − i

for all i. �
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Corollary 3.1.8. Let ϕ : X → X′ be a morphism which satifies the condition in Proposition 3.1.7, then
(3.1.1) becomes

ϕ∗(IC
•

X) ≃ IC•X′ ⊕





⊕

Z,ξ

VZ,ξ ⊗ IC
•

Z,ξ




(3.1.3)

with Z ( X′. In particular

IH i
c
(

X, κ
)

≃ IH i
c(X

′, κ) ⊕





⊕

Z,ξ

VZ,ξ ⊗ IH i+dZ−dX
c (Z, ξ)




. (3.1.4)

where dZ the dimension of Z.

The isomorphism (3.1.4) is obtained from (3.1.3) by applying the functorf! with f : X′ → {pt}.

Corollary 3.1.9. Assume thatϕ : X → X′ satisfies the condition in Proposition 3.1.7. If X′ =
⋃

α∈I X′α
where I is a finite set and where the X′α are locally closed irreducible subvarieties of X′ such that the
restriction ofH i

(

ϕ∗
(

IC•X

))

to X′α is a locally constant sheaf for all i and allα ∈ I, then

ϕ∗
(

IC•X

)

≃ IC•X′ ⊕





⊕

α,ξα

Vα,ξα ⊗ IC
•

X′α ,ξα





where the direct sum is over theα such thatX′α ( Y.

Proof. Let Z be an irreducible closed subvariety ofX′ such thatIC•Z,ξ is a direct summand ofϕ∗
(

IC•X

)

.
We haveZ =

⋃

α(X′α ∩ Z). SinceZ is irreducible, there exists anα such thatX′α ∩ Z is dense inZ. We

haveH−dimZ ϕ∗
(

IC
•

X

)∣∣
∣
∣
X′α∩Z

, 0. SinceH−dimZ ϕ∗
(

IC
•

X

)∣∣
∣
∣
X′α

is locally constant and non-zero, we have

X′α ⊂ Supp
(

H−dimZϕ∗
(

IC•X

))

. Hence

dimX′α ≤ dim
(

Supp
(

H−dimZϕ∗
(

IC•X

)))

≤ dimZ.

The right inequality holds becauseϕ∗
(

IC•X

)

is a perverse sheaf. Since dim (X′α ∩ Z) = dimZ, we deduce

that the inclusionX′α ∩ Z ⊂ X′α is an equality, i.e.,X′α ⊂ Z, and so thatX′α = Z. �

Assume thatK is an algebraic closure of a finite fieldFq and thatX is an irreducible algebraic variety
defined overFq. We denote byF : X→ X the corresponding Frobenius endomorphism. We will use either
the notationXF or X(Fq) to denote the fixed points ofX by F. Let K ∈ Db

c(X) and assume that there exists
an isomorphismϕ : F∗(K) ≃ K. Thecharacteristic functionXK,ϕ : XF → κ of (K, ϕ) is defined by

XK,ϕ(x) =
∑

i

(−1)iTrace
(

ϕi
x,H

i
xK
)

.

If r ∈ Z, we denote byK(r) ther-th Tate twist ofK. ThenXK(r), ϕ(r) = q−r XK, ϕ.
Let Y be an open nonsingularF-stable subset ofX. We will simply denote byXIC•X the functionXIC•X,ϕ

whereϕ : F∗
(
IC•X
)
→ IC•X is the unique isomorphism which induces the identity onH0

x
(
IC•X
)

for all
x ∈ YF .

3.2 Restriction

Assume thatX is irreducible. LetZ be an irreducible closed subvariety ofX et let i : Z →֒ X denotes the
inclusion. We give a condition fori∗(IC•X) = IC•Z to be true.
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Proposition 3.2.1.Assume that there is a decomposition X=
⋃

α∈I Xα of X where I is a finite set and where
the Xα are locally closed irreducible subvarieties such that

(i) if Zα := Xα ∩ Z is not empty, then it is equidimensional andcodimX Xα = codimZ Zα.
Assume moreover that there exists a Cartesian diagram

X̃
f // X

Z̃
g //

ĩ

OO

Z

i

OO

such that the conditions (ii) and (iii) below are satisfied.
(ii) f and g are semi-small resolutions of singularities.
(iii) The restriction of the sheafH i( f∗(κ)) to Xα is a locally constant sheaf for all i.

Then i∗(IC•X) = IC•Z.

Proof. If Y is a variety, letdY denote its dimension. Letαo ∈ I be such thatXαo is the open stratum ofX.
To avoid any confusion we will use the notationIC•Z[dZ] instead ofIC•Z. By Corollary 3.1.9, we have

f∗(κ[dX]) = IC•X[dX] ⊕





⊕

α,αo,ξα

Vα,ξα ⊗ IC
•

Xα ,ξα
[dXα ]




. (3.2.1)

By (iii) and i∗ f∗(κ) = g∗(κ) we see that the restriction ofH i(g∗(κ)) to Zα is locally constant. Hence by
Corollary 3.1.9, we have

g∗(κ[dZ]) = IC•Z[dZ] ⊕





⊕

α,αo,β∈Iα ,ζα,β

W(α,β),ζα,β ⊗ IC
•

Z(α,β),ζα,β
[dZα ]




(3.2.2)

where{Z(α,β)}β∈Iα is the set of irreducible components ofZα. Using againi∗ f∗(κ) = g∗(κ) we see from (3.2.1)
and (3.2.2) that the complexi∗(IC•X)[dZ] is a direct summand of the semisimple perverse sheafg∗(κ[dZ]).
It is therefore a semisimple perverse subsheaf ofg∗(κ[dZ]). Since the open stratumZαo of Z is contained in
the open stratum ofX, the restriction ofi∗(IC•X)[dZ] to Zαo is the constant sheafκ[dZ]. Hencei∗(IC•X)[dZ]
containsIC•Z[dZ] as a direct summand, i.e.,

i∗(IC•X)[dZ] = IC•Z[dZ] ⊕





⊕

α,αo,β∈Iα ,ζα,β

W′(α,β),ζα,β ⊗ IC
•

Z(α,β),ζα,β
[dZα ]





for some subspacesW′(α,β),ζα,β
⊂W(α,β),ζα,β . It remains to see thatW′(α,β),ζα,β

= 0 for all α , αo.
PutK := i∗(IC•X)[dZ]. Then forα , αo we have

H−dZα K|Zα = H
dZ−dZαIC

•
X|Zα

= HdX−dXαIC•X|Zα

= H−dXαIC
•
X[dX]|Zα

= 0.

The last equality follows from Remark 3.1.1. HenceW′(α,β),ζα,β
= 0 by Remark 3.1.3 and we proved the

proposition. �
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3.3 E-polynomial

Recall that a mixed Hodge structure on a rational vector space H consist of a finite increasing filtration
W• (the weight filtration) onH, and a finite decreasing filtrationF• (the Hodge filtration) on the com-
plexification HC, which induces a pure Hodge structure of weightk on the complexified graded pieces
GrWk HC = (WkH/Wk−1H)C, i.e.,

GrWk HC =
⊕

p+q=k

(

GrWk HC
)p,q

with

(

GrWk HC
)p,q
= FpGrWk HC ∩ FqGrWk HC.

We call the integers
{

hp,q := dim
(

GrWp+qHC
)p,q}

p,q
themixed Hodge numbers.

Recall (Saito [51], see also [48, Chapter 14]) that for any complex algebraic varietyX, the intersection
cohomology groupIHk

c(X,C) is endowed with a mixed Hodge structure. IfX is nonsingular, it coincides
with Deligne’s mixed Hodge structure onHc(X,C) which is defined in [10].

We then denote by{ihp,q;k
c (X)}p,q the mixed Hodge numbers ofIHk

c(X,C) and we define the mixed
Hodge polynomial ofX as

IHc(X; x, y, z) =
∑

p,q,k

ihp,q;k
c (X)xpyqzk.

The compactly supported Poincaré polynomial ofX is thenIHc(X; 1, 1, t).
In this paper we will say thatX is pure if the mixed Hodge structure onIHk

c(X,C) is pure for allk, i.e.,
if ihp,q;k

c (X) = 0 whenp+ q , k.
TheE-polynomial ofX is defined as

Eic(X; x, y) := IHc(X; x, y,−1)=
∑

p,q





∑

k

(−1)kihp,q;k
c (X)



 xpyq.

Let R be a subring ofC which is finitely generated as aZ-algebra and letX be a separatedR-scheme
of finite type. According to [20, Appendix], we say thatX is strongly polynomial countif there exists a
polynomialP(T) ∈ C[T] such that for any finite fieldFq and any ring homomorphismϕ : R → Fq, the
Fq-schemeXϕ obtained fromX by base change is polynomial count with counting polynomialP, i.e., for
every finite extensionFqn/Fq, we have

♯{Xϕ(Fqn)} = P(qn).

According to Katz terminology (cf. [Appendix][20]), we call a separatedR-schemeXwhich gives back
X after extension of scalars fromR toC a spreading outof X.

The complex varietyX is said to bepolynomial countif there exists a spreading out ofX which is
strongly polynomial count.

Let us now denote by{hi, j;k
c (X)}i, j the mixed Hodge numbers ofHk

c(X,C) and put

E(X; x, y) :=
∑

i, j





∑

k

(−1)khi, j;k
c (X)



 xiy j .

We recall the result of Katz in the appendix of [20] (see also Kisin and Lehrer [27] for closely related
results).

Theorem 3.3.1.Assume that X is polynomial count with counting polynomial P∈ C[T]. Then

E(X; x, y) = P(xy).
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Let X =
∐

α∈I Xα be a stratification and letXαo be the open stratum, i.e.,X = Xαo. Putα ≤ β if Xα ⊂ Xβ,
andrα := (dimXα − dimX)/2.

We say thatX satisfies the property (E) with respect to this stratification and the ringR if there exists a
spreading outX of X, a stratificationX =

∐

α Xα, and a morphism∇ : X̃ → X of R-schemes such that:
(1) X̃ and the closed strataXα are strongly polynomial count,
(2) for eachα, the stratumXα is a spreading out ofXα, the morphismr : X̃ → X obtained from∇ after
extension of scalars fromR toC yields an isomorphism of mixed Hodge structures

H i
c(X̃,Q) ≃ IH i

c(X,Q) ⊕





⊕

α,αo

Wα ⊗
(

IH i+2rα
c (Xα,Q) ⊗ Q(rα)

)




, (3.3.1)

whereQ(−d) is the pure mixed Hodge structure onQ of weight 2d and with Hodge filtrationFd = C and
Fd+1 = 0.
(3) for any ring homomorphismϕ : R→ Fq, the morphism∇ϕ : X̃ϕ → Xϕ obtained from∇ by base change
yields an isomorphism

(∇ϕ)∗ (κ) ≃ IC•
Xϕ
⊕





⊕

α,αo

Wα ⊗ IC
•

X
ϕ

α

(rα)




(3.3.2)

of perverse sheaves.
Assume now that all complex varietiesXα (in particularX) satisfy the property (E) with respect to the

stratificationXα =
∐

β≤α Xβ and the ringRα. Since there is only a finite number of strata we may assume
without loss of generalities that the ringsRα are all equal to the same ringR.

Theorem 3.3.2.With the above assumption, there exists a polynomial P(T) ∈ Z[T] such that for any ring
homomorphismϕ : R→ Fq, we have

∑

x∈Xϕ(Fq)

XIC•
Xϕ(Fq)

(x) = P(q) (3.3.3)

and
Eic(X; x, y) = P(xy).

Proof. If there is only one stratum, i.e., ifX is nonsingular, then the theorem is true by Theorem 3.3.1. The
theorem is now easy to prove by induction onα < β. Assume that the theorem is true for allα < αo. By
Formula (3.3.1), we have

E(X̃; x, y) = Eic(X; x, y) +
∑

α<αo

(dimWα) x−rαy−rαEic
(

Xα; x, y
)

.

By induction hypothesis and sincẽX is polynomial count, this formula shows thatEic(X; x, y) depends only
on the productxy, i.e., that there exists a unique polynomialP such thatEic(X; x, y) = P(xy), more precisely
P is defined asP = P̃ −

∑

α<αo
(dimWα) x−rαy−rαPα(xy) whereP̃ is the counting polynomial ofX andPα

(with α , αo) is the polynomial which satifies the theorem forX = Xα. It remains to see thatP satisfies
Formula (3.3.3).

By Formula (3.3.2), we have

X(∇ϕ)∗(κ) = XIC•
Xϕ
+
∑

α<αo

(dimWα) q−rαXIC•
X
ϕ
α

. (3.3.4)

By Grothendieck trace formula we have
∑

x∈Xϕ(Fq)

X(∇ϕ)∗(κ)(x) = ♯{X̃ϕ(Fq)} = P̃(q).

Now integrating Formula (3.3.4) overXϕ(Fq) proves Formula (3.3.3). �
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Proposition 3.3.3. Assume that X satifies the assumptions of Theorem 3.3.2 and that X is pure. Then for
any ring homomorphismϕ : R→ Fq we have

∑

x∈Xϕ(Fq)

XIC•
Xϕ(Fq)

(x) = Pc(X; q)

where Pc(X; t) :=
∑

i

(

dim IH2i
c (X,C)

)

ti .

Proof. SinceX is pure we haveEic(X; x, y) =
∑

p,q(−1)p+qihp,q;p+q
c (X)xpyq. By Theorem 3.3.2, the poly-

nomial Eic(X; x, y) depends only on the productxy, henceihp,q;p+q
c (X) = 0 if p , q. The mixed Hodge

numbers ofX are thus all of the formihp,p;2p
c (X) and soEic (X; x, y) = Pc(X; xy). �

4 Preliminaries on quiver varieties

We introduce the so-called quiver varietiesMξ,θ(v) andMξ,θ(v,w) overK which were considered by many
authors including Kronheimer, Lusztig, Nakajima and Crawley-Boevey. The second one, due to Nakajima
and calledframedquiver varieties, can be realized as the first one by an observation due to Crawley-Boevey
[5, introduction]. For our application we found more convenient to introduce them separatly. Here we recall
the basic results we need.

In this section we will only consider quotients of affine varieties by (finite) direct products of GLn’s.
If G = GLn1 × · · · × GLnr is such a group and ifχ : G → K×, (gi) 7→

∏

i(detgi)−θi is the character given
by θ ∈ Z{1,...,r}, then we will use the notationX//θG instead ofX//ΦG and we will use oftenXss instead of
Xss(Φ) when the context is clear.

4.1 Generalities on quiver varieties

Let Γ be a quiver and letI denote the set of its vertices. We assume thatI is finite. A dimension vectorfor
Γ is a collection of non-negative integersv = {vi}i∈I ∈ Z

I
≥0 and a representation ofΓ of dimensionv overK

is a collection ofK-linear mapsϕi, j : Kvi → Kv j , for each arrowi → j of Γ, that we identify with matrices
(using the canonical basis ofKr ). We define a morphism between two representations (possibly of different
dimension) in the obvious way. Asubrepresentationof ϕ is a representationϕ′ together with an injective
morphismϕ′ → ϕ. LetΩ be a set indexing the edges ofΓ. Forγ ∈ Ω, let h(γ), t(γ) ∈ I denote respectively
the head and the tail ofγ. The algebraic group GLv :=

∏

i∈I GLvi (K) acts on the space

M (Γ, v) :=
⊕

γ∈Ω

Matvh(γ),vt(γ)(K)

of representations of dimensionv in the obvious way, i.e., forg = (gi)i∈I ∈ GLv andB = (xγ)γ∈Ω, we have
g · B := (gvh(γ) xγg

−1
vt(γ)

). As the diagonal centerZ = {(λ.Idvi )i∈I | λ ∈ K
×} ⊂ GLv acts trivially, the action of

GLv induces an action of
Gv := GLv/Z.

Clearly two elements ofM (Γ, v) are isomorphic if and only if they are Gv-conjugate.
We define a bilinear form onKI by a � b =

∑

i aibi . Let θ ∈ ZI be such thatθ � v = 0. This defines a
characterχ : Gv → K

× given by (gi)i 7→
∏

i det (gi)−θi .

Theorem 4.1.1. [26] A point B∈ M
(

Γ, v
)

is χ-semistable if and only if

θ � dim B′ ≤ 0

for every subrepresentation B′ of B. It isχ-stable if and only if it is semistable and the inequality is strict
unless B′ = 0 or B′ ≃ B.
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We will use the terminology “θ-semistable” instead of “χ-semistable”. We denote respectively by
M ss
θ

(

Γ, v
)

andM s
θ

(

Γ, v
)

theθ-semistable andθ-stable representations.
Let Γ be thedouble quiverof Γ i.e. Γ has the same vertices asΓ but the edges are given byΩ :=

{γ, γ∗|γ ∈ Ω} whereh(γ∗) = t(γ) andt(γ∗) = h(γ). Then via the trace pairing we may identifyM
(

Γ, v
)

with
the cotangent bundle T∗M (Γ, v). Putglv = Lie (GLv) =

⊕

i glvi
(K) andgv := Lie (Gv). Define themoment

map
µv : M

(

Γ, v
)

→ M(v)0 (4.1.1)

(xγ)γ∈Ω 7→
∑

γ∈Ω

[xγ, xγ∗ ],

where

M(v)0 :=





( fi)i∈I ∈ glv

∣
∣
∣
∣
∣
∣
∣

∑

i∈I

Tr ( fi) = 0





.

Note that we can identify M(v)0 with (gv)∗ via the trace pairing. The moment mapµv is Gv-equivariant.
Let ξ = (ξi)i ∈ K

I be such thatξ � v = 0. Then

(ξi .Id)i ∈ glv

is in fact in M(v)0. By abuse of notation we denote byξ the element (ξi .Idvi )i ∈ M(v)0. The affine variety
µ−1

v (ξ) is Gv-stable.
Define

Mξ,θ(v) := µ−1
v (ξ)//θGv.

We defineMs
ξ,θ(v) as the image ofµ−1

v (ξ)s inMξ,θ(v). By Theorem 2.1.1, it is an open subset ofMξ,θ(v).

Since stabilizers in Gv of quiver representations are connected, the action of Gv on the spaceM s
θ
(Γ, v) is

set-theoritically free and so the restrictionµ−1
v (ξ)s→ Ms

ξ,θ(v) of ϕ is the set theoritical quotientµ−1
v (ξ)s→

µ−1
v (ξ)s/Gv. By [49, Lemma 6.5], the mapµ−1

v (ξ)s→ µ−1
v (ξ)s/Gv is actually a principal Gv-bundle (in the

étale topology).
We putMξ(v) := Mξ,0(v). It is the affine GIT quotientµ−1

v (ξ)//Gv = Spec
(

K[µ−1
v (ξ)]Gv

)

. The set
Mξ(v) parameterizes the set of conjugacy classes of the semisimple representations ofµ−1

v (ξ). Under this
parameterization, the open subsetMs

ξ
(v) of 0-stable points coincides with the set of conjugacy classes of

simple representations.
The natural projective morphismπ : Mξ,θ(v)→ Mξ(v) takes a representation to its semi-simplification.
Let C = (ci j )i, j be the Cartan matrix of the quiverΓ, namely

ci j =






2− 2(the number of edges joiningi to itself) if i = j

−(the number of edges joiningi to j) otherwise.

We say that a varietyX is of pure dimension dif its irreducible components are all of same dimension
d. We have the following well-known theorem (the irreducibility is an important result of Crawley-Boevey
[5]).

Theorem 4.1.2.Let θ ∈ ZI be such thatθ � v = 0. If Ms
ξ,θ

(v) , ∅, then it is nonsingular of pure dimension
2− tvCv. If Ms

ξ
(v) is not empty, thenMs

ξ,θ(v) is also not empty andMξ,θ(v) is irreducible.

Proof. First a simple representation is necessarilyθ-stable, henceMs
ξ
(v) , ∅ impliesMs

ξ,θ(v) , ∅. It is a
result of Crawley-Boevey [5, Theorem 1.2] that the existence of simple representations inµ−1

v (ξ) implies
the irreducibility ofµ−1

v (ξ) and so the irreducibility ofMs
ξ,θ(v) andMξ,θ(v). Note that a pointα ∈ µ−1

v (ξ) is
nonsingular ifµv is smooth atα, that is if the stabilizer ofα in Gv is trivial. From this we deduce that the
spaceµ−1

v (ξ)s of θ-stable representations is a nonsingular space of dimension dimM
(

Γ, v
)

− dim Gv, and so
thatMs

ξ,θ(v) is nonsingular of dimension

2− tvCv = dimM
(

Γ, v
)

− 2dim Gv.



22

�

We put an order onZI as follows: we say thatw ≤ v if we havewi ≤ vi for eachi ∈ I . We denote by
E(v) the set ofw such that 0< w < v, ξ � w = 0 andµ−1

w (ξ) , ∅.
Forw ∈ ZI

≥0, we denote byHw the hyperplane{α ∈ QI |α � w = 0} of QI . PutHvw := Hv ∩ Hw and

Dv := Hv −
⋃

w∈E(v)

Hvw.

We say thatv is indivisibleif the gcd of{vi}i∈I is 1. Note thatDv is not empty if and only ifv is indivisible.
Whenv is indivisible, the spacesHvw are hyperplanes ofHv and so defines a system offaces[4, Chapter

1,§1].

Definition 4.1.3. We say thatθ is genericwith respect tov if θ ∈ Dv.

If θ is generic thenθ-semistability coincides withθ-stability, and so

Ms
ξ,θ(v) = Mξ,θ(v).

The varietyMξ,θ(v) is thus nonsingular for genericθ.
We have [44][47,§2.5]:

Proposition 4.1.4. Assume thatθ is generic and thatMs
ξ
(v) , ∅. Then the mapπ : Mξ,θ(v) → Mξ(v) is a

resolution of singularities.

The following proposition is proved in [18, Proof of Proposition 2.2.6].

Theorem 4.1.5.Assume thatK = C and thatθ is generic. Then for any parameterξ, the varietiesMξ,θ(v)
andM0,θ(v) have isomorphic cohomology supporting pure mixed Hodge structure.

We also have the following result of Nakajima [9, Appendix B].

Theorem 4.1.6. Assume thatK = Fq and thatθ is generic. Then there exists r0 ∈ Z≥0 such that for all
r ≥ rO the varietiesMξ,θ(v) andM0,θ(v) have the same number of points overFqr .

We now give a criterion due to Crawley-Boevey for the non-emptyness ofMs
ξ
(v). For i ∈ I let ei ∈ Z

I

be the vector with 1 at the vertexi and zero elsewhere and letΦ(Γ) ⊂ ZI be the root system associated toΓ
defined as in [22]. We denote byΦ+(Γ) the set of positive roots. Let (, ) be the symmetric bilinear form on
the root latticeZI given by (ei , ej) = ci j . Note that vertices ofΓ may support loops.

Forα ∈ ZI , we putp(α) = 1− 1
2(α, α). If α is a real root we havep(α) = 0 and ifα is an imaginary root

thenp(α) > 0.
The following theorem is due to Crawley-Boevey [5, Theorem 1.2].

Theorem 4.1.7. (i) The spaceMξ(v) is non-empty if and only ifv = β1 + β2 + . . . with βi ∈ Φ
+(Γ) and

βi � ξ = 0 for all i.
(ii) The spaceMs

ξ(v) is non-empty if and only ifv ∈ Φ+(Γ) and p(v) > p(β1)+ p(β2)+ . . . for any nontrivial
decomposition ofv as a sumv = β1 + β2 + . . . with βi ∈ Φ

+(Γ) andβi � ξ = 0 for all i.

4.2 Nakajima’s framed quiver varieties

The construction of the so-called framed quiver varieties follows the above one’s except that we have an
additional graded vector spaceW.

Let Γ andv be as in§4.1. Letw ∈ ZI
≥0 be an other dimension vector. PutLv,w =

⊕

i∈I Matwi ,vi (K) ≃
⊕

i∈I Hom(Kvi ,Kwi ), Lw,v =
⊕

i∈I Matvi ,wi (K), and

M (Γ, v,w) := M (Γ, v) ⊕ Lv,w ⊕ Lv,w.
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An element ofM (Γ, v,w) is then denoted by (B, a, b) with B ∈ M (Γ, v), a ∈ Lv,w andb ∈ Lw,v. The group
GLv acts onM (Γ, v,w) by

g · (B, a, b) = (g · B, a · g−1, g · b) (4.2.1)

whereg · B is the action defined in§4.1.
Consider the moment map

µv,w : M (Γ, v,w)→ glv ≃ (glv)∗

that maps (B, a, b) to −ba+ µv(B). For ξ ∈ ZI we denote byMξ(v,w) the affine framed quiver variety
µ−1

v,w(ξ)//GLv as in [45]. Note that unlike in§4.1, we do not assume thatξ � v = 0.

Definition 4.2.1. Let θ ∈ ZI . A point (B, a, b) ∈ M (Γ, v,w) is θ-semistableif the two following conditions
are satisfied:

(i) For anyB-invariant subspaceS of V such thatSi is contained in Ker (ai) for all i ∈ I , the inequality
θ � dimS ≤ 0 holds.
(ii) For anyB-invariant subspaceT of V such thatTi contains Im (bi) for all i ∈ I , the inequality
θ � dimT ≤ θ � v holds.

The point (B, a, b) is calledθ-stableif strict inequalities hold in (i), (ii) unlessS = 0, T = V respectively.

We denote respectively byM ss
θ

(Γ, v,w) andM s
θ
(Γ, v,w) the set ofθ-semistable andθ-stable points.

ThenM s
θ
(Γ, v,w) is an open subset ofM ss

θ
(Γ, v,w) on which the group GLv acts set-theoritically freely.

Remark4.2.2. (i) If θi ≥ 0 for all i ∈ I , then the condition (ii) of Definition 4.2.1 is always satisfied and so
a representation isθ-semistable if and only if the condition (i) is satisfied.
(ii) Let θ, θ′ ∈ ZI

≥0 and letJθ := {i ∈ I | θi = 0} andJθ′ := {i ∈ I | θ′i = 0}. If Jθ ⊂ Jθ′ , thenM ss
θ

(Γ, v,w) ⊂
M ss
θ′

(Γ, v,w).

Let χ : GLv → K
×, (gi) 7→

∏

i det (gi)−θi be the character associated toθ. Then a representation in
M (Γ, v,w) is χ-semistable if and only if it isθ-semistable. The framed quiver varietyMξ,θ(v,w) is defined
as

Mξ,θ(v,w) := µ−1
v,w(ξ)//θGLv.

Define alsoMs
ξ,θ(v,w) as the image ofµ−1

v,w(ξ)s in Mξ,θ(v,w). If not empty, the varietyMs
ξ,θ(v,w) is a

nonsingular open subset ofMξ,θ(v,w).
Note thatMξ,0(v,w) is the affine framed quiver varietyMξ(v,w) as all points ofM (Γ, v,w) are 0-

semistable. We thus have a natural projective morphismπ : Mξ,θ(v,w)→ Mξ(v,w).
It was observed by Crawley-Boevey [5, Introduction] that any framed quiver variety can be in fact

realized as an “unframed” quiver variety of§4.1. This is done as follows.
FromΓ andW we construct a new quiverΓ∗ by adding toΓ a new vertex∞ and and for each vertexi of

Γ, we addwi arrows starting at∞ towardi. PutI ∗ = I ∪{∞}. We then define
(

v∗, θ∗
)

∈ ZI ∗
≥0×Z

I ∗ as follows.
We put

(i) v∗i = vi if i ∈ I andv∗∞ = 1,
(ii) θ∗i = θi if i ∈ I andθ∗∞ = −θ · v.
We have a natural group embedding GLv →֒ GLv∗ that sends an elementg = (gi)i∈I to the element

g∗ = (g∗i )i∈I∗ with g∗i := gi if i ∈ I andg∗∞ := 1. This induces an isomorphism GLv ≃ Gv∗ = GLv∗/K
×. We

have a GLv-equivariant isomorphismM (Γ∗, v∗)→ M (Γ, v,w). Under this isomorphism, theθ-semistability
(resp. stability) of Definition 4.2.1 coincides with theθ∗-semistability (resp. stability) in§4.1.

In the context of framed quiver, we say thatθ is genericif θ∗ is generic with respect tov∗ in the sense
of Definition 4.1.3. In this case we have

M ss
θ (Γ, v,w) = M s

θ(Γ, v,w)

We have (see Nakajima [44]):
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Proposition 4.2.3. Assume thatθ is generic and thatMs
ξ
(v,w) , ∅. ThenMξ,θ(v,w) = Ms

ξ,θ(v,w) and the
mapπ : Mξ,θ(v,w)→ Mξ(v,w) is a resolution of singularities.

Remark4.2.4. If θi > 0 for all i, thenθ∗ is always generic with respect tov∗.

4.3 Quiver varieties of typeA

We review known results by Kraft-Procesi [30], Nakajima [45] [46], Crawley-Boevey [6] [8] and Shmelkin
[50] and give a slight generalization of some of them.

4.3.1 Partitions and types

We denote byP the set of all partitions including the unique partition 0 of0, byP∗ the set of non-zero
partitions and byPn the set of partitions ofn. Partitionsλ are denoted byλ = (λ1, λ2, . . . ), whereλ1 ≥ λ2 ≥

· · · ≥ 0, or by (1n1, 2n2, . . . ) whereni denotes the number of parts ofλi equal toi. We put|λ| :=
∑

i λi for
the size ofλ. The length ofλ is the maximumi with λi > 0 and we denote byλ′ the dual partition ofλ. For
two partitionsλ = (λ1, . . . , λr ) andµ = (µ1, . . . , µs) we define the partitionλ + µ as (λ1 + µ1, λ2 + µ2, . . . ),
and forλ = (1n1, 2n2, . . . ), µ = (1m1, 2m2, . . . ), we define the unionλ ∪ µ as (1n1+m1, 2n2+m2, . . . ). For a
partitionλ = (λ1, . . . , λs) and a positive integerd, we denote byd · λ the partition (dλ1, . . . , dλs). Recall
that (λ + µ)′ = λ′ ∪ µ′.

Given a total ordering≤t onP, we denote bỹTt the set of non-increasing sequences ˜ω = ω1ω2 · · ·ωr

with ωi ∈ P and letT̃t
n be the subset of sequences ˜ω such that

∑

i |ω
i | = n. We will see in§4.3.2 that the set

T̃t
n parameterizes the types of the adjoint orbits ingln(K). Although the choice of a particular total ordering

will be sometimes convenient it will not be essential for theresults of this paper. We will actually often use
the notationT̃ andT̃n instead ofT̃t andT̃t

n when the reference to the ordering≤t is not necessary.
We extend the ordering≤t to a total ordering on the set{(d, λ) | d ∈ Z∗

≥0, λ ∈ P
∗} which we continue to

denote by≤t as follows. Ifµ , λ, we say that (d, µ) ≤t (d′, λ) if µ ≤t λ, and we say that (d, λ) ≤t (d′, λ) if
d′ ≤ d. We denote byTt the set of all non-increasing sequencesω = (d1, λ

1)(d2, λ
2) · · · (dr , λ

r ) and byTt
n

the subset ofTt of these sequences which satisfy|ω| :=
∑

i di |λ
i | = n. The first coordinate of a pair (d, λ)

is called thedegree. We will see in§6.8 thatTt
n parametrizes both the types of the adjoint orbits ingln(Fq)

and the types of the irreducible characters of GLn(Fq). As for T̃ andT̃n we will often use the notationT
andTn instead ofTt andTt

n.
Since the terminology “type” has two meanings in this paper,we use the letters{ω, τ, . . . } to denote the

elements ofT and the symbols{ω̃, τ̃, . . . } for the elements of̃T.
Given a typeω = (d1, ω

1) · · · (dr , ω
r ) ∈ Tt, we assign the type

ω̃ =

d1
︷    ︸︸    ︷

ω1 · · ·ω1

d2
︷    ︸︸    ︷

ω2 · · ·ω2 · · ·

dr
︷    ︸︸    ︷

ωr · · ·ωr

of T̃t. We thus have a surjective mapH : Tt → T̃t, ω 7→ ω̃.
Let

ω̃ =

a1
︷    ︸︸    ︷

ω1 · · ·ω1

a2
︷    ︸︸    ︷

ω2 · · ·ω2 · · ·

ar
︷    ︸︸    ︷

ωr · · ·ωr ∈ T̃t

with ωi
, ω j if i , j and put

Wω̃ :=
r∏

i=1

Sai .

Note that the elements in the fiberH−1(ω̃) are parametrized byPa1 × · · · × Par and so by the conjugacy
classes ofWω̃.
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4.3.2 Zariski closure of adjoint orbits as quiver varieties

Let A ∈ gln(K) with semisimple partAs and nilpotent partAn. We assume for simplicity thatAs is a
diagonal matrix so that its centralizerL in GLn is exactly a product of GLmi ’s. We haveA = As + An with
[As,An] = 0 where [x, y] = xy− yx. We putCgln(A) := {X ∈ gln| [A,X] = 0} = Lie(L). Let C be theL-orbit
of An. Then the GLn-conjugacy class of the pair (L,C) is called thetypeof the GLn-orbitO of A.

Fix a total ordering≤t onP. The types of the adjoint orbits ofgln are parameterized by the setT̃t
n as

follows.
Let m1, . . . ,mr be the multiplicities of ther distinct eigenvaluesα1, . . . , αr of A. We may assume that

As is the diagonal matrix




m1
︷      ︸︸      ︷

α1, . . . , α1,

m2
︷    ︸︸    ︷

α2, . . . α2, . . . ,

mr
︷     ︸︸     ︷

αr , . . . , αr



 .

The Jordan form of the elementAn ∈ Cgln(σ) = glm1
⊕ glm2

⊕ · · · ⊕ glmr
defines a unique partitionωi of mi

for eachi ∈ {1, 2, . . . , r}. Re-indexing if necessary we may assume thatωr ≤t ω
r−1 ≤t · · · ≤t ω

1 in which
case we have ˜ω = ω1 · · ·ωr ∈ T̃t

n. Conversely, any element ofT̃t
n arises as the type of some adjoint orbit of

gln. Types of semisimple orbits are of the form (1n1) · · · (1nr ) and types of nilpotent orbits are just partitions
of n.

Lemma 4.3.1. The dimension ofO is

n2 −

r∑

j=1

〈ω j , ω j〉 (4.3.1)

where for a partitionλ = (λ1, λ2, . . . ), we put〈λ, λ〉 = 2n(λ) + |λ| with n(λ) =
∑

i≥1(i − 1)λi.

We now explain how to construct a quiverΓO and a pair (ξO, vO) from O such thatMξO(vO,w) ≃ O.
While the quiverΓO andw will be independent from the choice of≤t, the parametersξO, vO will depend
on the choice of≤t.
We draw the Young diagrams respectively ofω1, . . . , ωr from the left to the right and we label the columns
from the left to the right (with the convention that partitions are represented by the rows of the Young
diagrams). Letd be the total number of columns and letni be the length of thei-th-column with respect to
this labeling. We define the dimension vectorvO = (v1, . . . , vd−1) by v1 := n − n1 andvi := vi−1 − ni for
i > 1 and the parameterζO = (ζ1, . . . , ζd) as follows. If thei-th column belongs to the Young diagram of
ω j then we putζi = α j .

We then have

(A− ζ1Id) · · · (A− ζdId) = 0.

Example4.3.2. Take the lexicographic ordering for≤t and assume thatO is of type (2, 2)(1, 1) with eigen-
valuesα1 andα2 respectively of multiplicity 4 and 2. The corrresponding Young diagrams are

1 2 3

Then the vector dimension isvO = (4, 2) andζO = (α1, α1, α2).

We have

Lemma 4.3.3. For i > 0, the integer vi is the rank of the partial product

(A− ζ1Id) · · · (A− ζi Id).
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The following result is due to Crawley-Boevey [8] (in characteristic zero withO nilpotent it is due to
Kraft and Procesi [30]).

Theorem 4.3.4.Let B∈ gln. The following assertions are equivalent.
(1) B∈ O.
(2) There is a flag of subspacesKn = V0 ⊃ V1 ⊃ V2 ⊃ · · · ⊃ Vd−1 ⊃ Vd = 0 with dimVi = vi and such that
(B− ζi Id)(Vi−1) ⊂ Vi for all 1 ≤ i ≤ d.
(3) There are vector spaces Vj and linear maps a, b,φ j, φ∗j ,

V = V0

b
−→
←−

a
V1

φ∗1
−→
←−
φ1

V2

φ∗2
−→
←−
φ2

. . .
φ∗d−1
−→
←−
φd−1

Vd = 0

where Vj has dimension vj , and satisfying

B = ab+ ζ1Id,

φ jφ
∗
j − φ

∗
j−1φ j−1 = (ζ j − ζ j+1)Id, (1 ≤ j < d).

whereφ∗0 = b andφ0 = a.

Remark4.3.5. We obtain (3) from (2) by puttingφ∗i := (B − ζi+1Id)|Vi and by lettingφi be the inclusion
Vi+1 ⊂ Vi .

Let ΓO be the quiver

•1 •2oo · · ·oo •d−1oo

whose underlying graph is the Dynkin diagram of typeAd−1 and putI := {1, . . . , d−1}. Putw := (n, 0, . . . , 0)
and defineξO = (ξ1, . . . , ξd−1) by ξ j := ζ j − ζ j+1.

Theorem 4.3.6.The map q: µ−1
vO ,w(ξO)→ O given by(B, a, b) 7→ ab+ζ1Id is well-defined and surjective. It

induces a bijective morphism̃q : MξO(vO,w) −→ O. If K = C, then q is a categorical quotient byGLv, i.e.,
the mapMξO(vO,w) −→ O is an isomorphism. The bijective morphismq̃ restricts toMs

ξO
(vO,w) −→ O.

Proof. The first assertion follows from Theorem 4.3.4. The second assertion can be proved using the “First
Fundamental Theorem of Invariant Theory” as in Kraft and Procesi [30,§2]. The third assertion follows
from the second one using Proposition 2.2.1 (this assertionis actually stated in Kraft and Procesi [30,§2]
for nilpotent orbits and in Crawley-Boevey [7, Lemma 9.1] for any orbits). For an arrow ofΓO with tail
i and headj, we denote byBi, j the corresponding coordinate ofB. By Crawley-Boevey [6,§3], we have
f (B, a, b) ∈ O if and only if theBi+1,i’s anda are all injective and if the mapsBi,i+1’s andb are all surjective,
i.e., (B, a, b) is a 0-stable representation. Hence the last assertion. �

Remark4.3.7. If C is the GLv-orbit of any representation (B, a, b) ∈ µ−1
vO ,w(ξO) thena′b′ = ab for any

(B′, a′, b′) ∈ C.

We says that (n1, . . . , nd−1) ∈ (Z>0)d−1 is decreasingif n1 > · · · > nd−1.

Remark4.3.8. Let v = (v1, . . . , vd−1) be a decreasing sequence withn > v1, and letξ = (ξ1, . . . , ξd−1).
Then there is a total ordering≤t onP and an adjoint orbitO such that (ξ, v) = (ξO, vO) if and only if the
following condition is satisfied, see Crawley-Boevey [8,§2].

(*) For any j ∈ I with ξ j = 0 we havev j−1 − v j ≥ v j − v j+1 with v0 := n.

4.3.3 Partial resolutions of Zariski closure of adjoint orbits as quiver varieties

Let P be a parabolic subgroup of GLn(K) (which for simplicity is assumed to contain the upper triangular
matrices),L a Levi subgroup ofP and letΣ = σ+C whereσ is in the centerzl of the Lie algebral of L and
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whereC is a nilpotent orbit ofl. We denote byUP the unipotent radical ofP and byuP the Lie algebra of
UP. The aim of this section is to identify the variety

XL,P,Σ :=
{

(X, gP) ∈ gln × (GLn/P)
∣
∣
∣g−1Xg∈ Σ + uP

}

with a quiver variety of the formMξ,θ(v,w) whenK = C (in positive characteristic we have a bijective
morphismMξ,θ(v,w)→ XL,P,Σ).

Note that
dimXL,P,Σ = dim GLn − dimL + dimΣ. (4.3.2)

Taking a GLn-conjugate ofL if necessary, we may assume thatL = GLsp+1 ×GLsp × · · · ×GLs1. Since
σ is in the center ofl, we may writeσ as the diagonal matrix





sp+1
︷          ︸︸          ︷

ǫp+1, . . . , ǫp+1,

sp
︷     ︸︸     ︷

ǫp, . . . , ǫp, . . . ,

s1
︷    ︸︸    ︷

ǫ1, . . . , ǫ1




.

The nilpotent orbitC of l decomposes as

C = Cp+1 × · · · ×C1

with Ci a nilpotent orbit ofglsi
. For i = 1, . . . , p+ 1, letµi be the partition ofsi which gives the size of the

blocks of the Jordan form ofCi .
We choose a total ordering≤t onP such that, re-ordering if necessary, we haveµp+1 ≤t µ

p ≤t · · · ≤t µ
1

and the following condition is satisfied
(**) if ǫi = ǫ j then for anyi ≤ k ≤ j we haveǫk = ǫi .
This choice of≤t is only for convenience (see above Example 4.3.10).
Let α1, . . . , αk be the distinct eigenvalues ofσ with respective multiplicitiesm1, . . . ,mk. For eachi =

1, . . . , k, we define a partitionλi of mi as the sum of the partitionsµr wherer runs over the set{r | ǫr = αi}.
The partitionsλ1, . . . , λk defines a unique nilpotent orbits of the Lie algebram of M := CGLn(σ). Let v
be an element in this orbit and letO be the unique adjoint orbit ofgln that containsσ + v. The following
proposition is well-known.

Proposition 4.3.9. The image of the projection p: XL,P,Σ → gln isO. Moreover it induces an isomorphism
p−1(O) ≃ O. If M = L, the map p is an isomorphismXL,P,Σ ≃ O.

We have dimO = dimXL,P,Σ and so

dimO = dimG− dimL + dimΣ (4.3.3)

We now denote byF the variety of partial flags{0} = Ep+1 ⊂ Ep ⊂ · · · ⊂ E1 ⊂ E0 = Kn with
dimEr−1/Er = sr . For an elementX ∈ gln that leaves stable a partial flag

(

{0} = Ep+1 ⊂ Ep ⊂ · · · ⊂ E1 ⊂ E0 = Kn
)

∈ F

we denote byXr , r = 1, . . . , p+ 1, the induced endomorphism ofEr−1/Er ≃ Ksr .
We denote byZL,P,Σ (resp.Zo

L,P,Σ) the subvariety ofgln × F of pairs (X, f ) such thatX · f = f and such

that for allr = 1, . . . , p+ 1, we haveXr ∈ ǫr Id +Cr (resp.Xr ∈ ǫr Id +Cr ).
Note thatF ≃ GLn/P and so the two varietiesZL,P,Σ andXL,P,Σ are isomorphic.
There exist a unique positive integerd, a decreasing sequence of positive integers

vL,P,Σ = (v1, . . . , vd−1) ∈ (Z>0)d−1 ,

andp elementsi1 < · · · < ip in {1, . . . , d − 1} such that if we puti0 := 0, v0 := n, ip+1 := d, andvd := 0,
then for eachr = 1, . . . , p+1, we havevir−1 − vir = sr , and

(

vir−1 − vir−1+1, . . . , vir−1 − vir
)

is the dual partition
of µr .
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This defines a typeAd−1 quiverΓL,P,Σ as in§4.3.2. We keep the samew as in§4.3.2 and we define
ζL,P,Σ = (ζ1, . . . , ζd) by ζ j = ǫr+1 if ir < j ≤ ir+1 with r = 0, . . . , p. As in §4.3.2, this defines a unique
parameterξL,P,Σ = (ξ1, . . . , ξd−1) ∈ KI such thatξi = ζi − ζi+1. We now choose a stability parameter
θ ∈ (Z≥0)I with the requirement thatθ j , 0 exactly whenj ∈ {i1, . . . , ip}.

The quiverΓL,P,Σ defined above is the same as the quiverΓO associated with the adjoint orbitO in
§4.3.2. Denote by (vO, ξO) the datum arising fromO as in§4.3.2 with respect to≤t. The dimension vector
vO might differ fromvL,P,Σ as shown in the example below. However since≤t respect the condition (**) on
theǫi ’s, we always haveξL,P,Σ = ξO.

Example4.3.10. Assume thatL = GL1 ×GL2 ×GL2 ×GL3 ×GL3, C = C(1) ×C(1,1) ×C(2) ×C(2,1) ×C(3)

whereCµ denotes the nilpotent orbit corresponding to the partitionµ, and thatσ is the diagonal matrix

(α, α, α, α, α
︸        ︷︷        ︸

5

, β, β, β, β, β, β
︸         ︷︷         ︸

6

)

with α , β. Clearlyσ is in the center ofl andM = GL5 ×GL6. The underlying graph ofΓL,P,Σ is A8 and
w = (11, 0, 0, 0).

Assume that≤t is the lexicographic ordering. The type ofO is (5, 1)(4, 1) ∈ T̃t
11. Note that (1)≤t

(1, 1) ≤t (2) ≤t (2, 1) ≤t (3). We thus haveǫ1 = ǫ2 = β and ǫ3 = ǫ4 = ǫ5 = α. HencevL,P,Σ =

(10, 9, 8, 6, 5, 4, 3, 1), (i1, . . . , ip) = (3, 5, 7, 8), θ = (0, 0, θ3, 0, θ5, 0, θ7, θ8) with θ3, θ5, θ7, θ8 > 0, ζL,P,Σ =
(β, β, β, β, β, α, α, α, α), ξL,P,Σ = (0, 0, 0, 0, β−α, 0, 0, 0). Finally note thatvO = (9, 8, 7, 6, 5, 3, 2,1), vL,P,Σ.

The aim of the section is to show that there is a bijective morphismMξL,P,Σ ,θ(vL,P,Σ,w) → ZL,P,Σ which
is an isomorphism whenK = C.

Given (B, a, b) ∈ µ−1
vL,P,Σ ,w(ξL,P,Σ) and an arrow ofΓL,P,Σ with tail i and headj, we denote byBi, j the

corresponding coordinate ofB.
For a parameterx ∈ KI , put Jx = {i ∈ I | xi = 0} whereI denotes the set of vertices ofΓL,P,Σ. We will

need the following lemma:

Lemma 4.3.11.Let (B, a, b) ∈ µ−1
vL,P,Σ ,w(ξL,P,Σ). Then(B, a, b) is θ-semistable if and only if for all i∈ I − Jθ

the map a◦ B2,1 ◦ · · · ◦ Bi,i−1 : Kvi → Kn is injective.

Proof. Put V :=
⊕

i K
vi . We first construct for eachs ∈ I a B-invariant graded subspaceLs =

⊕

i Ls
i

of V. Put Ls
1 := Ker (a), for all i ∈ {2, . . . , s} put Ls

i := Ker (a ◦ B2,1 ◦ · · · ◦ Bi,i−1
)

, and for i > s put
Ls

i := Bi−1,i ◦ Bi−2,i−1 ◦ · · · ◦ Bs+1,s+2◦ Bs,s+1 (Ls
s). Let us see thatLs is aB-invariant subspace ofV. For i < s

we need to see thatBi,i+1(Ls
i ) ⊂ Ls

i+1. We first prove it wheni = 1. We haveba− B2,1B1,2 = ξ1Id, hence
(a ◦ B2,1)(B1,2(Ker (a)) = a ◦ (ba− ξ1Id)(Ker (a)) = 0 and soB2,1(Ls

1) ⊂ Ls
2. Assume that this is true for all

j < i. At the vertexi, we have the relationBi−1,iBi,i−1 − Bi+1,iBi,i+1 = ξ2Id. For x ∈ Ls
i we have

a ◦ B2,1 ◦ · · · ◦ Bi,i−1 ◦ Bi+1,i
(

Bi,i+1(x)
)

= a ◦ B2,1 ◦ · · · ◦ Bi,i−1 ◦ (Bi−1,iBi,i−1 − ξ2Id)(x)

= a ◦ B2,1 ◦ · · · ◦ Bi,i−1 ◦ (Bi−1,iBi,i−1(x)).

We need to see that the RHS is 0. By definition ofLs it is clear thatBi,i−1 (Ls
i ) ⊂ Ls

i−1 henceBi,i−1 (x) ∈
Ls

i−1. By induction hypothesis we then haveBi−1,i
(

Bi,i−1 (x)
)

⊂ Ls
i . By definition of Ls

i we thus have
a ◦ B2,1 ◦ · · · ◦ Bi,i−1

(

Bi−1,i ◦ Bi,i−1(x)
)

= 0. To see thatLs is a B-invariant subspace ofV it remains to see
that for all i ≥ s we haveBi+1,i (Ls

i+1) ⊂ Ls
i which again can be proved by induction using the relations at

the vertices.
Assume that (B, a, b) is θ-semistable. Assume thats ∈ I − Jθ. If the mapas := a ◦ B2,1 ◦ · · · ◦ Bs,s−1

is not injective thenLs is a non-trivialB-invariant subspace ofV such thatθ � dimLs > 0 (asθs , 0)
which contradicts the stability condition (i) of Definition4.2.1. Hence the mapas must be injective for all
s ∈ I − Jθ.
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Let us prove the converse. Assume thatV′ is a B-invariant subspace ofV such thatV′1 ⊂ ker (a).
Hence for alli andx ∈ V′i we haveB2,1 ◦ · · · ◦ Bi,i−1(x) ∈ Ker (a), i.e.,a ◦ B2,1 ◦ · · · ◦ Bi,i−1(x) = 0, and so
V′i ⊂ Ker (a◦B2,1◦· · ·◦Bi,i−1). Hence fori ∈ I − Jθ we haveV′i = 0 by assumption. Thereforeθ �dimV′ = 0
and so the condition (i) of Definition 4.2.1 is satisfied. �

For (B, a, b) ∈ MξL,P,Σ ,θ(vL,P,Σ,w), we denote byf(B,a,b) the partial flag{0} = Ep+1 ⊂ Ep ⊂ · · · ⊂ E1 ⊂

E0 = Kn with Er := Im
(

a ◦ B2,1 ◦ · · · ◦ Bir ,ir−1
)

. By Lemma 4.3.11, we havef(B,a,b) ∈ F .

Proposition 4.3.12.The mapµ−1
vL,P,Σ ,w(ξL,P,Σ)ss→ ZL,P,Σ, (B, a, b) 7→

(
ab+ ζ1Id, f(B,a,b)

)
is well-defined and

induces a canonical bijective morphismMξL,P,Σ ,θ(vL,P,Σ,w) → ZL,P,Σ which restricts toMs
ξL,P,Σ ,θ

(vL,P,Σ,w) →
Zo

L,P,Σ and which makes the following diagram commutative

MξL,P,Σ ,θ(vL,P,Σ,w) //

π

��

ZL,P,Σ

pr1

��
MξL,P,Σ (vL,P,Σ,w)

ρ // gln

whereρ maps a semisimple representation(B, a, b) to ab+ ζ1Id. If K = C this bijective map is an isomor-
phismMξL,P,Σ ,θ(vL,P,Σ,w)

∼
→ ZL,P,Σ.

If θi > 0 for all i and if ξL,P,Σ = 0, then this is a result of Nakajima [44, Theorem 7.3], see also [50] for
more details.

Proof. The fact that the diagram is commutative follows from a generalization of Remark 4.3.7 to any
decreasing dimension vector (see Kraft and Procesi [30, Proposition 3.4]). To alleviate the notation we
omitt L,P,Σ from the notationξL,P,Σ, vL,P,Σ, ζL,P,Σ, ΓL,P,Σ. Let us see that the map

h : µ−1
v,w(ξ)ss→ ZL,P,Σ, (B, a, b) 7→

(
ab+ ζ1Id, f(B,a,b)

)

is well-defined. Let (B, a, b) ∈ µ−1
v,w(ξ)ss and putX := ab+ ζ1Id andEr := Im

(

a ◦ B2,1 ◦ · · · ◦ Bir ,ir−1
)

. The
fact thatX leaves stable the partial flagf(B,a,b) is straightforward from the preprojective relations

Bi−1,iBi,i−1 − Bi+1,iBi,i+1 = ξi Id

with B0,1 := b andB1,0 := a.
To alleviate the notation, for alli < j we denote byf j,i the mapBi+1,i ◦ · · · ◦ B j, j−1 : Kv j → Kvi .
Fix r ∈ {1, . . . , p + 1} and defineH =

⊕

i∈I∪{0} Hi by Hi = K
vi if i ≥ ir and byHi = Im ( fir ,i) if not.

From the preprojective relations we see that (B, a, b) leavesH stable and so we can consider the restriction
(BH, aH, bH) of (B, a, b) to H and the quotient (B, a, b) of (B, a, b) by (BH, aH, bH). PutUi := Kvi/Hi . Then
Ui ≃ K

vi−vir if i < ir andUi = {0} otherwise. From the preprojective relations we see thatXr : Er−1/Er →

Er−1/Er coincides, with the mapYr : Uir−1 → Uir−1 induced byBir−1+1,ir−1 Bir−1,ir−1+1+ζir−1+1Id. In other words
the diagram

Er−1/Er

Xr

��

Uir−1

Yr

��

fir−1,0/Hir−1oo

Er−1/Er Uir−1

fir−1,0/Hir−1oo

is commutative.
We want to see that the mapYr ∈ End(Uir−1) ≃ End(Ksr ) leaves inζir−1+1Id +Cr .
Consider the subquiverΓ′

•ir−1+1 · · ·oo •ir−1oo
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of Γ. Put d′ := ir , w′ := (vir−1 − vir , 0, . . . , 0), v′ := (vir−1+1 − vir , vir−1+2 − vir , . . . , vir−1 − vir ), andζ′ =
(ζir−1+1, ζir−1+2, . . . , ζir−1+d′). We haveξ′i = 0 for all i = ir−1+1, . . . , ir −1, i.e.,ζir−1+1 = ζir−1+2 = · · · = ζir−1+d′ .
Consider the projection of (B, a, b) on





⊕

i∈{ir−1,...,ir−2}

Hom(Ui ,Ui+1) ⊕
⊕

i∈{ir−1+1,...,ir−1}

Hom(Ui ,Ui−1)




≃ M (Γ′, v′,w′)

and denote by (B′, a′, b′) the corresponding element inM (Γ′, v′,w′). Note thata′ and b′ come from
Bir−1+1,ir−1 andBir−1,ir−1+1 respectively. The mapYr : Uir−1 → Uir−1 is thusa′b′ + ζir−1+1Id.

The sequence (w′1 − v′1, v
′
1 − v′2, v

′
2 − v′3, . . . , v

′
d′−1) is the partitionµ′r . Now apply Proposition 4.3.6 to

(Γ′, v′,w′, ξ′). Then we see thata′b′ belongs to the Zariski closure of nilpotent orbitCr proving thus that
Yr ∈ ζir−1+1Id +Cr . �

By Proposition 4.3.12 and Proposition 4.3.9 we have

Corollary 4.3.13. The image of the compositionMξL,P,Σ ,θ(vLP,Σ,w)
π
→ MξL,P,Σ (vL,P,Σ,w)

ρ
→ gln is O. More-

over if Jθ = Jξ, thenπ ◦ ρ is a bijective morphism onto its image (ifK = C, it is an isomorphism).

Remark4.3.14. Assume thatK = C. The condition in Remark 4.3.8 to haveMξL,P,Σ (vL,P,Σ,w) ≃ O may not
be satisfied here. For instance in the example given by Shmelkin [50, Example 4.3] we havevL,P,Σ = (4, 1),
w = (5, 0), ζL,P,Σ = (0, 0), θ = (1, 1), the adjoint orbitO is the nilpotent orbit with partition (3, 1, 1) while
MξL,P,Σ (vL,P,Σ,w) is isomorphic to the Zariski closure of the nilpotent orbitwith partition (3, 2).

4.3.4 Geometry of resolutions and parabolic induction

We review well-known results on the geometry of resolutionsof Zariski closure of adjoint orbits (Propo-
sition 4.3.18 and Proposition 4.3.19). In the case where theadjoint orbit is regular nilpotent the results
are contained in Borho-Macpherson’s paper [3]. In order to clarify the picture we also find appropriate to
review Lusztig’s parabolic induction of perverse sheaves [38].

Let L,P,Σ, σ,C,O be as in§4.3.3 withL = GLsp+1 × · · · ×GLs1 ⊂ GLn. Recall also thatµi is a partition
of si defined by the coordinate ofC in glsi

. For eachi = 1, . . . , p+ 1, the dual partitionµ′i = (µ′i,1, . . . , µ
′
i,r i

)
of µi defines a Levi subgroup̂Li =

∏

j GLµ′i, j ⊂ GLsi . Let P̂i be a parabolic subgroup of GLsi havingL̂i as a

Levi subgroup and containing the upper triangular matrices. ThenP̃ :=
∏

i P̂i is a parabolic subgroup ofL
havingL̂ :=

∏p+1
i=1 L̂i as a Levi factor. Put̂P := P̃.UP. It is the unique parabolic subgroup of GLn havingL̂

as a Levi factor and contained inP.
Consider the following maps

XL̂,P̂,{σ}
π̃ // XL,P,Σ

p //
O (4.3.4)

whereπ̃(X, gP̂) = (X, gP) andp(X, gP) = X.
Note that the varietyXL̂,P̂,{σ} is nonsingular and that ˜π is surjective.

The decompositionC =
∐

α Cα as a disjoint union ofL-orbits provides a stratificationΣ =
∐

α Σα with
Σα = σ +Cα and therefore a stratification ofXL,P,Σ =

∐

αX
o
L,P,Σα

where

Xo
L,P,Σα

:= {(X, gP) ∈ g × (GLn/P)| g−1Xg∈ Σα + uP}

is the smooth locus ofXL,P,Σα .
The following proposition is a particular case of a result ofLusztig [37] (cf. [33, proof of Proposition

5.1.19] for more details).
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Proposition 4.3.15.For x ∈ O, put p−1(x)α := p−1(x) ∩ Xo
L,P,Σα

. Then

dim

{

x ∈ O
∣
∣
∣
∣ dim p−1(x)α ≥

i
2
−

1
2

(dimΣ − dimΣα)

}

≤ dimO − i

for all i ∈ Z≥0.

Hence the mapp satifies the condition of Proposition 3.1.7 and sop∗
(

IC•
XL,P,Σ

)

is a perverse sheaf

by Proposition 3.1.7. If we apply the proposition to (L̂, P̂, {σ}) instead of (L,P,Σ) we find thatp ◦ π̃ is
semi-small.

We now recall briefly Lusztig’s parabolic induction of perverse sheaves [39,§4]. It will help to clarify
the picture and also some references to the literature in§6.4.

PutV1 := {(X, g) ∈ gln×GLn | g−1Xg∈ p} andV2 := {(X, gP) ∈ gln× (GLn/P) | g−1Xg∈ p} and consider
the diagram

l V1
ρ′ //ρoo V2

ρ′′ // gln

whereρ(X, g) = πP(g−1Xg) with πp : p = l ⊕ uP → l the natural projection,ρ′(X, g) = (X, gP), ρ′′(X, gP) =
X. The parabolic induction functor Indgln

l⊂p
is a functor from the categoryML(l) of L-equivariant perverse

sheaves onl toDb
c(gln). Recall that a perverse sheafK on l is said to beL-equivariant if (pr2)∗K ≃ m∗K

wherem : L × l→ l, (l,X) 7→ lXl−1 andpr2 : L × l→ l is the projection. The categoryML(l) is then a full
subcategory ofDb

c(l) (see [33, 4.2] for a detailed discussion on this). The morphismρ is P-equivariant if we
let P acts onV1 asg·(X, h) = (X, hg−1) and onl asg·X = πP(g)XπP(g)−1 whereπP is the canonical projection
P = L⋉UP → L. It is also a smooth morphism with connected fibers of dimensionm= dim GLn+dimUP.
Hence ifK ∈ ML(l) thenρ∗K[m] is a P-equivariant perverse sheaf onV1. Sinceρ′ is a locally trivial (for
Zariski topology) principalP-bundle, the functor (ρ′)∗[dim P] induces an equivalence of categories from
the category of perverse sheaves onV2 to the category ofP-equivariant perverse sheaves onV1. Hence for
anyK ∈ ML(l), there exists a unique (up to isomorphism) perverse sheafK̃ onV2 such that

ρ∗K[m] ≃ (ρ′)∗K̃[dimP].

We define indgln
l⊂p

(K) := (ρ′′)∗K̃.
The following result is due to Lusztig [39,§4].

Proposition 4.3.16.Let Q= MUQ be another Levi decomposition inGLn with corresponding Lie algebra
decompositionq = m ⊕ uQ. Assume that L⊂ M and P⊂ Q. Let K ∈ ML(l) and assume thatIndml⊂p∩m(K)
is a perverse sheaf (it is then automatically M-equivariant). Then

Indgln
l⊂p

(K) ≃ Indglnm⊂q
(

Indml⊂p∩m(K)
)

.

The following result is easy to prove from the following cartesian diagram:

l V1
ρoo ρ′ // V2

ρ′′ // g

Σ

OO

YL,P,Σ

OO

b1oo b2 // XL,P,Σ

OO

p //
O

OO

whereYL,P,Σ := {(X, g) ∈ gln × GLn | g−1Xg ∈ Σ + uP}, and where the vertical arrows are inclusions and
b1, b2, p are the restrictions ofρ, ρ′, ρ′′.
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Lemma 4.3.17.TheGLn-equivariant perverse sheaf p∗
(

IC•
XL,P,Σ

)

is isomorphic toIndgln
l⊂p

(

IC•
Σ

)

. Similarly

theGLn-equivariant perverse sheaf(pπ̃)∗
(

κ
)

is isomorphic toIndgln
l̂⊂p̂

(

κσ
)

whereκσ is the constant sheaf on

{σ} extended by zero onl̂ − {σ}.

DefineXL̂,P̃,{σ} := {(X, gP̃) ∈ l × (L/P̃) | g−1Xg ∈ σ + uP̃} and letY be the variety{(y, z, g) ∈ P× gln ×
GLn | g−1zg∈ σ + uP̂} modulo the action of̂P given byp · (y, z, g) := (yp−1, z, gp−1).

Consider the following Cartesian diagram (see Borho and MacPherson [3,§2.10] in the case whereO
is regular nilpotent).

XL̂,P̃,{σ}

r

��

Y

c

��

a2 //a1oo XL̂,P̂,σ

π̃

��
Σ YL,P,Σ

b2 //b1oo XL,P,Σ

p

��
O

(4.3.5)

wherea1(y, z, g) =
(

πp(yg−1zgy−1), πP(y)P̃
)

, a2(y, z, g) = (z, gP̂), c(y, z, g) = (z, gy−1), r(X, gP̃) = X where
πP : L ⋉ UP → L is the canonical projection.

We now use this diagram to prove the following proposition.

Proposition 4.3.18.The morphism̃π is semi-small with respect toXL,P,Σ =
∐

αX
o
L,P,Σα

.

Proof. By Proposition 4.3.15 applied to (L̂, P̃, {σ}) instead of (L,P,Σ) we find thatr : XL̂,P̃,{σ} → Σ is

semi-small with respect to the stratificationΣ =
∐

α Σα. On the other hand we see from the identity (4.3.2)
that

codim
Σ
(Σα) = codimYL,P,ΣYL,P,Σα = codimXL,P,ΣXL,P,Σα . (4.3.6)

From the first equality and Lemma 3.1.5 we deduce thatc is semi-small with respect toYL,P,Σ =
∐

αYL,P,Σα .
Then applying Lemma 3.1.5 to the right square of the diagram (4.3.5) we deduce the proposition. �

Proposition 4.3.19.The restriction of the sheavesH i (π̃∗(κ)) toXo
L,P,Σα

are locally constant for all i andα.

Proof. From the above diagram (4.3.5) we see that

(b2)∗
(

π̃∗(κ)
)

[dim P] ≃ (b1)∗(r∗(κ))[m]. (4.3.7)

Sinceb2 is a locally trivial principalP-bundle for the Zariski topology it is enough to prove that the restric-
tion ofH i (r∗(κ)) to Σα is locally constant for alli andα. The mapr is semi-small andL-equivariant if we
let L acts onXL̂,P̃,{σ} by v · (X,mP̃) = (vXv−1, vmP̃). The complexr∗(κ) is thus a semisimpleL-equivariant

perverse sheaf. SinceΣ has only a finite number ofL-orbits, the simple constituents ofr∗(κ) are of the form
IC
•

Σα
. �

Remark4.3.20. Diagrams similar to (4.3.5) are used by Lusztig to prove Proposition 4.3.16. In our situ-
ation this works as follows. As in Lemma 4.3.17 we haver∗(κ) = Indl

l̂⊂p̃
(κσ). Hence it follows from the

isomorphism (4.3.7) that
Indgln
l⊂p

(

Indl
l̂⊂p̃

(

κσ
))

≃ Indgln
l̂⊂p̂

(

κσ
)

which is a particular case of Proposition 4.3.16.
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5 Comet-shaped quiver varieties

5.1 Generic tuples of adjoint orbits

Let O1, . . . ,Ok bek-orbits ofgln(K) and letω̃i be the type ofOi , thenω̃ := (ω̃1, . . . , ω̃k) is called the type
of (O1, . . . ,Ok).

Definition 5.1.1. A k-tuple (C1, . . . ,Ck) of semisimple adjoint orbits is said to begenericif
∑k

i=1 TrCi = 0
and the following holds. IfV ⊂ Kn is a subspace stable by someXi ∈ Ci for eachi such that

k∑

i=1

Tr (X i |V) = 0,

then eitherV = 0 orV = Kn.
LetCi be the adjoint orbit of the semisimple part of an element ofOi . Then we say that (O1, . . . ,Ok) is

genericif the tuple (C1, . . . ,Ck) of semisimple orbits is generic.

We have [18, Lemma 2.2.2]:

Lemma 5.1.2. For i = 1, . . . , k, put ω̃i = ω1
i ω

2
i · · ·ω

r i
i with ω

j
i ∈ P

∗ such that
∑

j |ω
j
i | = n. Put D =

minimaxj |ω
j
i | and let d= gcd{|ω j

i |}. Assume that

char(K) ∤ D!

If d > 1, generic k-tuples of adjoint orbits ofgln of type(ω̃1, . . . , ω̃k) do not exist. If d= 1, they do.

Remark5.1.3. Our definition of generic tuple is equivalent to that given inKostov [29, §1.2] and in
Crawley-Boevey [6,§6]. Let us recall that definition as we will need it. To do that,for eachi = 1, 2, . . . , k,
we letαi,1, αi,2, . . . , αi,pi be the distinct eigenvalues ofOi with respective multiplicitiesmi,1,mi,2, . . . ,mi,pi .
Then (O1, . . . ,Ok) is generic if we have

k∑

i=1

pi∑

j=1

mi, jαi, j = 0

which corresponds to our condition
∑k

i=1 Tr (Oi) = 0, and if for any integers 0≤ m′i, j ≤ mi, j such that
∑pi

j=1 m′i, j does not depend oni the equality

k∑

i=1

pi∑

j=1

m′i, jαi, j = 0

holds if and only ifm′i, j = mi, j for all i, j or m′i, j = 0 for all i, j.

5.2 Affine comet-shaped quiver varieties

Let (O1, . . . ,Ok) be ak-tuple of adjoint orbits ofgln(K) and letg ≥ 0 be an integer. Put

O := (gln)2g × O1 × · · · × Ok,

Oo := (gln)2g × O1 × · · · × Ok.

Consider the affine variety

VO :=





(A1, B1, . . . ,Ag, Bg,X1, . . . ,Xk) ∈ O

∣
∣
∣
∣
∣
∣
∣

g∑

i=1

[Ai, Bi] +
k∑

i=1

Xi = 0





,
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and letVo
O denote the open subsetVO ∩Oo ofVO.

We assume that
∑k

i=1 Tr (Oi) = 0 since otherwiseVO is clearly empty.
If (O′1, . . . ,O

′
k) is an otherk-tuple of adjoint orbits ofgln, then we writeO′ EO if for all i = 1, 2, . . . , k

we haveO′i ⊂ Oi . Note that is (O1, . . . ,Ok) is generic andO′ EO, then (O′1, . . . ,O
′
k) is also generic.

Note that we have the finite partition

VO =
∐

O′EO

Vo
O′ .

Let PGLn(K) acts onVO by simultaneoulsy conjugating the 2g+ k matrices and define

QO := VO//PGLn = Spec
(

K[VO]PGLn
)

.

We denote byQo
O the image ofVo

O in QO. By Theorem 2.1.1(3) it an open subset ofQO.

Definition 5.2.1. An element (A1, B1, . . . ,Ag, Bg,X1, . . . ,Xk) ∈ Vo
O is said to beirreducible if there is no

non-zero proper subspace ofKn which is preserved by all matricesA1, B1, . . . ,Ag, Bg,X1, . . . ,Xk.

Wheng = 0, the problem of describing thek-tuples (O1, . . . ,Ok) for whichVo
O admits irreducible

elements is stated and studied by Kostov (see [29] for a survey) who calls it the (additive) Deligne-Simpson
problem.

In [6], Crawley-Boevey reformulates this problem and Kostov’s answer in terms of preprojective alge-
bras and the moment map for representations of quivers.

Let us now review Crawley-Boevey’s work as we will need it later. More precisely we define a quiver
ΓO and parametersvO, w, ξO such that there is a bijective morphismMξO (vO,w) → QO which is an
isomorphism whenK = C.

Consider the following quiverΓO
1with g loops at the central vertex 0 and with set of verticesI =

{0} ∪ {[i, j]}1≤i≤k,1≤ j≤si :

[1, 1] [1, 2] [1, s1]

[2, 1] [2, 2] [2, s2]

[k, 1] [k, 2] [k, sk]

0

The dimension vectorvO of ΓO with coordinatevi at i ∈ I is defined as follows. We choosek total
orderings≤i onP and for eachi = 1, 2, . . . , k, we define the sequencev[i,1] > v[i,2] > · · · > v[i,si ] as the
dimension vectorvOi associated with the orbitOi with respect to≤i as in§4.3. Note that the vectorvO

depends only on the type of the adjoint orbitsO1, . . . ,Ok.
We also defineξO ∈ KI as follows. For eachi, let ζOi = (ζi,1, . . . , ζi,si+1) andξOi = (ξ[i,1], . . . , ξ[i,si ])

be the two sequences defined fromOi as in§4.3. We also putξ0 = −
∑k

i=1 ζi,1. This defines an element
ξO = {ξ0} ∪ {ξ[i, j]}i, j ∈ K

I such thatξO � vO = 0. For a representationϕ of ΓO, denote byϕ[i,1] the linear
map associated to the arrow whose tail is [i, 1], byϕ1, . . . , ϕg the matrices associated to the loops inΩ and
byϕ∗1, . . . , ϕ

∗
g the ones associated to the loops inΩ−Ω. We have the following consequence of Proposition

4.3.6 (see Crawley-Boevey [6][7]).

1The picture is from [54].
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Proposition 5.2.2. The mapµ−1
vO

(ξO)→VO given byϕ 7→ (A1, B1, . . . ,Ag, Bg,X1, . . . ,Xk), with

Ai = ϕi , Bi = ϕ
∗
i , Xi = ϕ[i,1]ϕ

∗
[i,1] + ζi,1Id, (5.2.1)

is well-defined and maps simple representations onto the subset
(

Vo
O

)irr of irreducible elements. This map
induces a bijective morphism

MξO(vO) −→ QO

which mapsMs
ξO

(vO) onto
(

Qo
O

)irr . If K = C, this bijective map is an isomorphism.

The above proposition together with Theorem 4.1.7 implies acriterion in terms of roots for the non-
emptyness of

(

Vo
O

)irr solving thus the additive Deligne-Simpson problem.
From Proposition 5.2.2 and Theorem 4.1.2 we have the following result:

Corollary 5.2.3. If
(

Vo
O

)irr
, ∅ then bothVO andQO are irreducible respectively of dimensiondimO −

n2 + 1 and
dO = 2− tvOCOvO = dimO − 2n2 + 2 (5.2.2)

whereCO is the Cartan matrix ofΓO.

We now state a result in the generic case. The proof is omittedas it is an easy generalisation of the case
of semisimple orbits [18, Proposition 2.2.3].

Proposition 5.2.4. Assume that(O1, . . . ,Ok) is generic. Then
(

Vo
O

)irr
= Vo

O and the mapVO → QO

is a principal PGLn-bundle for the étale topology (and so it is a geometric quotient). In particular the
PGLn-orbits ofVO are all closed of same dimensiondim PGLn. Finally the two varietiesVo

O andQo
O are

nonsingular.

The following result is a consequence of Proposition 5.2.4 and Corollary 5.2.3.

Corollary 5.2.5. Assume that(O1, . . . ,Ok) is generic. Then the partitions

VO =
∐

O′EO

Vo
O′ , and QO =

∐

O′EO

Qo
O′ (5.2.3)

are stratifications.

Crawley-Boevey’s criterion for the non-emptyness ofVO andVo
O simplifies in the generic case as

follows.

Theorem 5.2.6. Assume that(O1, . . . ,Ok) is a generic tuple. Then the following three assertions are
equivalent.

(i) The setVO is not empty.
(ii) The setVo

O is not empty.
(iii) vO ∈ Φ

+(ΓO).

Although this theorem is not stated in Crawley-Boevey’s papers, the main ingredients for its proof are
there. For the convenience of the reader we give the proof in details (repeating if necessary some arguments
of Crawley-Boevey).

We start with an intermediate result.
Following Crawley-Boevey’s terminology [8], we say that a dimension vectorβ = {βi}i∈I of ΓO with

β0 = n is strict if for any i = 1, 2, . . . , k we haven ≥ β[i,1] ≥ · · · ≥ β[i,si ] .
We have the following proposition.

Proposition 5.2.7.Assume thatVO is not empty. Then the dimension vectorvO is a sumβ1+ β2+ · · ·+ βr

of strict positive roots such thatξO � βi = 0 for all i = 1, 2, . . . , r. If moreover(O1, . . . ,Ok) is generic, then
r = 1, i.e.,vO is a positive root.
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Proof. By Theorem 4.3.4 and Remark 4.3.5, we can choose an elementB ∈ µ−1
vO

(ξO) whose coordinates
Bh, whereh describes the set of arrows ofΓO which are not loops, are injective. Letπ be the canonical
projectionM

(

ΓO, vO

)

→ M (ΓO, vO). Write π(B) as a direct sumI1 ⊕ I2 ⊕ · · · ⊕ Ir of indecomposable
representations ofΓO and letβm be the dimension vector ofIm. We havevO = β

1 + · · · + βr and since
the mapsBh are injective, the maps (Im)h are also injective and soβm is a strict dimension vector for all
m = 1, . . . , r. It is a well-known theorem of Kac [22] that the dimension vector of an indecomposable
representation is a positive root. Hence theβ1, . . . , βr are positive strict roots. It remains to see that
βm
� ξO = 0 for all m= 1, . . . , r. Butβm is the dimension vector of a direct summand of a representation of

ΓO that lifts to a representation ofµ−1
vO

(ξO), hence by Crawley-Boevey’s theorem [5, Theorem 3.3] we must
haveβm

� ξO = 0.
Assume now that (O1, . . . ,Ok) is generic. To prove thatr = 1 we repeat Crawley-Boevey’s argument in

[6, §3]. For eachi = 1, 2, . . . , k, we letαi,1, αi,2, . . . , αi,pi be the distinct eigenvalues ofOi with respective
multiplicitiesmi,1,mi,2, . . . ,mi,pi . Let s ∈ {1, . . . , r}. For given 1≤ i ≤ k, 1 ≤ f ≤ pi , define

ms
i, f =

si+1∑

j=1
ζi, j=αi, f

(

βs
[i, j−1] − β

s
[i, j]

)

where for convenienceβs
[i,si+1] = 0 and [i, 0] denotes also the vertex 0. Sinceβs is strict, the integerms

i, f is
positive. Moreover

pi∑

f=1

ms
i, f = β

s
0 (5.2.4)

is independent ofi. Now

r∑

s=1

ms
i, f =

si+1∑

j=1
ζi, j=αi, f

(

v[i, j−1] − v[i, j]

)

= mi, f (5.2.5)

wherev[i,si+1] = 0. Hence 0≤ ms
i, f ≤ mi, f and

0 = ξO � βs =





k∑

i=1

si∑

j=1

(

ζi, j − ζi, j+1

)

βs
[i, j]




−





k∑

i=1

ζi,1




βs

0

= −

k∑

i=1

si+1∑

j=1

ζi, j

(

βs
[i, j−1] − β

s
[i, j]

)

= −

k∑

i=1

pi∑

f=1

αi, f m
s
i, f

which contradicts the genericity condition (see Remark 5.1.3) unlessms
i, f = mi, f for all i, f , or ms

i, f = 0 for
all i, f . But sinceβs is a strict root we must haveβs

0 > 0 and so by (5.2.4) we can not havems
i, f = 0 for all

i, f . Hence we must havems
i, f = mi, f for all i, f and so from the identity (5.2.5) we must haver = 1. �

Proof of Theorem 5.2.6.(ii) implies (i) is trivial and by Proposition 5.2.7 (i) implies (iii). Hence it remains
to see that (iii) implies (ii). But this is exactly what is proved in Crawley-Boevey [6,§6]. �

For eachi ∈ I − {0}, we letsi : ZI → ZI be the reflection defined by

si(x) = x− (x, ei)ei,

where (, ) is the form defined by (ei , ej) = ci j , cf. §4.1.
Foru ∈ ZI andi = 1, 2, . . . , k denote byu♯i the unordered collection of numbers
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n− u[i,1], u[i,1] − u[i,2], . . . , u[i,si−1] − u[i,si ] , u[i,si] .

Since the action of the reflexions[i, j] has the effect of exchanging thejth and (j+1)th terms in this collection
we have the following lemma.

Lemma 5.2.8. If u, v ∈ ZI satisfies(v)♯i = (u)♯i for all i = 1, . . . , k, then there exists an element w in the
subgroup of the Weyl group ofΓ generated by the reflexions s[i, j] such thatu = w(v).

Proposition 5.2.9. If g ≥ 1, thenvO is always an imaginary root.

Proof. SincevO is a decreasing dimension vector, for eachi = 1, 2, . . . , k, it defines a unique partition
µi = (µi

1, . . . , µ
i
r i
) of n whose parts are of the formv[i, j] − v[i, j+1], j = 0, . . . , si (with the convention that

v[i,0] = n and v[i,si+1] = 0). Define a dimension vectorf of ΓO with the requirement thatf0 = n and
f[i, j] = n −

∑ j
r=1 µ

i
r . Note thatf = vO if and only if v[i, j] − v[i, j+1] ≥ v[i, j+1] − v[i, j+2] for all i, j. We have

(e0, f ) = (2 − 2g)n −
∑k

i=1 f[i,1] ≤ 0, and (e[i, j] , f ) = µi
j+1 − µ

i
j ≤ 0. Hencef is in the fundamental set of

imaginary roots by definition (see Kac [22, Chapter 1]). By Lemma 5.2.8, the vectorf can be obtained from
vO by an element in the Weyl group ofΓO, we conclude thatvO is always an imaginary root ofΓO. �

Theorem 5.2.6 and Proposition 5.2.9 have the following consequence.

Corollary 5.2.10. If (O1, . . . ,Ok) is generic and g≥ 1, thenVo
O is not empty.

The following proposition is due to Crawley-Boevey [6].

Proposition 5.2.11. If (O1, . . . ,Ok) is generic and g= 0, thenvO is a real root if and only ifVo
O consists

of a singlePGLn-orbit (in which caseVo
O = VO).

Example5.2.12. Here we assume thatg = 0,k = 3 = n. LetO be the regular nilpotent orbits ofgl3 and letS
be the regular semisimple adjoint orbit with eigenvalues 1, 2,−3. The tuple (O1,O2,O3) = (O,O,S) is then
generic, the underlying graph of the associated quiverΓO is Ẽ6 andvO is the indivisible positive imaginary
root. HenceVO is not empty by Theorem 5.2.6. Moreover we can use again Theorem 5.2.6 to verify that
the only non-empty strata ofVO areVo

O and the two strataVo
O1

andVo
O2

corresponding respectively to
(O,C,S) and (C,O,S) whereC is the nilpotent subregular adjoint orbit. Note thatvOi , i = 1, 2, is the real
rootα1 + α2 + 2α3 + 3α4 + 2α5 + α6 of E6 (in the notation of [4, PLANCHE V]) and soVOi is a single
PGLn-orbit by Proposition 5.2.11.

Remark5.2.13. If VO′ is not empty then for anyO such thatO′EO the varietyVO will be also not empty.
We may use this together with the equivalence between the twoassertions (i) and (iii) of Theorem 5.2.6 to
construct new roots of quivers from known ones.

5.3 General comet-shaped quiver varieties

Let (O1, . . . ,Ok) be a tuple of adjoint orbits ofgln(K), and for eachi = 1, . . . , k, let (Li ,Pi , σi ,Ci) be as in
§4.3.3 such that the image of the first projectionpi : XLi ,Pi ,Σi → gln is Oi whereΣi = σi + Ci . As in the
introduction we putP = P1 × · · · × Pk, L = L1 × · · · × Lk andΣ = Σ1 × · · · × Σk, C := C1 × · · · × Ck. Put
OL ,P,Σ = (gln)2g × XL ,P,Σ, Oo

L ,P,Σ = (gln)2g × Xo
L ,P,Σ and

VL ,P,Σ :=






(

A1, B1, . . . ,Ag, Bg, (X1, . . . ,Xk, g1P1, . . . , gkPk)
)

∈ OL ,P,Σ

∣
∣
∣
∣

∑

j

[A j , B j] +
∑

i

Xi = 0






.

Let p = (id)2g × p1 × · · · × pk : OL ,P,Σ → O and letρ : VL ,P,Σ → VO be its restriction. The mapρ
is clearly projective. Let GLn act onVL ,P,Σ diagonally by conjugation on the first 2g+ k coordinates and
by left multiplication on the lastk coordinates. These actions of GLn onVL ,P,Σ andVO induces actions of
PGLn for which the morphismρ is PGLn-equivariant.
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Proposition 5.3.1. Assume that the tuple(O1, . . . ,Ok) is generic. Then the geometric quotientVL ,P,Σ →

QL ,P,Σ exists and is a principalPGLn-bundle. Moreover the diagram

VL ,P,Σ
ρ //

��

VO

��
QL ,P,Σ

ρ/PGLn // QO

is Cartesian. IfK = Fq and if our data(L ,P,Σ) is defined overFq then the above diagram is also defined
overFq.

Proof. Since the tuple (O1, . . . ,Ok) is generic, the quotientVO → QO is a principal PGLn-bundle in the
étale topology (see Proposition 5.2.4) and so the result follows from Corollary 2.1.6. �

In general (i.e. when the tuple (O1, . . . ,Ok) is not necessarily generic) we can always define the GIT
quotient

VL ,P,Σ//ΨGLn

with respect to some GLn-linearizationΨ of some ample line bundleM onVL ,P,Σ. IndeedVL ,P,Σ is projec-
tive overVO and so such a pair (M,Ψ) always exists (see above Corollary 2.1.6).

Assuming that (O1, . . . ,Ok) is generic, we show in this section that the quotientQL ,P,Σ//ΨGLn can be
identified (at least whenK = C) with a quiver varietyMξ,θ(v) for appropriate choices ofξ, θ, v.

For eachi = 1, . . . , k, we can define a typeA quiverΓLi ,Pi ,Σi together with parametersξLi ,Pi ,Σi , θi , vLi ,Pi ,Σi

as in§4.3.3 such that there is a canonical bijective morphismXLi ,Pi ,Σi → MξLi ,Pi ,Σi ,θi
(vLi ,Pi ,Σi ,w) which is an

isomorphism whenK = C.
We now define a comet shaped quiverΓL ,P,Σ as in§5.2 such that each leg with vertices [1, 1], . . . , [1, si]

is exactly the quiverΓLi ,Pi ,Σi . I.e., if we delete the central vertex{0} from ΓL ,P,Σ, we recover thek type A
quiversΓL1,P1,Σ1, . . . , ΓLk,Pk,Σk. We denote byI the set of vertices ofΓL ,P,Σ, and we define a dimension vector
vL ,P,Σ = {vi}i∈I by puttingv0 := n and, for eachi = 1, . . . , k, (v[i,1], . . . , v[i,si]) := vLi ,Pi ,Σi . Multiplying the
vectorsθi by a strictly positive integer if necessary, there isθ ∈ ZI such that its projection onΓLi ,Pi ,Σi is θi
for eachi and such thatθ � vL ,P,Σ = 0. There is a uniqueξL ,P,Σ ∈ KI whose projection onΓLi ,Pi ,Σi is ξLi ,Pi ,Σi

for all i andξL ,P,Σ � vL ,P,Σ = 0. Note thatθ0 must be negative.
The quiverΓL ,P,Σ and the parameterξL ,P,Σ are the same asΓO andξO obtained from (O1, . . . ,Ok),

see above Example 4.3.10. However in general the dimension vectorvL ,P,Σ differs fromvO as shown in
Example 4.3.10.

To alleviate the notation we will useΓ, ξ, v instead ofΓL ,P,Σ, ξL ,P,Σ andvL ,P,Σ.
Let Γ† be the quiver obtained fromΓ by deleting the central vertex (i.e., it is the union of the quivers

ΓL1,P1,Σ1, . . . , ΓLk,Pk,Σk). We denote byI † = {[i, j]}i, j the set of vertices ofΓ†. For a parameterx ∈ KI , we
denote byx† its projection onKI† .

We put
Z
(

Γ†, v†,w
)

:= (gln)2g ×M
(

Γ†, v†,w
)

.

We let GLv† acts onZ
(

Γ†, v†,w
)

by the trivial action on (gln)2g and by the usual action on the second
coordinate.

We identify in the obvious wayM
(

Γ, v
)

with Z
(

Γ†, v†,w
)

and we regardµ−1
v (ξ) as a GLv† -stable closed

subvariety of (gln)2g × µ−1
v† ,w

(ξ†). To avoid any confusion, for a closed GLv-stable subsetX of M
(

Γ, v
)

=

Z
(

Γ†, v†,w
)

we denote byXss(Φ) the set ofθ-semistable points ofX and byXss(Φ†) the set ofθ†-semistable
points. ClearlyXss(Φ) ⊂ Xss(Φ†).

Define

Zξ†,θ†
(

v†,w
)

:=
(

(gln)2g × µ−1
v†,w(ξ†)

)

//θ†GLv† ≃ (gln)2g ×Mξ†,θ†(v
†,w).
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There is a canonical bijective mapf1 : Zξ†,θ†(v†,w) −→ OL ,P,Σ (which is an isomorphism whenK = C).

Let q :
(

(gln)2g × µ−1
v†,w

(ξ†)
)ss

(Φ†) → Zξ†,θ†
(

v†,w
)

denote the quotient map. By Proposition 2.2.1 the

map f1 restricts to a bijective morphismq
(

µ−1
v (ξ)ss(Φ†)

)

→ VL ,P,Σ and there is a canonical bijective map

µ−1
v (ξ)//θ†GLv† → q

(

µ−1
v (ξ)ss(Φ†)

)

. Composing the two bijective morphisms we end up with a bijective
morphismf2 : µ−1

v (ξ)//θ†GLv† → VL ,P,Σ which is an isomorphism whenK = C.

Proposition 5.3.2. Assume that tuple(O1, . . . ,Ok) is generic, then an element ofµ−1
v (ξ) is θ-semistable

(resp.θ-stable) if and only if it isθ†-semistable (resp.θ†-stable).

Proof. Assume thatϕ ∈ µ−1
v (ξ) is θ†-semistable. Letψ be a subrepresentation ofϕ. It is an element in

µ−1
v′ (ξ) for somev′ ≤ v. We need to verify thatθ � v′ ≤ 0. If v′0 = v0, then we must haveθ � v′ ≤
θ � v = 0 sinceθ† ∈ ZI†

≥0. If v′0 = 0, then the subspacesV′[i,1] are contained in Ker (ai) for all i = 1, . . . , k
and soθ � v′ = θ† � (v′)† ≤ 0 sinceϕ is θ†-semistable. Let (Aϕ

1, B
ϕ
1, . . . ,A

ϕ
g, B

ϕ
g,X

ϕ
1 , . . . ,X

ϕ
k ) be given

by Formula (5.2.1). Sinceψ is a subrepresentation ofϕ, the subspaceV′0 ⊂ V0 = K
v0 is preserved

by all matricesAϕ
1, B

ϕ
1, . . . ,A

ϕ
g, B

ϕ
g,X

ϕ
1 , . . . ,X

ϕ
k . Recall also that any tuple (O′1, . . . ,O

′
k) E (O1, . . . ,Ok) is

generic. Hence by Proposition 5.2.4, the tuple (Aϕ
1, B

ϕ
1, . . . ,A

ϕ
g, B

ϕ
g,X

ϕ
1 , . . . ,X

ϕ
k ), which belongs to some

(O′1, . . . ,O
′
k) E (O1, . . . ,Ok), is irreducible. Hencev′0 = 0 orv′0 = n. �

Proposition 5.3.3. Assume that(O1, . . . ,Ok) is generic. Then the morphism f2 induces a bijective mor-
phismMξ,θ(v)→ QL ,P,Σ (which is an isomorphism whenK = C).

Proof. The proposition follows from Proposition 5.3.2 and Proposition 2.1.2 applied toX = µ−1
v (ξ), G′′ =

GLv = GLn ×GLv† . �

Remark5.3.4. If (O1, . . . ,Ok) is not generic, a-priori we only have a bijective morphismMξ,θ(v) onto an
open subset of a quotientVL ,P,Σ//ΨGLn.

We now assume until the end of this section that the tuple(O1, . . . ,Ok) is generic.
Thanks to Proposition 5.3.2 we can now omittΦ andΦ† from the notationµ−1

v (ξ)ss(Φ) or µ−1
v (ξ)ss(Φ†)

and write simplyµ−1
v (ξ)ss.

Remark5.3.5. Assume that theθi ’s, i = 1, . . . , k, have striclty positive coordinates. Thenµ−1
v (ξ)ss =

µ−1
v (ξ)s. This identity also happens whenθ is generic. We want to notice that in this situation we can

actually choose ourθi ’s (taking larger values of the coordinates if necessary) such thatθ is generic. Indeed
the setµ−1

v (ξ)ss depends only on the position of the non-zero coordinates of theθi ’s and not on their values
(cf. Remark 4.2.2 (ii)).

Put
Nξ,θ†(v

†,w) := µ−1
v (ξ)//θ†GLv† .

We summarize what we said with the following commutative diagram

Zξ†,θ†(v†,w)
f1 // OL ,P,Σ

p // O

Nξ,θ†(v†,w)
f2 //

OO

��

VL ,P,Σ
ρ //

��

OO

VO

OO

��
Mξ,θ(v)

f3 // QL ,P,Σ
ρ/PGLn // QO

. (5.3.1)

whereQL ,P,Σ is defined as in Proposition 5.3.1 and wheref3 is the factorization morphism (asq ◦ π2 ◦ f2
is constant on GLn-orbits). The top vertical arrows are the canonical inclusions and the bottom vertical
arrows are the canonical quotient maps.
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Remark5.3.6. WhenK = C, the mapsf1, f2, f3 are isomorphisms and the diagram is Cartesian.

Recall thatΣi = σi +Ci . PutC = C1 × · · · ×Ck. Then the decomposition ofC =
∐

α Cα as a union of
L -orbits provides a stratificationΣ =

∐

α Σα. We thus a have a decomposition

VL ,P,Σ =
∐

α

Vo
L ,P,Σα (5.3.2)

whereVo
L ,P,Σα

:= VL ,P,Σα ∩ O
o
L ,P,Σα

. By Proposition 4.3.12, the subsetVo
L ,P,Σ ⊂ VL ,P,Σ corresponds to the

stable points, i.e.,Vo
L ,P,Σ ≃ N

s
ξ,θ†

(v†,w) = µ−1
v (ξ)s/GLv† . The image ofVL ,P,Σα by the projective morphism

ρ : VL ,P,Σ −→ VO

is of the formVOα
for someOα EO.

Theorem 5.3.7.The varietyVL ,P,Σα is not empty if and only ifvL ,P,Σα is a root ofΓL ,P,Σα. In this case the
pieceVo

L ,P,Σα
is also not empty and is an irreducible nonsingular dense open subset ofVL ,P,Σα of dimension

(2g+ k− 1)n2 + 1− dimL + dimΣα.

In particular the partition (5.3.2) is a stratification.

SinceVL ,P,Σ → QL ,P,Σ is a principal PGLn-bundle we have the following result.

Corollary 5.3.8. The stratumQo
L ,P,Σα

is irreducible and the decomposition

QL ,P,Σ =
∐

α

Qo
L ,P,Σα

is a stratification.

Recall thatvO be the dimension vector ofΓ obtained from the tuple (O1, . . . ,Ok) as in§5.2. LetW(Γ†)
denote the Weyl group ofΓ†.

Lemma 5.3.9. The two vectorsv andvO are in the same W(Γ†)-orbit.

Proof. It follows from Lemma 5.2.8 as for eachi = 1, . . . , k, we have (vO)♯i = v♯i .
�

Proof of Theorem 5.3.7.We prove it forΣ = Σα as the proof will be the same for anyΣα. Note thatVL ,P,Σ

is not empty if and only ifVO is not empty. Hence the first assertion follows from Lemma 5.3.9 and
Proposition 5.2.6.

Assume thatVL ,P,Σ is not empty. ThenVO is not empty and so by Proposition 5.2.6 the setVo
O is also

not empty. Since the inverse image ofVo
O by the mapρ : VL ,P,Σ → VO is contained inVo

L ,P,Σ, the open
subsetVo

L ,P,Σ of VL ,P,Σ is not empty.
ConsiderYo

L,P,Σ := {(X, g) ∈ gln × GLn | g−1Xg ∈ Σ + uP}. Then the canonical mapYo
L,P,Σ → X

o
L,P,Σ,

(X, g) 7→ (X, gP) is a locally trivial principalP-bundle (for the Zariski topology). Note thatYo
L,P,Σ ≃

G × (Σ + uP). Now consider the setLo
L ,P,Σ of (2g + k)-tuples

(

A1, B1, . . . ,Ag, Bg, (g1, y1), . . . , (gk, yk)
)

in
(gln)2g × (G × (Σ1 + uP)) × · · · × (G× (Σk + uP)) such that

∑

j

[A j , B j] +
∑

i

giyig
−1
i = 0.

The natural mapLo
L ,P,Σ → V

o
L ,P,Σ is then a locally trivial principalP-bundle. Hence we are reduced to

prove thatLo
L ,P,Σ is nonsingular. A sufficient condition for a pointx ∈ Lo

L ,P,Σ to be nonsingular is that the
differentialdxµ of the map
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µ : (gln)2g × (G× (Σ1 + uP)) × · · · × (G× (Σk + uP)) −→ sln

given by
(

A1, B1, . . . ,Ag, Bg, (g1, σ1), . . . , (gk, σk)
)

7→
∑

j [A j, B j] +
∑

i giyig−1
i is surjective.

Let yi be the coordinate ofx in Σi + uP. Consider the restrictionλ of µ to the closed subset (gln)2g ×

(G× {y1}) × · · · × (G× {yk}). It is enough to prove that the differentialdxλ is surjective. But this what
we prove to see that the varietyVo

S is nonsingular (S being (gln)2g × S1 × · · · × Sk whereSi ⊂ Oi is the
adjoint orbit ofyk), see Theorem 5.2.4 and references therein. The varietyVo

L ,P,Σ is thus nonsingular and its
irreducible components are all of same dimension. To compute the dimension ofVo

L ,P,Σ we may use what
we just said or use the fact that there is a bijective morphismNs

ξ,θ†
(v†,w) → Vo

L ,P,Σ and then use Theorem

4.1.2 (a straightforward calculation shows thattvCv = 2n2 − dimO).
Let us see now thatVL ,P,Σ is irreducible. LetL̂ , P̂ be defined as in§4.3.4 and putσ := (σ1, . . . , σk).

The canonical mapVL̂ ,P̂,{σ} → VL ,P,Σ defined by (X, gP̂) 7→ (X, gP) being surjective it is enough to show
thatVL̂ ,P̂,{σ} is irreducible. We are thus reduced to prove the irreducibility of VL ,P,Σ whenΣ is reduced to
a point{σ} which we now assume. HenceVL ,P,{σ} = V

o
L ,P,{σ} and the parameterθ satisfiesθi > 0 for all

i ∈ I †. By Remark 5.3.5, we may assume thatθ is generic with respect tov. We now need to prove the
irreducibility of Nξ,θ†(v,w). SinceNξ,θ†(v,w) → Mξ,θ(v) is a principal PGLn-bundle, we are reduced to
prove thatMξ,θ(v) is irreducible.

Assume first thatK = C. Then by Theorem 4.1.5 we haveH i
c

(

Mξ,θ(v),C
)

≃ H i
c
(

Mθ,θ(v),C
)

. Recall that
the dimension ofH2e

c (X,C) wheree is the dimension ofX equals the number of irreducible components
of X of dimensione. The varietiesMξ,θ(v) andMθ,θ(v) are both of pure dimension by Theorem 4.1.2.
Hence we are reduced to see thatMθ,θ(v) is irreducible. The representations inµ−1

v (θ) are all simple
becauseθ is generic, henceMθ(v) is irreducible and nonsingular (see Theorem 4.1.2). The canonical map
Mθ,θ(v)→ Mθ(v) being a resolution of singularities is thus an isomorphismand soMθ,θ(v) is irreducible.

Assume thatK = Fq. By Theorem 4.1.6 there existsr0 such that for allr ≥ r0 we have♯{Mξ,θ(v)(Fqr )} =
♯{Mθ,θ(v)(Fqr )}. As the canonical mapMθ,θ(v)→ Mθ(v) is an isomorphism we actually have

♯{Mξ,θ(v)(Fqr )} = ♯{Mθ(v)(Fqr )}. (5.3.3)

Note that the dimension of the compactly supportedℓ-adic cohomology groupH2e
c (X, κ) with ℓ invertible

in K ande = dimX also equals the numberm of irreducible components ofX of dimensione. Moreover
if X is defined overFq, then the FrobeniusF∗ acts onH2e

c (X, κ) as multiplication byqe. Therefore, the
coefficient ofqe in ♯{X(Fq)} equalsm. From the identity (5.3.3) we deduce thatMξ,θ(v) is irreducible if and
only if Mθ(v) is irreducible. But as above the varietyMθ(v) is irreducible asθ is generic. �

5.4 A restriction property

We keep the notation of§5.3 and we assume that (O1, . . . ,Ok) is generic and thatVO is not empty. Note
thatVo

L ,P,Σ is then also not empty by Theorem 5.3.7.
The aim of this section is to prove the following theorem.

Theorem 5.4.1.Let i be the natural inclusionVL ,P,Σ →֒ OL ,P,Σ. Then

i∗
(

IC•OL ,P,Σ

)

= IC•VL ,P,Σ
.

By §5.3, we have a stratification

OL ,P,Σ =
∐

α

Oo
L ,P,Σα

with Oo
L ,P,Σα

:= (gln)2g × Xo
L ,P,Σα

. It satisfies the conditions (i) of Proposition 3.2.1.
We consider the semi-small resolution ˜π : OL̂ ,P̂,{σ} → OL ,P,Σ considered in§4.3.4 and its restriction

ρ̃ : VL̂ ,P̂,{σ} → VL ,P,Σ.
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Proposition 5.4.2. The morphism̃ρ is a semi-small resolution. Moreover the diagram

OL̂ ,P̂,{σ}
π̃ // OL ,P,Σ

VL̂ ,P̂,{σ}

OO

ρ̃ // VL ,P,Σ

OO

is Cartesian (the vertical arrows being the canonical inclusions) and the restriction of the sheafH i(π̃∗(κ))
to each pieceOo

L ,P,Σα
is a locally constant sheaf.

Proof. The diagram is Cartesian by definition of the varietiesVL ,P,Σ. The varietyVL̂ ,P̂,{σ} is also nonsingular
by Theorem 5.3.7. Hence ˜ρ is a resolution of singularities.

By Proposition 4.3.18 the map ˜π is semi-small with respect toOL ,P,Σ =
∐

α O
o
L ,P,Σα

. By Theorem 5.3.7
we see that the codimension ofVo

L ,P,Σα
in VL ,P,Σ equals the codimension ofOo

L ,P,Σα
in OL ,P,Σ, hence ˜ρ is

also semi-small. The last assertion of the proposition follows from Proposition 4.3.19. �

Theorem 5.4.1 is now a consequence of Proposition 5.4.2 and Proposition 3.2.1.
We have the following particular case of Theorem 5.4.1.

Proposition 5.4.3. Let i denotes the inclusionVO →֒ O. Then i∗
(

IC•O
)

≃ IC•VO
.

6 Characters and Fourier transforms

HereK is an algebraic closure of a finite fieldFq. In this section we putG := GLn(K) andg := gln(K).
We denote byF the standard Frobenius endomorphismg → g that maps a matrix (ai j )i, j to (aq

i j )i, j so that
GF = GLn(Fq) andgF = gln(Fq).

6.1 Preliminaries on finite groups

Let κ be an algbraically closed field of characteristic 0. Letz 7→ z be an involution ofκ that maps roots of
unity to their inverses. For a finite setE, we define〈 , 〉E on the space of all functionsE→ κ by

〈 f , g〉E =
1
|E|

∑

x∈E

f (x)g(x).

Now let H be a subgroup of a finite groupK and letH̃ be a subgroup ofNK(H) containingH. Let
ρ1 : H̃ → GL(V1) and ρ2 : H̃ → GL(V2) be two representations of̃H in the finite dimensionalκ-
vector spacesV1,V2. We denote byχ1 andχ2 their associated characters. The groupH̃ acts on the space
Hom (V1,V2) as follows. Forf ∈ Hom (V1,V2), we definer · f : V1 → V2 by (r · f )(v) = r · f (r−1 · v).
Moreover we see that the subspace HomH(V1,V2) of fixed points of Hom (V1,V2) by H is clearlyH̃-stable
(it is therefore anκ[H̃/H]-module).

For anyr ∈ H̃, we have

Tr
(

r |Hom (V1,V2)
)

= χ1(r) χ2(r−1). (6.1.1)

For s ∈ H̃, we denote byχi
s the restriction ofχi to the cosetHs := {hs| h ∈ H}.

Proposition 6.1.1. Let s∈ H̃. We have

Tr
(

s
∣
∣
∣HomH(V1,V2)

)

=
〈

χ1
s, χ

2
s

〉

Hs
.
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Proof. Put E := Hom (V1,V2) and EH := HomH(V1,V2) and denotep : E → EH the mapp(x) =
1
|H|

∑

h∈H h · x. ThenE′ := Ker p is anH̃-stable subspace ofE andE = EH ⊕ E′. Since





1
|H|

∑

h∈H

hs





∣
∣
∣
∣
∣
∣
∣
E′

= 0

we deduce that

Tr (s|EH) =
1
|H|

∑

h∈H

Tr (hs|E).

By Formula (6.1.1), the right hand side of this equation is
〈

χ1
s, χ

2
s

〉

Hs
. �

We now letϕ andψ be the characters of̃H andK associated respectively to representationsH̃ → GL(V)
andK → GL(W). The groupH̃ acts on theK-module IndKH(V) := κ[K] ⊗κ[H] V by t · (x⊗ v) = xt−1 ⊗ t · v.
Its restriction toH being trivial, it factorizes through an action of̃H/H on IndK

H(V). Under the natural
isomorphism (Frobenius reciprocity)

HomH(V,W) ≃ HomK

(

IndK
H(V),W

)

(6.1.2)

the action ofH̃/H on HomH(V,W) described earlier corresponds to the action ofH̃/H on theκ-vector space
HomK

(

IndK
H(V),W

)

given by (t · f )(x⊗ v) = f (t−1 · (x⊗ v)). For a subsetE of K and a functionf : E→ κ,

we define IndKE( f ) : K → κ by

IndK
E( f )(k) =

1
|E|

∑

{g∈K |g−1kg∈E}

f (g−1kg).

Then we have the following generalization of Frobenius reciprocity for functions:

Lemma 6.1.2. Let h : K → κ be a function. Then
〈

IndK
E( f ), h

〉

K
=
〈

f ,ResKE(h)
〉

E
.

Proof. It follows from a straightforward calculation. �

By Proposition 6.1.1, (6.1.2) and the above lemma, we have the following proposition:

Proposition 6.1.3. Let v∈ H̃/H and letv̇ ∈ H̃ be a representative of v. Then

Tr
(

v
∣
∣
∣
∣HomK

(

IndK
H(V),W

))

=
〈

IndK
Hv̇(ϕv), ψ

〉

K

whereϕv denotes the restriction ofϕ to Hv̇.

6.2 Littlewood-Richardson coefficients

For a positive integerm, we denote bySm the symmetric group inm letters.

Notation6.2.1. For a subgroupH of a groupK, we denote byWK(H) the quotientNK(H)/H.

Fix a sequenceτo = (a1,m1)(a2,m2) · · · (as,ms) with ai ,mi ∈ Z>0 such that
∑

i aimi = n andmi , mj if
i , j. Put

S := (Sm1)
a1 × · · · × (Sms)

as ⊂ Sn

where (Sm)d stands forSm × · · · × Sm (d times). Then we may writeNSn(S) as the semidirect product
S ⋊
(∏s

i=1 Sai

)

where eachSai acts on (Smi )
ai by permutation of the coordinates.

Hence

WSn(S) ≃
s∏

i=1

Sai . (6.2.1)
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The groupNSn(S) acts on the category ofκ[S]-modules in the natural way, i.e., ifρ : S → GL(V) and
n ∈ NSn(S), thenn∗(ρ) is the representationρ ◦ n−1 : S→ GL(V).

For a representationρ : S→ GL(V), we denote byWSn(S, ρ) the quotientNSn(S, ρ)/S where

NSn(S, ρ) = {n ∈ NSn(S) | n∗(ρ) ≃ ρ}.

Let ρ : S→ GL(V) be an irreducible representation. Then for eachi = 1, . . . , s, there exists a partition
(di,1, . . . , di,r i ) of ai and non-isomorphic irreducibleκ[Smi ]-modulesVi,1, . . . ,Vi,r i such that

V =
⊗

i, j

Tdi, j
(

Vi, j

)

where for aκ-vector spaceE, we putTdE := E ⊗ · · · ⊗ E with E repeatedd times.
Then the isomorphism (6.2.1) restricts to an isomorphism

WSn(S, ρ) ≃
∏

i, j

Sdi, j .

For each (i, j), the group (Smi )
di, j ⋊ Sdi, j acts onTdi, j (Vi, j) = Vi, j ⊗ · · · ⊗ Vi, j as

(w, s) · (x1 ⊗ · · · ⊗ xdi, j ) = (w1 · xs−1(1) ⊗ · · · ⊗ wdi, j · xs−1(di, j )).

This defines an action ofNSn(S, ρ) ≃
∏

i, j

(

(Smi )
di, j ⋊ Sdi, j

)

≃ S ⋊
(∏

i, j Sdi, j

)

on V. We denote by ˜χ :
NSn(S, ρ)→ κ the corresponding character, and forv ∈

∏

i, j Sdi, j we denote by ˜χv its restriction to the coset
S v.

By Proposition 6.1.3 we have:

Proposition 6.2.2. For anyκ[Sn]-module W with characterψ and any v∈WSn(S, ρ) we have

Tr
(

v
∣
∣
∣
∣HomSn

(

IndSn
S (V),W

))

=
〈

IndSn
S v(χ̃v), ψ

〉

Sn
.

Lemma 6.2.3. Let χi, j be the character associated with theκ[Smi ]-modules Vi, j. Assume that v acts on
each(Smi )

di, j by circular permutation of the coordinates, namely v· (g1, . . . , gdi, j ) = (g2, g3, . . . , gdi, j , g1). Let
wi, j = (wi, j,1,wi, j,2, . . . ,wi, j,di, j ) ∈ (Smi )

di, j and let w∈ S =
∏

i, j(Smi )
di, j be the element with coordinates wi, j .

We have
χ̃(w, v) =

∏

i, j

χi, j(wi, j,1wi, j,2 · · ·wi, j,di, j ).

We now show that this trace is also a Littlewood-Richardson coefficient (or more precisely a twisted
version of it). We will use this result later on.

Let x = {x1, x2, . . . } be an infinite set of variables and letΛ(x) be the corresponding ring of symmet-
ric functions. For a partitionλ, let sλ(x) be the associated Schur symmetric function. LetE denote the
dominance ordering on the set of partitionsP. For a typeω = (d1, ω

1) · · · (dr , ω
r ) ∈ Tn, defineω+ as the

partition
∑r

i=1 di · ω
i .

For a typeω = (d1, ω
1) · · · (dr , ω

r ) ∈ Tn, we define{cµω}µ∈Pn by

sω(x) := sω1(xd1)sω2(xd2) · · · sωr (xdr ) =
∑

µEω+

cµωsµ(x)

wherexd := {xd
1, x

d
2, . . . }. We call the coefficientscµω the twisted Littlewood-Richardson coefficients. If

d1 = d2 = · · · = dr = 1, these are the usual Littlewood-Richardson coefficients.
Forλ = (1m1, 2m2, . . . ) ∈ P, put

zλ :=
∏

i≥1

i mi .mi !.
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It is also the cardinality of the centralizer inS|λ| of an element of typeλ (i.e. whose decomposition as a
product of disjoint cycles is given byλ). We denote byχλ the irreducible character ofS|λ| associated toλ
as in Macdonald [42, I,§7] and byχλµ its value at an element of typeµ.

Proposition 6.2.4. We have

cµω =
∑

ρ

χ
µ
ρ

∑

α





r∏

i=1

z−1
αi
χω

i

αi





where the second sum runs over theα = (α1, . . . , αr ) ∈ P|ω1| × · · · × P|ωr | such that∪idi · α
i = ρ.

Proof. We havesλ(xd) =
∑

ρ z−1
ρ χ

λ
ρpρ(xd) wherepρ is the power symmetric function (see [42]). On the

other hand,pρ1(xd1) · · · pρr (xdr ) = p∪idi ·ρi (x). Hence

sω(x) =
∑

ρ





∑

α

∏

i

z−1
αi χ

ωi

αi



 pρ(x)

where the second sum runs over theα = (α1, . . . , αr ) ∈ P|ω1| × · · · × P|ωr | such that∪idi · α
i = ρ. We now

decomposepρ in the basis{sλ}λ and we get the result. �

Forλ ∈ P, we denote byVλ an irreducibleκ[S|λ|]-module with corresponding characterχλ.

Proposition 6.2.5. Put Vω :=
⊗r

i=1 Tdi Vωi and S :=
∏

i(S|ωi |)di and letρ be the representation S→
GL(Vω). Let v ∈ WSn(S, ρ) be the element which acts on each(S|ωi |)di by circular permutation of the
coordinates. For anyµ ∈ Pn we have

Tr
(

v
∣
∣
∣
∣HomSn

(

IndSn
S (Vω),Vµ

))

= cµω.

Proof. This is a consequence of Proposition 6.2.2 and Proposition 6.2.4.
�

6.3 Rational Levi subgroups and Weyl groups

By a Levi subgroupof G, we shall mean a Levi subgroup of a parabolic subgroup ofG, i.e., a subgroup of
G which is GLn-conjugate to some subgroup of the form

∏r
i=1 GLni with

∑

i ni = n. A maximal torus ofG
is a Levi subgroup which is isomorphic to (K×)n. Let L be anF-stable Levi subgroup ofG. An F-stable
subtorus ofS of L of rankr is said to besplit if there is an isomorphismS ≃ (K×)r which is defined over
Fq, i.e.,SF ≃ (F×q )r . TheFq-rank of L is defined as the maximal value of the ranks of the split subtori of
L. Since the maximal torus of diagonal matrices is split, anyF-stable Levi subgroup that contains diagonal
matrices is ofFq-rankn.

If T is anF-stable maximal torus ofL of sameFq-rank asL, in which case we say thatT is anL-split
maximal torus ofL. In this case we denote byWL, instead ofWL(T) (see Notation 6.2.1), the Weyl group
of L with respect toT.

If f is a group automorphism ofK, we say that two elementsk andh of K are f -conjugateif there
existsg ∈ K such thatk = gh f(g)−1.

The identification of the symmetric groupSn with the monomial matrices in GLn with entries in{0, 1}
gives an isomorphismSn ≃ WG. Fix a sequence of integersm = (m1, . . . ,mr ) such that

∑

i mi = n and
consider the Levi subgroupLo = GLm :=

∏r
i=1 GLmi . ThenWLo = Sm :=

∏r
i=1 Smi . TheGF -conjugacy

classes of theF-stable Levi subgroups ofG that areG-conjugate toLo are parametrized by the conjugacy
classes ofWG(Lo) = WSn(Sm) [12, Proposition 4.3]. Forv ∈ NSn(Sm), we denote byLv a representative
of theGF-conjugacy class (ofF-stable Levi subgroups) which corresponds to the conjugacyclass ofv in
WSn(Sm). Then (Lv, F) ≃ (Lo, vF), i.e., the action of the FrobeniusF on Lv corresponds to the action
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of vF on Lo given byvF(g) := vF(g)v−1 for any g ∈ Lo. SinceF acts trivially onWG ≃ Sn, we have
(WLv , F) ≃ (Sm, v). By §6.2, there exists a decomposition

Sm = (Sn1)
d1 × · · · × (Snr )

dr

for some sequence (d1, n1)(d2, n2) · · · (dr , nr) and a specific choice of an elementσ in the cosetvSm which
acts on each component (Sni )

di by circular permutation of the coordinates. Taking theGF-conjugateLσ of
Lv if necessary we may assume thatv = σ. We also have

Lo =

r∏

i=1

(

GLni

)di , and (Lv)
F ≃ (Lo)vF ≃

r∏

i=1

GLni (Fqdi ).

Now letL be anyF-stable Levi subgroup ofG. Consider the semi-direct productWL ⋊ 〈F〉 where〈F〉 is
the cyclic group generated by the Frobenius automorphism onWL. If ψ is a character ofWL ⋊ 〈F〉, then for
all a ∈ WL, we haveψ(F(a)) = ψ(a) since (F(a), 1) ∈ WL ⋊ 〈F〉 is the conguate of (a, 1) by (1, F). Hence
the restriction ofψ to WL is anF-stable character ofWL. Conversely, given anF-stable characterχ of WL,
we now define an extension ˜χ of χ to WL ⋊ 〈F〉 as follows. We haveL = Lv for somem andv ∈ NSn(Sm)
by the above discussion so that we may identifyWL ⋊ 〈F〉 with Sm ⋊ 〈v〉. For anv-stable characterχ of Sm

we define the extension ˜χ of Sm ⋊ 〈v〉 as in§6.2.
The LF -conjugacy classes of theF-stable maximal tori ofL are parametrized by theF-conjugacy

classes ofWL [12, Proposition 4.3]. Ifw ∈ WL, we denote byTw anF-stable maximal torus ofL which is
in theLF -conjugacy class associated to theF-conjugacy class ofw. We puttw := Lie (Tw).

6.4 Springer correspondence for relative Weyl groups

Let P be a parabolic subgroup ofG andL a Levi factor ofP. Let l be the Lie algebra ofL and letzl denotes
its center. Recall that the classical Springer correspondence gives a bijection

C = CL : Irr WL → {nilpotent orbits ofl}

which maps the trivial character to the regular nilpotent orbit. Moreover ifL is F-stable thenC restricts to
a bijection between theF-stable irreducible characters ofWL and theF-stable nilpotent orbits ofl. Recall
that if L = G andλ ∈ Pn, then the size of the Jordan blocks of the nilpotent orbitC(χλ) are given by the
partitionλ.

Let ǫ ∈ Irr WL be the sign character. Forχ ∈ Irr WL put χ′ := χ ⊗ ǫ. Then letCǫ : Irr WL
∼
→

{nilpotent orbits ofl} be the map which sendsχ to C(χ′). The bijectionCǫ was actually the first correspon-
dence to be discovered [52].

Let C be a nilpotent orbit ofl and putΣ = σ +C with σ ∈ zl. Consider the relative Weyl group

WG(L,Σ) := {n ∈ NG(L) | nΣn−1 = Σ}/L.

Recall thatΣ is of the formσ + C with C a nilpotent orbit ofl andσ ∈ zl. Put M := CG(σ), then
WG(L,Σ) = WM(L,C). Let O be the orbit ofgln whose Zariski closure is the image of the projection
p : XL,P,Σ → g on the first coordinate.

Let gσ be the set of elementsx ∈ g whose semisimple part isG-conjugate toσ. Note that the image
of p is contained ingσ. The setgσ has a finite number ofG-orbits which are indexed by the irreducible
characters ofWM byCM. If χ is an irreducible character ofWM we denote byOχ the corresponding adjoint
orbit in gσ. Forχ ∈ Irr WM, put

Aχ = HomWM

(

IndWM
WL

(VC),Vχ

)

whereVC is the irreducibleWL-module corresponding to the nilpotent orbitC underC.
We have the following result due to Springer in the case whereO is nilpotent regular (see Borho and

MacPherson [3, 3.1] for the regular nilpotent case and Lusztig [39, 2.5] for the general case).
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Proposition 6.4.1. We have

Indg
l⊂p

(

IC•
Σ

)

= p∗
(

IC•
XL,P,Σ

)

=
⊕

χ∈Irr WM

Aχ ⊗ IC
•

Oχ

and Aχ = 0 if Oχ is not included inO. The multiplicity Aχo corresponding toO = Oχo is the trivial character
of WM(L,C).

If O is regular nilpotent,L = T and ifΣ = {0}, then this is the classical Springer correspondence.
The groupWM(L,C) is naturally isomorphic toWWM (WL, ρ). As shown in§6.2, the action ofWL onVC

can be extended to an action ofNWM (WL, ρ) on VC. By §6.1 it gives a structure ofWM(L,C)-module on
eachAχ and so by Proposition 6.4.1 we have an action ofWM(L,C) on p∗

(

IC
•

XL,P,Σ

)

.

Remark6.4.2. It is also possible to define an action ofWM(L,C) on p∗
(

IC•
XL,P,Σ

)

using the approach in
Bohro and MacPherson [3] by considering partial simultaneous resolutions.

To alleviate the notation putK := p∗
(

IC•
XL,P,Σ

)

andKχ := Aχ ⊗ IC
•

Oχ
. Assume now that (M,Q, L,P,Σ)

is F-stable and letF : XL,P,Σ → XL,P,Σ be the Frobenius given byF(X, gP) = (F(x), F(g)P). Then the
morphism f commutes with the Frobenius endomorphisms. Letϕ : F∗(κ) ≃ κ be the isomorphism (in
the category of sheaves onXo

L,P,Σ) which induces the identity on stalks atFq-points. It induces a canonical

isomorphismF∗
(

IC•
XL,P,Σ

)

≃ IC•
XL,P,Σ

which in turns induces a canonical isomorphism ˜ϕ : F∗(K) ≃ K.
Note that the orbitsOχ areF-stable andF acts trivially onWM. HenceF∗(Kχ) ≃ Kχ and so ˜ϕ induces an
isomorphism ˜ϕχ : F∗(Kχ) ≃ Kχ for eachχ. Now we define an isomorphismφχ : F∗(IC•

Oχ
) ≃ IC•

Oχ
with

the requirement that its tensor product with the identity onAχ givesϕ̃χ.
We then have

XIC•
Oχ
,φχ = q

1
2(dimO−dimOχ)XIC•

Oχ
.

Since theAχ areWM(L,C)-modules, eachv ∈ WM(L,C) induces an isomorphismKχ ≃ Kχ and so an
isomorphismθv : K ≃ K such that

XK,θv◦ϕ̃ =
∑

χ

Tr
(

v |Aχ

)

q
1
2 (dimO−dimOχ) XIC•

Oχ
.

6.5 Deligne-Lusztig induction and Fourier transforms

Here we recall the definition of Deligne-Lusztig induction both in the group setting (which is now stan-
dard [11]) and in the Lie algebra setting [32]. We then recallthe commutation formula between Fourier
transforms and Deligne-Lusztig induction (in the Lie algebra case) which is the main result of [33]. This
commutation formula is an essential ingredient in the proofof the main theorem of the paper. Although the
theory is available for any connected reductive algebraic groups we keep our assumptionG = GLn(Fq).

For any subsetY of X, we denote by 1Y the functionX→ κ that takes the value 1 onY and the value 0
elsewhere.

6.5.1 Generalized induction

Let H andK be two finite groups and letM be a finite dimensionalK-vector space. We say thatM is an
H-module-Kif it is a left κ[H]-module and a rightκ[K]-module such that (a · x) · b = a · (x · b) for any
a ∈ κ[H], b ∈ κ[K] and x ∈ M. ThenM defines a functor from the category of finite dimensional left
κ[K]-modules to the category of finite dimensional leftκ[H]-modules byV 7→ M ⊗κ[K] V. This functor
induces an obviousκ-linear mapRH

K : C(K)→ C(H) on κ-vector spaces of class functions.
The approach of generalized induction with bi-modules is due to Broué. We have the following formula

[12, 4.5].
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Proposition 6.5.1. Let f ∈ C(K) and g∈ H, then

RH
K ( f )(g) = |K|−1

∑

k∈K

Trace
( (

g, k−1
) ∣∣
∣
∣ M
)

f (k).

6.5.2 The group setting: Deligne-Lusztig induction

Let L be anF-stable Levi subgroup of a parabolic subgroupP of G and letV be the unipotent radical ofP.
Consider the Lang mapLG : G→ G, x 7→ x−1F(x). In [36], Lusztig considers the varietyL−1

G (V) which is
endowed with an action ofGF by left multiplication and with an action ofLF by right multiplication. These
actions commutes and so makeH i

c

(

L−1
G (V), κ

)

into aGF-module-LF. Consider the virtualGF -module-LF

H∗c
(

L−1
G (V)

)

=
∑

i

(−1)iH i
c

(

L−1
G (V), κ

)

.

The κ-linear mapRG
L : C(LF) → C(GF) associated with this virtual bi-module is calledDeligne-Lusztig

induction.
Let us put

SG
L (g, h) := Trace

((

g, h−1
) ∣∣
∣
∣H
∗
c

(

L−1
G (V)

) )

.

By Proposition 6.5.1 we have for anyf ∈ C(LF)

RG
L ( f )(g) = |LF |−1

∑

h∈LF

SG
L (g, h) f (h). (6.5.1)

If M is anF-stable Levi subgroup ofG containingL, we defineRM
L exaclty as above replacing the letterG

by the letterM.
Let Luni be the subvariety of unipotent element ofL. We now list some properties of this induction

which are standard.

Proposition 6.5.2. (i) RG
L does not depend on the choice of the parabolic subgroup P having L as a Levi

subgroup.
(ii) If L ⊂ M is an inclusion of Levi subgroups, then RG

M ◦ RM
L = RG

L .
(iii) ResGGuni

◦ RG
L = RG

L ◦ ResLLuni
whereResLLuni

: C(LF) → C(LF) maps a function f to the unipotently
supported function that takes the same values as f on LF

uni.

Forw ∈WL we put
QL

Tw
:= RL

Tw
(11)

where 11 denotes the function with value 1 at 1 and with value 0 elsewhere. We call the functionQL
Tw

the
Green functionsof LF . They are defined by Deligne and Lusztig in [11].

WhenL = G in which caseWL ≃ Sn, the Green functions are related to the well-known Green poly-
nomials as follows. The decomposition ofw as product of disjoint cycles gives a partition sayλ. Then the
value ofQG

Tw
at the unipotent conjugacy class associated with the partition µ is the Green polynomialQµ

λ in
the notation of [42, III, 7].

Because of Proposition 6.5.2 (iii), we may also write the functionQL
Tw

as ResLLuni
◦RL

Tw
(1Tw).

We have the following important formula [11] due to Deligne and Lusztig.

Theorem 6.5.3.Let f ∈ C(TF
w) and let l∈ LF . Then

RL
Tw

( f )(l) = |CL(ls)
F |−1

∑

{h∈LF | ls∈hTwh−1}

QCL(ls)
hTwh−1(lu) f (h−1lsh). (6.5.2)

where l= lslu is the Jordan decomposition of l with ls the semisimple part and lu the unipotent part.
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6.5.3 The Lie algebra setting: Fourier transforms

Fourier transforms of functions on reductive Lie algebras over finite fields were first investigated by
Springer in the study of the geometry of nilpotent orbits [52]. Interesting applications in the represen-
tation theory of connected reductive groups over finite fields were then found by many authors including
Kawanaka (e.g. [24]), Lusztig (e.g. [40]), Lehrer (e.g. [31]), Waldspurger [53] and the author himself (e.g.
[33]).

Let us recall the definition and basic properties of Fourier transforms. The most important property of
Fourier transforms will be stated in the next section§6.5.4.

We fix once for all a non-trivial additive characterΨ : Fq → κ× and we denote byµ : g × g → K
the trace map (a, b) 7→ Trace(ab). It is a non-degenerateG-invariant symmetric bilinear form defined
over Fq. Let Fun(gF) be theκ-vector space of all functionsgF → κ. We define the Fourier transform
F g : Fun(gF)→ Fun(gF) with respect to (Ψ, µ) by

F g( f )(x) =
∑

y∈gF

Ψ
(

µ(x, y)
)

f (y).

A detailed review on properties of Fourier transforms can befound in [31]. Here we just recall what we
will need.

Define the convolution product∗ on Fun (gF) as

( f ∗ g)(x) =
∑

y∈gF

f (y)g(x− y)

for all x ∈ gF . Then for all f , g ∈ Fun (gF), we have [18, Proposition 3.2.1]

F g( f ∗ g) = F g( f ) · F g(g).

For any f ∈ Fun (gF) it is straightforward to check that

|gF | · f (0) =
∑

x∈gF

F g( f )(x). (6.5.3)

6.5.4 The Lie algebra setting: Deligne-Lusztig induction

We now review Deligne-Lusztig induction in the Lie algebra setting. Details and proofs can be found in
[32] [33].

ConsiderL,P,V as in§6.5.2 and letl, p, n be their respective Lie algebras. We denote byC(gF) the
κ-vector space of functionsgF → κ which are constant on adjoint orbits.

It is not clear wether there is a Lie algebra analogue of the varietyL−1
G (V). The naive guessL−1

g (n) with
Lg : g→ g, x 7→ F(x) − x does not give anything interesting.

However we have the following formula [12, Lemma 12.3] obtained independently by Digne-Michel
and Lusztig.

SG
L (g, l) = |LF |−1

∑

{h∈GF |hlsh−1=ls}

|CL(ls)F ||CG(ls)F |−1SCG(ls)
CL(ls)

(

h−1guh, lu
)

.

This formula reduces the computation ofSG
L (g, l) to its computation at unipotent elements.

We define ourSg
l
(x, y) using the Lie algebra analogue of this formula as follows. Letgnil be the variety

of nilpotent elements ofg and letω : gnil → Guni be the isomorphism given byx 7→ x+1. For (x, y) ∈ gF×lF ,
we put

Sg
l
(x, y) := |LF |−1

∑

{h∈GF |hysh−1=xs}

|CL(ys)F ||CG(ys)F |−1SCG(ys)
CL(ys)

(

h−1ω(xn)h, ω(yn)
)
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wherex = xs + xn is the Jordan decomposition ofx with xs the semisimple part andxn the nilpotent part.
We define our Lie algebra version of Deligne-Lusztig inductionRg

l
: C(lF)→ C(gF) as

Rg
l
( f )(x) = |LF |−1

∑

y∈lF

Sg
l
(x, y) f (y).

This definition ofRg
l

works also if we replace the isomorphismω by anyG-equivariant isomorphism
gnil ≃ Guni defined overFq (e.g. the exponential map when the characteristic is large enough). We ac-
tually prove in [33, Remark 5.5.17] that the definition ofRg

l
does not depend on the choice of such an

isomorphism.
It is also easy to prove that our inductionRg

l
satisfies the analogous properties in Proposition 6.5.2, see

[32] for details.
The Lie algebra analogue of Theorem 6.5.3 is by definition ofRl

tw
: If f ∈ C(tFw) andx ∈ tF , then

Rltw( f )(x) = |CL(xs)F |−1
∑

{h∈LF | xs∈htwh−1}

QCL (xs)
hTwh−1 (ω(xn)) f (h−1xsh). (6.5.4)

We will also use the following properties [33, Proposition 3.2.24, Proposition 7.1.8].

Proposition 6.5.4. Let C be an F-stable nilpotent orbit ofl and letσ ∈ (zl)F be such that CG(σ) = L.
Denote byOL the adjoint orbitσ+C of l and byO the unique orbit ofg which containsOL. Then we have:
(i) Rg

l
(1OL) = 1O,

(ii) Rg
l

(

XIC•
O

L

)

= XIC•
O
.

Our definition ofRg
l

is not natural and is thus a little bit frustrating especially for other reductive groups
where we do not always have an isomorphism between the nilpotent elements and the unipotent ones in
small characteristics. However the following theorem [33,Corollary 6.2.17] shows that our definition of
Rg
l

behaves well with Fourier transforms (which are not well-defined in the group setting).

Theorem 6.5.5.Put ǫL = (−1)Fq−rank(L). We have

F g ◦ Rg
l
= ǫGǫLqdimVRg

l
◦ F l.

This formula suggests that a more conceptual definition ofRg
l

should exist. In [34] we investigate this
problem in greater details and bring a partial answer in terms of the geometry of the semi-direct product
G ⋉ g.

It is proved by Lehrer [31] that Fourier transforms commute with Harish-Chandra induction. Moreover
when the parabolicP is F-stable the inductionRg

l
coincides with Harish-Chandra induction (see [32]).

Hence Lehrer’s result is a particular case of the theorem.
We also mention that whenσ ∈ tFw is regular (i.e.CG(σ) = Tw) then it follows from Kazhdan and

Springer’s results [25][52] thatF g ◦Rg
tw

(1σ) = ǫGǫTwqdimURg
tw
◦F tw(1σ) whereU is the unipotent radical of

a Borel subgroup ofG.

6.6 Characters of finite general linear groups

The character table ofGF was first computed by Green [17]. In [41], Lusztig and Srinivasan describe it in
terms of Deligne-Lusztig theory [41]. This is done as follows.

Let L be anF-stable Levi subgroup ofG and letϕ be anF-stable irreducible character ofWL. The
functionXL

ϕ : LF → κ defined by

XL
ϕ = |WL|

−1
∑

w∈WL

ϕ̃ (wF)RL
Tw

(1Tw) (6.6.1)
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is an irreducible character ofLF (hereϕ̃ is the extension ofϕ defined in§6.3). The charactersXL
ϕ are called

theunipotent charactersof LF .

For g ∈ GF andθ ∈ Irr (LF ), let gθ ∈ Irr (gLFg−1) be defined bygθ(glg−1) = θ(l). We say that a linear
characterθ : LF → κ× is regular if for n ∈ NGF (L), we havenθ = θ only if n ∈ LF . We denote by Irrreg(LF)
the set of regular linear characters ofLF . ForθL ∈ Irrreg(LF), the virtual character

X := ǫGǫLRG
L

(

θL · XL
ϕ

)

= ǫGǫL|WL|
−1
∑

w∈WL

ϕ̃ (wF)RG
Tw

(θTw) (6.6.2)

whereθTw := θL|Tw, is an irreducible true character ofGF and any irreducible character ofGF is obtained
in this way [41]. An irreducible character ofGF is thus completely determined by theGF -conjugacy class
of a datum (L, θL, ϕ) with L anF-stable Levi subgroup ofG, θL ∈ Irrreg(LF ) andϕ ∈ Irr

(

WL
)F . Characters

associated to triples of the form (L, θL, 1) are calledsemisimple.
The charactersǫGǫTwRG

Tw
(θ) are calledDeligne-Lusztig characters.

6.7 Fourier transforms of orbital simple perverse sheaves

We have the Deligne-Fourier transformF g : Db
c(g)→ Db

c(g) which is defined as follows.
We denote byA1 the affine line overK. Let h : A1 → A1 be the Artin-Shreier covering defined by

h(t) = tq− t. Then, sinceh is a Galois covering ofA1 with Galois groupFq , the sheafh∗(κ) is a local system
onA1 on whichFq acts. We denote byLΨ the subsheaf ofh∗(κ) on whichFq acts asΨ−1. There exists an
isomorphismϕΨ : F∗(LΨ)→ LΨ such that for any integeri ≥ 1, we haveX

LΨ,ϕ
(i)
Ψ

= Ψ◦TraceFqi /Fq : Fqi → κ

(see Katz [23, 3.5.4]). Then for a complexK ∈ Db
c(g) we define

F g(K) := (p1)!
(

(p2)∗(K) ⊗ µ∗(LΨ)
)

[dim g]

wherep1, p2 : g × g → g are the two projections. Ifϕ : F∗(K) → K is an isomorphism, then it induces a
natural ismorphismF (ϕ) : F∗(F g(K))→ F g(K). Moreover,

XF g(K),F (ϕ) = (−1)dimgF g
(

XK,ϕ
)

.

We will need to compute the characteristic functions of the perverse sheavesF g
(

IC•
O

)

, whereO an
F-stable adjoint orbit ofg. It is known by results of Lusztig that these perverse sheaves are closely related
to the character sheaves onG [40] and that the characteristic functions of character sheaves onG give the
irreducible characters ofGF [35]. We thus expect to have a tight connection between the characteristic
functions of the sheavesF g

(

IC•
O

)

ong and the irreducible characters ofGF .
More precisely, letx ∈ OF and putL = CG(xs). Let ϕ be theF-stable irreducible character ofWL that

corresponds to the nilpotent orbitOL
xn

of l = Lie (L) via the Springer correspondenceCǫ .

Theorem 6.7.1.We have

F g
(

XIC•
O

)

= ǫGǫLq
1
2 dimO|WL|

−1
∑

w∈WL

ϕ̃(wF)Rg
tw

(ηtw) (6.7.1)

whereηtw : tFw → κ is the character z7→ Ψ
(

µ(xs, z)
)

.

Remark6.7.2. Note that Formula (6.6.2) is similar to Formula (6.7.1). It shows thatF g
(

XIC•
O

)

arises from

theGF -conjugacy class of a triple (l, ηl, ϕ) with ηl : lF → κ×, z 7→ Ψ
(

µ(xs, z)
)

exactly as in the group setting.

Proof of Theorem 6.7.1.LetOL be theL-orbit of x in l := Lie (L). ThenOL decomposes asxs+O
L
xn

where
OL

xn
denotes theL-orbit of xn in l. Then

XIC•
OL
= 1xs ∗ XIC•

OL
xn

.
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By Proposition 6.5.4, we have
XIC•

O
= R

g

l

(

XIC•
OL

)

(6.7.2)

Hence from the commutation formula in Theorem 6.5.5 we have

F g
(

XIC•
O

)

= ǫGǫLq
1
2 (dimG−dim L) R

g

l
◦ F l
(

XIC•
OL

)

= ǫGǫLq
1
2 (dimG−dim L) R

g

l

(

F l
(

1xs

)

· F l
(

XIC•
OL

xn

)
)

We also have:
XIC•

OL
xn

= q−δ|WL|
−1
∑

w∈WL

ϕ̃′(wF)Rltw(10) (6.7.3)

whereδ = 1
2

(

dimCL(xn) − dimT
)

.
Indeed, by Formula (6.5.4) the functionRl

tw
(10) corresponds to the Green functionQL

Tw
via the isomor-

phismω : lnil ≃ Luni. Moreover if we putCL = ω
(

OL
xn

)

, then by Lusztig [35], we have ResL
Luni

(

XL
ϕ′

)

=

qδ XIC•
C

L
whereXL

ϕ′ is the unipotent character ofLF associated toϕ′. Hence Formula (6.7.3) is obtained
from Formula (6.6.1) via the isomorphismω.

We now deduce from Formula (6.7.3) and Theorem 6.5.5 that

F l
(

XIC•
OL

xn

)

= q−δ|WL|
−1
∑

w∈WL

ϕ̃′(wF)ǫLǫTwq
1
2 (dimL−dimTw)Rltw(1tw)

Sincexs is central inl, we deduce that

F l
(

1xs

)

· F l
(

XIC•
OL

xn

)

= q−δ|WL|
−1
∑

w∈WL

ϕ̃′(wF)ǫLǫTwq
1
2 (dim L−dimTw)Rltw(θw

xs
).

From the transitivity property of Deligne-Lusztig induction and the fact thatCG(x) = CL(xn) we deduce
that:

F g
(

XIC•
O

)

= ǫGǫLq
1
2dimO|WL|

−1
∑

w∈WL

ϕ̃′(wF)ǫLǫTwR
g

tw
(θw

xs
).

The mapWL → {1,−1}, w 7→ ǫLǫTw is the sign characterǫ of WL. �

Lemma 6.7.3. The functionsF g
(

XIC•
O

)

are GF -invariant (i.e. constant on adjoint orbits) characters ofthe

finite abelian group(gF ,+).

Proof. The functionsF g
(
XIC•

O

)
are clearlyGF -invariant. The functionF g(1O) is a sum of linear characters

of gF and therefore is character ofgF . We thus need to see that if we writeXIC•
O
=
∑

C nC1C as a sum over

the adjoint orbits ofgF , thennC ∈ Z≥0. Let us use the notation introduced in the proof of Theorem 6.7.1.
Write

XIC•
OL
= 1xs ∗ XIC•

OL
xn

= 1xs ∗





∑

C′
nC′1C′



 =
∑

C′
nC′1xs+C′

where the sum runs over the nilpotentLF -orbits oflF (note thatxs+C′ is anLF -orbit of lF sincexs is central).
By Proposition 6.5.4(i), for a nilpotent adjoint orbit oflF , the functionRg

l
(1xs+C′ ) is the characteristic

function of theGF -orbit of an element inxs+C′. By Formula (6.7.2) we are reduced to see thatnC′ ∈ Z≥0.
We haveLF ≃

∏

i GLni (Fqdi ) for someni , di ∈ Z≥0, and soXIC•
OL

xn

is a product of functions of the form

XIC•
Oi

on glni
(Fqdi ) whereOi is a nilpotent orbit ofglni

(Fq). By Lusztig [35], the values of the functions

XIC•
Oi

are non-negative integers. �
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6.8 Generic characters and generic orbits

Let (L, θL, ϕ) be a triple as in§6.6 with L anF-stable Levi subgroup,θL ∈ Irrreg(LF ) andϕ ∈ Irr (WL)F and
let X be the associated irreducible character ofGF . Then we say that theGF-conjugacy class of the pair
(L, ϕ) is thetypeof X. Similarly we define thetypeof an adjoint orbitOF of gF as follows. Letx ∈ OF and
let M = CG(xs) and letCM be theM-orbit of xn ∈ m. Then theGF -conjugacy class of the pair (M,CM) is
called the type ofOF .

From the pair (L, ϕ) we defineω = (d1, ω
1)(d2, ω

2) · · · (dr , ω
r ) ∈ Tn as follows. There exist positive

integersdi , ni such thatL ≃
∏r

i=1 GLni (Fq)di andLF ≃
∏r

i=1 GLni (Fqdi ). TheF-stable irreducible characters
of WL correspond then to Irr (Sn1) × · · · × Irr (Snr ) and the later set is in bijection withPn1 × · · · × Pnr via
Springer correspondenceCǫ that sends the trivial character ofSm to the partition (1m). If q > n, the set of
types of irreducible characters ofGF is thus parametrized byTn. Under this parameterisation, semisimple
irreducible characters correspond to types of the form (d1, (1n1)) · · · (dr , (1nr )) and unipotent characters to
types of the form (1, λ).

From the pair (M,CM) we defineτ = (d1, τ
1)(d2, τ

2) · · · (dr , τ
r ) ∈ Tn as follows. There exist positive

integersdi , ni such thatM ≃
∏r

i=1 GLni (Fq)di andMF ≃
∏r

i=1 GLni (Fqdi ). The Jordan form ofCM defines
partitionsτ1, . . . , τr of n1, . . . , nr respectively. Ifq ≥ n, the set of types of adjoint orbits ofgF is thus
parametrized byTn.

Remark6.8.1. Note that ifOF is an orbit ofgF of typeω = (d1, ω
1) · · · (dr , ω

r ), then in the sense of§4.3
theG-orbitO is of type

ω̃ := ω1 · · ·ω1
︸    ︷︷    ︸

d1

ω2 · · ·ω2
︸    ︷︷    ︸

d2

· · ·ωr · · ·ωr
︸    ︷︷    ︸

dr

.

In particular, the two notions coincide if the eigenvalues of O are inFq.

Definition 6.8.2. LetOF
1 , . . . ,O

F
k bek adjoint orbits ofgF . We say that the tuple (OF

1 , . . . ,O
F
k ) is genericif

(O1, . . . ,Ok) is generic in the sense of Definition 5.1.1.

Assume thatL is anF-stable Levi subgroup ofG. We say that a linear additive character ofzF
l

is generic
if its restriction tozF

g is trivial and its restriction tozF
m is non-trivial for any properF-stable Levi subgroup

M of G which containsL.
Put

(zl)reg := {x ∈ zl |CG(x) = L}.

Let {(di , ni)}i=1,...,r be pairs of positive integers such thatL ≃
∏r

i=1

(

GLni (Fq)
)di

andLF ≃
∏r

i=1 GLni (Fqdi ).
Define

Ko
L =






(−1)r−1dr−1µ(d)(r − 1)! if di = d for all i.

0 otherwise.

whereµ is the ordinary Möbius function.
The proof of the following proposition is completely similar to that of Proposition 4.2.1 in [18].

Proposition 6.8.3. LetΓ be a generic character of zF
l
. Then

∑

z∈(zl)F
reg

Γ(z) = qKo
L.

For a groupH, we denote byZH its center.

Lemma 6.8.4. Let (OF
1 , . . . ,O

F
k ) be a generic tuple of adjoint orbits ofgF . Let (Li , ηi , ϕi) be a datum

defining the characterF g
(

XIC•
Oi

)

, see Remark 6.7.2. Then
∏k

i=1
(giηi
)

|zm is a generic character of zF
m for

any F-stable Levi subgroup M of G which satisfies the following condition: For all i ∈ {1, . . . , k}, there
exists gi ∈ GF such that ZM is contained in giLig−1

i .
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Proof. We may writeηi = F
li (1σi ) whereσi ∈ zli is the semisimple part of an element ofOF

i . Note that
giσig−1

i is in the center ofgilig−1
i and so it commutes with the elements ofzm ⊂ gi lig−1

i , i.e., giσig−1
i ∈

Cg(zm) = m. Let z ∈ zF
m. Then

k∏

i=1

(giηi
)

(z) =
k∏

i=1

F li (1σi )(g
−1
i zgi) =

k∏

i=1

Ψ
(

µ(σi , g
−1
i zgi)

)

=

k∏

i=1

Ψ
(

µ(giσig
−1
i , z)
)

= Ψ



µ
(
∑

i

giσig
−1
i , z
)



 .

If z = λ.Id ∈ zg, thenµ
( ∑

i giσig−1
i , z
)

= λTr
(∑

i giσig−1
i

)

= 0 by the first genericity condition (see
Definition 5.1.1). LetL be anF-stable Levi subgroup such thatM ( L ( G, i.e., such thatzg ( zl ( zm and
assume that

∏k
i=1
(giηi
)

|zl is trivial. There is a decompositionKn = V1⊕V2⊕· · ·⊕Vr such thatl ≃
⊕

i gl(Vi).
Then any elementz ∈ zl is a of the form (λ1.Id, . . . , λr .Id) for someλ1, . . . , λr ∈ K. Sincegiσig−1

i ∈ m ⊂ l

for all i, we may write
∑

i giσig−1
i = (x1, . . . , xr ) ∈ gl(V1)⊕ · · ·⊕ gl(Vr). Since

∏k
i=1
(giηi
)

|zl is trivial we have
∑r

i=1 λiTr (xi) = 0 for all λ1, . . . , λr ∈ K. Hence Tr (xi) = 0 for all i = 1, . . . , r. This contradicts the second
genericity assumption. �

A linear character ofZF
L is said to begenericif its restriction toZF

G is trivial and its restriction toZF
M is

non-trivial for anyF-stable proper Levi subgroupM of G such thatL ⊂ M.
Put

(ZL)reg := {x ∈ ZL |CG(x) = L}.

We have the following proposition [18, Proposition 4.2.1].

Proposition 6.8.5. LetΓ be a generic character of ZFL . Then

∑

z∈(ZL)F
reg

Γ(z) = (q− 1)Ko
L.

Definition 6.8.6. Let X1, . . . ,Xk bek-irreducible characters ofGF . For eachi, let (Li , θi , ϕi) be a datum
definingXi . We say that the tuple (X1, . . . ,Xk) is genericif

∏k
i=1
(giθi
)

|ZM is a generic character ofZF
M for

any F-stable Levi subgroupM of G which satisfies the following condition: For alli ∈ {1, . . . , k}, there
existsgi ∈ GF such thatZM ⊂ giLig−1

i .

Example6.8.7. Let µ1, . . . , µk bek partitions ofn and denote byRµ1, . . . ,Rµk the corresponding unipotent
characters ofGF (see beginning of this section). Considerk linear charactersα1, . . . , αk of F×q . For eachi,
putXi := (αi ◦ det)· Rµi . ThenXi is an irreducible character ofGF of same type asRµi . Then according to
Definition 6.8.6, the tuple (X1, . . . ,Xk) is generic if and only if the size of the subgroup of IrrF×q generated
by α1 · · ·αk equalsn.

Givenω = (ω1, . . . , ωk) ∈
(

Tn
)k, and assuming that char (Fq) does not divide the gcd of{|ω j

i |}i, j and that
q is large enough, we can always find a generic tuple (X1, . . . ,Xk) of irreducible characters ofGF of type
ω. The proof of this is similar to the proof of the existence of generic tuples of conjugacy classes of GLn

of a given type, see [18].

Definition 6.8.8. We say that an adjoint orbit ofgF (or an irreducible character ofGF) is split if the degrees
of its type are all equal to 1.

6.9 Multiplicities in tensor products

Let (X1, . . . ,Xk) be a generic tuple of irreducible characters ofGF . Assume that there exists a generic tuple
(OF

1 , . . . ,O
F
k ) of adjoint orbits ofgF of same type as (X1, . . . ,Xk). We putdO = (2g− 2)n2 + 2+

∑

i dimOi

as in Corollary 5.2.3.
Let Θ : gF → κ be given byx 7→ qgn2+gdimCG(x), and letΛ : GF → κ be given byx 7→ qgdimCG(x). If

g = 1, note thatΛ is the character of the representation ofGF in the group algebraκ[gF ] whereGF acts on
gF by conjugation.
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Theorem 6.9.1.We have

〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉GF =
q−dO/2(q− 1)
|GF |

〈

Θ ⊗ F g
(

XIC•
O1

)

⊗ · · · ⊗ F g
(

XIC•
Ok

)

, 1
〉

gF
.

Proof. For eachi = 1, . . . , k, let (Li , θi , ϕi) be a datum definingXi . Then

|GF | 〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉GF =
∑

x∈GF

qgdimCG(x)
k∏

i=1




ǫGǫLi |WLi |

−1
∑

w∈WLi

ϕ̃i(wF)RG
Tw

(θi)(x)





=

k∏

i=1

(

ǫGǫLi |WLi |
−1
) ∑

x∈GF

qgdimCG(x)
∑

(w1,...,wk)∈WL1×···×WLk

k∏

i=1

ϕ̃i(wi F)RG
Twi

(θi)(x)

=
∑

(w1,...,wk)∈WL1×···×WLk





k∏

i=1

ǫGǫLi |WLi |
−1ϕ̃i(wiF)





∑

x∈GF

qgdimCG(x)
k∏

i=1

RG
Twi

(θi)(x).

The type ofOi is theGF-conjugacy class of (Li ,O
Li
i ) whereOLi

i is anF-stable nilpotent orbit ofli that
corresponds toϕi via Springer’s correspondence.

For i = 1, . . . , k, let (Li , ηi , ϕi) be a datum definingF g(XIC•
Oi

) as explained in Remark 6.7.2. Using

Theorem 6.7.1 we may proceed as above to get
〈

Θ ⊗ F g
(

XIC•
O1

)

⊗ · · · ⊗ F g
(

XIC•
Ok

)

, 1
〉

gF

= |gF |−1
∑

(w1,...,wk)∈WL1×···×WLk





k∏

i=1

ǫGǫLi q
1
2dimOi |WLi |

−1ϕ̃i(wiF)





∑

x∈gF

qgn2+gdimCG(x)
k∏

i=1

Rg
twi

(ηi)(x)

= qgn2−n2+ 1
2

∑

i dimOi

∑

(w1,...,wk)∈WL1×···×WLk





k∏

i=1

ǫGǫLi |WLi |
−1ϕ̃i(wiF)





∑

x∈gF

qgdimCG(x)
k∏

i=1

Rg
twi

(ηi)(x).

SincedO/2 = gn2 − n2 + 1+ 1
2

∑

i dimOi , we need to see that:

(q− 1)
∑

x∈gF

qgdimCG(x)
k∏

i=1

Rg
twi

(ηi)(x) = q
∑

x∈GF

qgdimCG(x)
k∏

i=1

RG
Twi

(θi)(x).

Since the functionsRG
Twi

(θi) andRg
twi

(ηi) are constant respectively on conjugacy classes and adjoint orbits,
we need to verify that for a given typeω ∈ Tn:

(q− 1)
∑

x∼ω

k∏

i=1

Rg
twi

(ηi)(x) = q
∑

x∼ω

k∏

i=1

RG
Twi

(θi)(x). (6.9.1)

wherex ∼ ω means that theG-conjugacy class ofx is of typeω. Let (M,C) with M an F-stable Levi
subgroup andC anF-stable nilpotent orbit ofm such that theGF -conjugacy class of (M,C) corresponds to
ω as in§6.8. Recall thatx ∈ gF is of type (M,C) if there existsy in theGF -orbit of x such thatM = CG(ys)
andyn ∈ CF . Similarly, an elementx ∈ GF is of type (M,C) if there existsy in theGF-orbit of x such that
M = CG(ys) andyu − 1 ∈ CF .
Then the proof of Formula (6.9.1) reduces to the proof of the following identity:

(q− 1)
∑

z∈(zm)F
reg

k∏

i=1

Rg
twi

(ηi)(z+ v) = q
∑

z∈(ZM )F
reg

k∏

i=1

RG
Twi

(θi)(zu)
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wherev is a fixed element inCF andu = v+ 1. By formulas (6.5.2) and (6.5.4) we have
Rg
twi

(ηi)(z+ v) = |MF |−1∑
{h∈GF | z∈htwi h

−1} Q
M
hTwi h

−1(u) ηi(h−1zh),

RG
Twi

(θi)(zu) = |MF |−1∑
{h∈GF | z∈hTwi h

−1} Q
M
hTwi h

−1(u) θi(h−1zh),

SinceCG(z) = M, we have{h ∈ GF | z ∈ htwi h
−1} = {h ∈ GF | hTwi h

−1 ⊂ M}. We thus have:

∑

z∈(zm)F
reg

k∏

i=1

Rg
twi

(ηi)(z+ v) =
∑

h1,...,hk





k∏

i=1

|MF |−1QM
hiTwi h

−1
i

(u)





∑

z∈(zm)F
reg

k∏

i=1

ηi(h−1
i zhi)

where the first sum runs over the set
∏k

i=1{h ∈ GF | hTwi h
−1 ⊂ M}. Similarly we have

∑

z∈(ZM)F
reg

k∏

i=1

RG
Twi

(θi)(zu) =
∑

h1,...,hk





k∏

i=1

|MF |−1QM
hiTwi h

−1
i

(u)





∑

z∈(ZM )F
reg

k∏

i=1

θi(h−1
i zhi).

The inclusionhiTwi h
−1
i ⊂ M implies thatZM ⊂ hiTwi h

−1
i ⊂ hiLih−1

i . By Lemma 6.8.4, the character
(∏k

i=1
hiηi
)

|zm is a generic character ofzm and so by Proposition 6.8.3 we have

∑

z∈(zm)F
reg

k∏

i=1

ηi(h−1
i zhi) = qKo

M .

Similarly, by Proposition 6.8.5 we have

∑

z∈(ZM )F
reg

k∏

i=1

θi(h−1
i zhi) = (q− 1)Ko

M.

�

When the tuples (X1, . . . ,Xk) and (OF
1 , . . . ,O

F
k ) are not generic we do not have such a nice relation be-

tween mulitplicities. For instance let us choose (X1, . . . ,Xk) and (OF
1 , . . . ,O

F
k ) to be respectively unipotent

and nilpotent of same type. With the notation in the proof of the theorem we haveLi = G for all i and the
linear charactersηi andθi are the trivial characters. Then

∑

z∈(zm)F
reg

k∏

i=1

ηi(h−1
i zhi) =

∣
∣
∣ (zm)F

reg

∣
∣
∣ ,

∑

z∈(ZM )F
reg

k∏

i=1

θi(h−1
i zhi) =

∣
∣
∣ (ZM)F

reg

∣
∣
∣ .

Hence, unlike the generic case, the relation between these two terms invloves the rational function|
(zm)F

reg |
| (ZM )F

reg |
which depends onM. The independence ofM is crucial as we obtain the multiplicities by summing over
M.

6.10 Multiplicities and symmetric functions

6.10.1 Definitions

Considerk separate setsx1, x2, . . . , xk of infinitely many variables and denote byΛk := Q(q) ⊗Z Λ(x1) ⊗Z
· · · ⊗Z Λ(xk) the ring of functions separately symmetric in each setx1, x2, . . . , xk with coefficients inQ(q)
whereq is an indeterminate. OnΛ(xi) consider the Hall pairing〈 , 〉i that makes the set{mλ(xi)}λ∈P of
monomial symmetric functions and the set{hλ(xi)}λ∈P of complete symmetric functions dual bases. OnΛk,
put 〈 , 〉 =

∏

i〈 , 〉i .
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Consider
ψn : Λk[[T]] → Λk[[T]] , f (x1, . . . , xk; q,T) 7→ f (xn

1, . . . , x
n
k; qn,Tn)

where we denote byxd the set of variables{xd
1, x

d
2, . . . }. Theψn are called theAdams operations.

DefineΨ : TΛk[[T]] → TΛk[[T]] by

Ψ( f ) =
∑

n≥1

ψn( f )
n

.

Its inverse is given by

Ψ−1( f ) =
∑

n≥1

µ(n)
ψn( f )

n

whereµ is the ordinary Möbius function.
Following Getzler [15] we define Log : 1+ TΛk[[T]] → TΛk[[T]] and its inverse Exp :TΛk[[T]] →

1+ Λk[[T]] as

Log( f ) = Ψ−1 (log( f )
)

and
Exp(f ) = exp(Ψ( f )) .

6.10.2 Cauchy function

For an infinite set of variablex, the transformed Hall-Littlewood symmetric functioñHλ(x, q) ∈ Λ(x) ⊗Z
Q(q) is defined as

H̃λ(x, q) :=
∑

λ

K̃νλ(q)sν(x)

whereK̃νλ(q) = qn(λ)Kνλ(q−1) is the transformed Kostka polynomial [42, III (7.11)].
For a partitionλ, put

Hλ(q) :=
qg〈λ,λ〉

aλ(q)

whereaλ(q) denotes the cardinality of the centralizer of a unipotent element of GLn(Fq) with Jordan form
of typeλ [42, IV, (2.7)]. Define thek-points Cauchy function

Ω(q) :=
∑

λ∈P





n∏

i=1

H̃λ(xi, q)



Hλ(q)T |λ|.

It leaves in 1+ TΛk[[T]]. These functions were considered by Garsia and Haiman [14].
Given a family of symmetric functionsuλ(x, q) indexed by partitions, we extend its definition to a type

ω = (d1, ω
1) · · · (dr , ω

r ) ∈ Tn by uω(x, q) :=
∏r

i=1 uωi (xdi , qdi ).
For a multi-typeω = (ω1, . . . , ωk) ∈

(

Tn
)k, putuω := uω1(x1, q) · · ·uωk(xk, q) ∈ Λk.

Recall thatλ′ denotes the dual partition ofλ. For a typeω = (d1, λ1) · · · (dr , λr ), we denote byω′ the
type (d1, λ

′
1) · · · (dr , λ

′
r ).

Letω = (ω1, . . . , ωk) ∈
(

Tn
)k with ωi = (di

1, ω
1
i ) · · · (di

r i
, ωr i

i ) and define

Hω(q) := (−1)r(ω)(q− 1)
〈

sω′ , Log
(

Ω(q)
)〉

(6.10.1)

wherer(ω) := kn+
∑

i, j |ω
j
i | and where

〈

sω′ , Log
(

Ω(q)
)〉

is the Hall pairing ofsω′ with the coefficient of
Log
(
Ω(q)
)

in Tn.
Note that if the degreesd j

i are all equal to 1, thenr(ω) = 2kn.
We rewrite Formula (6.10.1) in some special cases:
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6.10.3 The split semisimple case

We say thatω ∈ Tn is asemisimple typeif it is the type of a semisimple adjoint orbit ofgFn (or equivalently
the type of a semisimple character ofGF ). It is then of the form (d1, (1n1)) · · · (dr , (1nr )). If moreoverω is
split, i.e.,di = 1 for all i, thenλ = (n1, . . . , nr ) is a partition ofn and any partition ofn is obtained in this
way from a unique split semisimple type ofTn. Note that for a split semisimple typeω with corresponding
partitionλ, we havesω′ (x) = hλ(x).

For a multipartitionλ = (λ1, . . . , λk) ∈ (Pn)k with corresponding split semisimple multitypeω ∈ (Tn)k

we putHss
λ

(q) := Hω(q). Then Formula (6.10.1) reads

Hss
λ (q) = (q− 1)

〈

hλ, Log(Ω(q))
〉

.

Since{hλ} and{mλ} are dual bases with respect to the Hall pairing, we may recover Ω(q) fromHss
λ

(q)
by the formula

Ω(q) = Exp





∑

n≥1

∑

λ∈(Pn)k

Hss
λ

(q)

q− 1
mλT

n




. (6.10.2)

6.10.4 The nilpotent case

We say that a typeω ∈ Tn is nilpotent if it is the type of a nilpotent adjoint orbit ofgF (or the type of
a unipotent character ofGF ) in which case it is of the formω = (1, λ) for some partitionλ of n, and
sω(x) = sλ(x).

For a multipartitionλ = (λ1, . . . , λk) ∈ (Pn)k, we putHn
λ
(q) := Hω(q), whereω = ((1, λ1), . . . , (1, λk)).

Since the base{sλ}λ∈P is auto-dual, we recoverΩ(q) from theHn
λ
(q) by the formula

Ω(q) = Exp





∑

n≥1

∑

λ∈(Pn)k

Hn
λ′

(q)

q− 1
sλT

n




. (6.10.3)

6.10.5 The regular semisimple case

We say that a typeω ∈ Tn is semisimple regular if it is the type of a semisimple regular adjoint orbit
of GF (or the type of an irreducible Deligne-Lusztig character, see §6.6). Then it is of the formω =
(d1, 1) · · · (dr , 1) and soλ = (d1, . . . , dr) is a partition ofn. In this case, the fonctionsω(x) is the power
symmetric functionpλ(x).

For a multipartitionλ with corresponding regular semisimple multitypeω, we use the notationHrss
λ

(q)
andr(λ) instead ofHω(q) andr(ω).

Recall that for any two partitionsλ, µ, we have〈pλ(x), pµ(x)〉 = zλδλµ.
Then we recoverΩ(q) fromHrss

λ
(q) by the formula

Ω(q) = Exp





∑

n≥1

∑

λ∈(Pn)k

(−1)r(λ)Hrss
λ

(q)

(q− 1)zλ
pλT

n




. (6.10.4)

6.10.6 Multiplicities

Let (X1, . . . ,Xk) be a generic tuple of irreducible characters ofGF of typeω = (ω1, . . . , ωk) ∈ (Tn)k.

Theorem 6.10.1.We have
〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉GF = Hω(q).
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If the irreducible charactersX1, . . . ,Xk are all split semisimple with corresponding multipartition µ ∈
(Pn)k, thenHω(q) = (q− 1)〈hµ, Log(Ω(q))〉 by §6.10.3. Hence in the split semisimple case, this theorem is
exactly [18, Theorem 6.1.1].

Since the main ingredient [18, Theorem 4.3.1(2)] in the proof of [18, Theorem 6.1.1] is available for
any typeω ∈ Tn, we may follow line by line the proof of [18, Theorem 7.1.1] for arbitrary types (not
necessarily split semisimple) to obtain the formula of Theorem 6.10.1.

Remark6.10.2. The theorem shows that the multiplicities of generic irreducible characters depend only
on the types and not on the choices of irreducible charactersof a given type. Note thatHω(q) is clearly a
rational function inq with rational coefficients. On the other hand by Theorem 6.10.1, it is also an integer
for infinitely many values ofq. HenceHω(q) is a polynomial inq with rational coefficients.

7 Poincaŕe polynomials of quiver varieties and multiplicities

Unless specifiedK is an arbitrary algebraically closed field.
For i = 1, . . . , k let Li ,Pi , σi ,Ci ,Σi ,Oi be as in§5.3. PutMi := CGLn(σi) andM := M1 × · · · × Mk.
We assume that (O1, . . . ,Ok) is generic.

7.1 Decomposition theorem and Weyl group action

Let ρ : VL ,P,Σ → VO and p :OL ,P,Σ → O be the canonical projective maps (see Diagram (5.3.1)). For
an irreducible characterχ = χ1 ⊗ · · · ⊗ χk of the Weyl groupWM = WM1 × · · · × WMk we put Oχ =

(gln)2g × Oχ1 × · · · × Oχk where for eachi = 1, . . . , k, Oχi is the unique adjoint orbit contained inOi

corresponding to the characterχi via the Springer correspondenceC.
By Proposition 6.4.1, we have

p∗
(

IC
•

OL ,P,Σ

)

≃ IC
•

O ⊕





⊕

χ∈(Irr WM )∗
Aχ ⊗ IC

•

Oχ




(7.1.1)

where (IrrWM )∗ := (Irr WM ) − {χo} and

Aχ = HomWM

(

IndWM
WL

(VC),Vχ

)

with VC :=
⊗

i VCi .

Proposition 7.1.1. We have

(ρ/PGLn)∗
(

IC•
QL ,P,Σ

)

≃ IC•
QO
⊕





⊕

χ∈(Irr WM )∗
Aχ ⊗ IC

•

QOχ




. (7.1.2)

The action ofWM (L ,C) on the Aχ’s (see§6.4) induces thus an action ofWM (L ,C) on the com-
plex (ρ/PGLn)∗

(

IC•
QL ,P,Σ

)

and so on the hypercohomologyHi
c

(

QL ,P,Σ,IC
•
QL ,P,Σ

)

= IH i
c(QL ,P,Σ, κ). For v ∈

WM (L ,C), we denote byθv : (ρ/PGLn)∗
(

IC
•

QL ,P,Σ

)

≃ (ρ/PGLn)∗
(

IC
•

QL ,P,Σ

)

the corresponding automorphism.

Proof of Proposition 7.1.1.By applying the proper base change to the top right square of the diagram
(5.3.1), it follows from the isomorphism (7.1.1) and Theorem 5.4.1 that

ρ∗
(

IC•
VL ,P,Σ

)

≃ IC•
VO
⊕





⊕

χ∈(Irr WM )∗
Aχ ⊗ IC

•

VOχ




. (7.1.3)
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Since the quotient mapsp1 : VL ,P,Σ → QL ,P,Σ and p2 : VO → QO are principal PGLn-bundles
they are smooth and so we have (p2)∗

(

IC•QO

)

≃ IC•VO
and (p1)∗

(

IC•QL ,P,Σ

)

≃ IC•VL ,P,Σ
. Applying the

decomposition theorem toρ/PGLn (Theorem 3.1.2) and the base change theorem we see that ifIC•Z,ζ [r]

is a direct summand of (ρ/PGLn)∗
(

IC•
QL ,P,Σ

)

then (p2)∗
(

IC•Z,ζ

)

= IC•p−1
2 (Z),(p2)∗(ζ) is (up to a shift) a direct

summand ofρ∗
(

IC•
VL ,P,Σ

)

and so we must haveZ = QOχ
for someχ andζ = κ. It is also clear thatIC•

QOχ

appears in (ρ/PGLn)∗
(

IC•
QL ,P,Σ

)

with the same multiplicity asIC•
VOχ

in ρ∗
(

IC•
VL ,P,Σ

)

. �

Recall thatdO denotes the dimension ofQO. Putrχ = (dOχ
− dO)/2.

When (L ,P,Σ) is defined overFq the Proposition 7.1.1 can be made more precise as follows.

Proposition 7.1.2. If K = Fq and if (L ,P,Σ) is defined overFq , then the isomorphism

(ρ/PGLn)∗
(

IC•
QL ,P,Σ

)

≃ IC•
QO
⊕





⊕

χ∈(Irr WM )∗
Aχ ⊗ IC

•

QOχ
(rχ)




.

is defined overFq. In particular for v∈WM (L ,C), we have

X
(ρ/PGLn )∗

(

IC•
QL ,P,Σ

)

,θv◦ϕ̃
= XIC•

QO
+
∑

χ∈(Irr WM )∗
Tr (v |Aχ) q−r τ̃XIC•

QOχ
(7.1.4)

whereϕ̃ : F∗
(

π∗
(

IC•
VL ,P,Σ

))

≃ π∗
(

IC•
VL ,P,Σ

)

is the canonical isomorphism induced by the unique isomor-

phismϕ : F∗
(

IC•
QL ,P,Σ

)

≃ IC•
QL ,P,Σ

which induces the identity onH−dO
x

(

IC•
QL ,P,Σ

)

when x∈ Qo
L ,P,Σ(Fq).

Proof. It follows from the last assertion of Proposition 5.3.1 and the discussion at the end of§6.4.
�

We can proceed as in Göttsche and Soergel [16] to prove the following proposition from the mixed
Hodge module version of the isomorphism (7.1.2).

Proposition 7.1.3. AssumeK = C. Then

IH i
c
(

QL ,P,Σ,Q
)

≃ IH i
c
(

QO,Q
)

⊕





⊕

χ∈(Irr WM )∗
Aχ ⊗

(

IH
i+2rχ
c
(

QOχ
,Q
)

⊗ Q(rχ)
)




(7.1.5)

is an isomorphism of mixed Hodge structures.

7.2 A lemma

Assume thatK = Fq. Recall thatF : gln → gln denotes the standard Frobenius endomorphism so that
(gln)F = gln(Fq).

Assume that (O1, . . . ,Ok) is F-stable. We do not assume that the eigenvalues of the adjointorbitsOi ’s
are inFq.

Lemma 7.2.1. We have

|PGLn(Fq)| ·
∑

x∈QO(Fq)

XIC•QO
(x) =

∑

x∈VO(Fq)

XIC•VO
(x) =

〈

Θ ⊗ F gln
(

XIC•
O1

)

⊗ · · · ⊗ F gln
(

XIC•
Ok

)

, 1
〉

gln(Fq)

whereΘ : gln(Fq)→ κ, x 7→ qgn2+gdimCGLn (x).
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Proof. We continue to denote byF the induced Frobenius endomorphism onVO. We will use the notation
VF

O instead ofVO(Fq). Let q : VO → QO be the quotient map. Since PGLn(Fq) acts freely onVO it
induces an injective mapVF

O/PGLn(Fq) → QF
O. Since PGLn(Fq) is connected, anyF-stable orbit ofVO

has a rational point. Hence the above map is also surjective.As q is a principal PGLn-bundle we have
q∗(IC•QO

) ≃ IC•VO
and soXIC•VO

(x) = XIC•QO
(y) wheneverq(x) = y. We thus deduce the first equality.

If i : VO →֒ O denotes the inclusion, then by Proposition 5.4.3 we haveIC•VO
= i∗

(

IC•O
)

=

i∗
(

κ⊠ 2g
⊠ IC•

O1
⊠ · · · ⊠ IC•

Ok

)

whereκ is the constant sheaf on GLn andκ⊠ 2g := κ ⊠ · · · ⊠ κ (2g times).

Hence forx = (a1, b1, . . . , ag, bg, x1, . . . , xk) ∈ VF
O, we have

XIC•VO
(x) = XIC•

O1
(x1) · · ·XIC•

Ok
(xk).

Forz ∈ glFn , put

Ξ(z) := ♯





(a1, b1, . . . , ag, bg) ∈ (glFn )2g

∣
∣
∣

∑

i

[ai , bi] = z





.

Hence
∑

x∈VF
O

XIC•VO
(x) =

∑

(x1,...,xk)∈
(

O1×···×Ok

)F

Ξ(−(x1 + · · · + xk)) XIC•
O1

(x1) · · ·XIC•
Ok

(xk)

=
(

Ξ ∗ XIC•
O1
∗ · · · ∗ XIC•

Ok

)

(0).

By Formula (6.5.3) we have
|glFn | · f (0) =

∑

x∈glFn

F gln( f )(x)

for any f ∈ Fun(glFn ). We deduce that
∑

x∈VF
O

XIC•VO
(x) = |glFn |

−1
∑

x∈glFn

F gln(Ξ)(x)F gln
(

XIC•
O1

)

(x) · · · F gln
(

XIC•
Ok

)

(x).

=

〈

F gln(Ξ) ⊗ F gln
(

XIC•
O1

)

⊗ · · · ⊗ F gln
(

XIC•
Ok

)

, 1
〉

glFn

It remains to see thatF gln(Ξ) = Θ.
For x ∈ glFn , we have

F gln(Ξ)(x) =
∑

y

Ψ (µ(x, y))Ξ(y)

=
∑

(a1,b1,...,ag,bg)∈ (glFn )2g

Ψ



µ



x,
g∑

i=1

[ai, bi ]









=
∑

(a1,b1,...,ag,bg)∈ (glFn )2g

g∏

i=1

Ψ (µ(x, [ai , bi]))

=
∑

(a1,b1,...,ag,bg)∈ (glFn )2g

g∏

i=1

Ψ (µ(x, [ai , bi]))

=





∑

a,b∈glFn

Ψ (µ(x, [a, b]))





g

=





∑

a∈glFn

∑

b∈glFn

Ψ (µ([x, a], b))





g

=
(

|Cgln(x)F | · |glFn |
)g
= Θ(x).
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�

Proposition 7.2.2.Assume thatΣ is a reduced to a point and that(L ,P,Σ) is defined overFq. The varieties
VL ,P,Σ andQL ,P,Σ are polynomial count. Moreover,

|QL ,P,Σ(Fq)| =
|VL ,P,Σ(Fq)|

|PGLn(Fq)|
.

Proof. The second assertion follows from the fact that PGLn is connected and acts freely onVL ,P,Σ, see
beginning of the proof of Lemma 7.2.1.

We only prove the first assertion forQL ,P,Σ as the proof forVL ,P,Σ will be similar.
SinceΣ is a point we haveQL ,P,Σ = Q

o
L ,P,Σ and so the varietyQL ,P,Σ is nonsingular by Corollary 5.3.8.

HenceIC•QL ,P,Σ
is the constant sheafκ concentrated in degree 0. By Formula (7.1.4) applied withv = 1, we

thus have
X(ρ/PGLn )∗(κ) = XIC•QO

+
∑

χ∈(Irr WM )∗

(

dimAχ

)

q−rχXIC•QOχ
. (7.2.1)

By Grothendieck trace formula we have
∑

x∈QF
O

X(ρ/PGLn )∗(κ)(x) = |QL ,P,Σ(Fq)|.

By Lemma 7.2.1, Theorem 6.9.1 and Theorem 6.10.1, we see thatthere exists a rational functionQ ∈ Q(T)
such that for anyr ∈ Z>0 ∑

x∈QFr
O

XIC•QO
(x) = Q(qr).

By integrating Formula (7.2.1) overQF
O, we deduce that

|QL ,P,Σ(Fqr )| = P(qr)

for someP ∈ Q(T). SinceP(qr) is an integer for allr ∈ Z>0, the rational functionP must be a polynomial
with rational coefficients. �

7.3 The split case

In order to use Theorem 4.1.5 we assume thatK = C. As in [18, Appendix 7.1], we may define a
finitely generated ring extensionR of Z and ak-tuple ofR-schemes (O1, . . . ,Ok) such thatOi is a spread-
ing out ofOi and such that for any ring homomorphismϕ : R → Fq into a finite fieldFq, the tuple
(

O
ϕ
1 (Fq), . . . ,Oϕ

k (Fq)
)

is a generic tuple of adjoint orbits ofgln(Fq) of same type as (O1, . . . ,Ok). Denote
by VO theR-scheme defined from (O1, . . . ,Ok) asVO was defined from (O1, . . . ,Ok) (in the semisimple
case this is written in details in [18, Appendix A]), and letQO be the affine quotientBO//PGLn. ThenVO

is a spreading out ofVO. Recall (see for instance Crawley-Boevey and van den Bergh [9, Appendix B])
that the standard constructions of GIT quotients are compatible with base change forRsufficiently “large”,
namely in our case we haveQϕO = V

ϕ
O//PGLn for any ring homomorphismϕ : R→ k into a fieldk.

Theorem 7.3.1. The cohomology group IHic
(

QO,C
)

vanishes if i is odd. For any ring homomorphism
ϕ : R→ Fq we have

Pc (QO, q) =
∑

x∈Qϕ
O(Fq)

XIC•
Q
ϕ
O (Fq)

(x)

where Pc(X, q) :=
∑

i dim
(

IH2i
c (X,C)

)

qi .
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Theorem 7.3.2. If not empty, the varietyQO is pure.

Proof. Let θ be generic with respect tovO. SinceQO , ∅, by Theorem 5.2.6, we haveQo
O , ∅ and so

Ms
ξO

(vO) ≃ Qo
O is also not empty. The canonical projective mapMξO,θ(vO) → QO is then a resolution of

singularities by Theorem 4.1.4 and so the groupIH i
c(QO,C) is a direct summand ofH i

c(MξO,θ(vO),C) as a
mixed Hodge structure. By Theorem 4.1.5, the varietyMξO,θ(vO) is pure, hence so isQO. �

Proof of Theorem 7.3.1.By §7.1 and Proposition 7.2.2, the varietyQO satisfies the condition of Theorem
3.3.2. Hence the theorem follows from Proposition 3.3.3 andTheorem 7.3.2. �

Let m : T̃n → Tn be the map that sends ˜ω = ω1 · · ·ωr ∈ T̃n to (1, ω1) · · · (1, ωr) ∈ Tn, and denote bymk

the map (m, . . . ,m) : (T̃n)k → (Tn)k.
Recall (see§6.8) that a generic tuple of irreducible characters of GLn(Fq) of a given typeω ∈ (Tn)k

always exists assuming that char(Fq) andq are large enough.
We have the following relation between multiplicities and Poincaré polynomials of quiver varieties.

Theorem 7.3.3.Let ω̃ be the type of(O1, . . . ,Ok) and letFq be a finite field such that there exists a ring
homomorphism R→ Fq. Then for any generic tuple(X1, . . . ,Xk) of irreducible characters ofGLn(Fq) of
type mk(ω̃) we have

Pc(QO, q) = qdO/2 〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉 .

Remark7.3.4. In the above theorem the existence of a ring homomorphismR→ Fq guaranty the existence
of a generic tuple of irreducible characters of GLn(Fq).

Proof of Theorem 7.3.3.Fix a ring homomorphismϕ : R→ Fq. To alleviate the notation we useOi instead
of Oϕi (Fq). From Theorem 7.3.1 and Lemma 7.2.1, we have

Pc(QO, q) =
1

|PGLn(Fq)|

〈

Θ ⊗ F gln
(

XIC•
O1

)

⊗ · · · ⊗ F gln
(

XIC•
Ok

)

, 1
〉

.

Hence Theorem 7.3.3 follows from Theorem 6.9.1 �

From the above theorem and Theorem 6.10.1 we deduce the following result.

Corollary 7.3.5. Assume that(O1, . . . ,Ok) is of typeω̃ ∈ (T̃n)k. Then

Pc (QO, q) = qdO/2Hmk(ω̃)(q).

7.4 The general case

HereK = C. Fix w ∈WM (L ,C) and put

Pw
c
(

QL ,P,Σ; q
)

:=
∑

i

Tr
(

w
∣
∣
∣ IH2i

c
(

QL ,P,Σ,C
) )

qi .

We now explain how to associate a multitypeω = (ω1, . . . , ωk) ∈ (Tn)k from the triple (L ,C,w).
Let wi be the coordinate ofw in WMi (Li ,Ci). In §4.3.2 we showed how to associate to (Li ,Ci) a type

ω̃i ∈ T̃n. Write

ω̃i = ω
1
i · · ·ω

1
i

︸    ︷︷    ︸

di,1

ω2
i · · ·ω

2
i

︸    ︷︷    ︸

di,2

· · ·ωr i
i · · ·ω

r i
i

︸     ︷︷     ︸

di,ri

with ω j
i , ω

s
i if j , s. The groupWGLn(Li ,Ci) is then isomorphic toWω̃i =

∏r i
j=1 Sdi, j and so the conjugacy

classes ofWGLn(Li ,Ci) are in bijection withH−1(ω̃i) ⊂ Tn, see§4.3.1. Hence towi ∈ WMi (Li ,Ci) ⊂
WGLn(Li ,Ci) corresponds a unique element inH−1(ω̃i) which we denote byωi .
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7.4.1 The main theorem

Let Rbe the finitely generated ring extension ofZ considered in§7.3. The main theorem of the paper is the
following one.

Theorem 7.4.1.LetFq be a finite field such that there exists a ring homomorphim R→ Fq. Let(X1, . . . ,Xk)
be a generic tuple of irreducible characters ofGLn(Fq) of typeω. Then

Pw
c
(

QL ,P,Σ; q
)

= qdO/2 〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉 .

Remark7.4.2. Assume thatw = 1, i.e., the degree of the typesωi are all equal to 1. By Theorem 7.3.3, we
have

Pc(QS; q) = qdS/2 〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉 .

whereS = (gln)2g × S1 × · · ·Sk with (S1, . . . ,Sk) a generic tuple of adjoint orbits ofgln of typeω̃. Hence
by Theorem 7.4.1 we have

Pc
(

QL ,P,Σ; q
)

= Pc(QS; q).

From Theorem 6.10.1 we deduce the following identity.

Corollary 7.4.3.
Pw

c
(

QL ,P,Σ; q
)

= qdO/2Hω(q).

7.4.2 Proof of Theorem 7.4.1

By (7.1.5) we have

Pw
c (QL ,P,Σ; q) = Pc(QO; q) +

∑

χ∈(Irr WM )∗
Tr (w |Aχ)q

−r(χ)Pc(QOχ
; q). (7.4.1)

To alleviate the notation, for eachτ ∈ (Tn)k we choose a generic tuple (X1, . . . ,Xk) of irreducible characters
of typeτ and we putRτ := X1 ⊗ · · · ⊗ Xk. For τ̃ ∈ (T̃n)k we denoteRτ̃ instead ofRmk(τ̃).

Now for each irreducible characterχ of WM we denote by ˜τχ the type ofOχ and we denote simply by
τ̃ the type ofO. By Theorem 7.3.3 we have

Pc(QOχ
; q) = qdOχ /2

〈

Λ ⊗ Rτ̃χ , 1
〉

.

Hence we are thus reduced to prove the following identity

〈Λ ⊗ Rω〉 = 〈Λ ⊗ Rτ̃〉 +
∑

χ∈(Irr WM )∗
Tr (w |Aχ)

〈

Λ ⊗ Rτ̃χ , 1
〉

.

By Theorem 6.10.1 we need to see that

Hω(q) = Hτ̃(q) +
∑

χ∈(Irr WM )∗
Tr (w |Aχ)Hτ̃χ(q) (7.4.2)

whereHτ̃(q) := Hmk(τ̃)(q).
From the definition ofHω(q) (cf. Formula (6.10.1)) we are reduced to the following problem on Schur

functions{sω(x)}ω∈Tn:
Let L,C,M,O,Aχ be as in§6.4. Forχ ∈ Irr WM, denote by ˜τχ ∈ T̃n the type ofOχ (with the convention

that τ̃1 = τ̃). Let ω̃ ∈ T̃n be the type associated to (L,C). Fix w ∈ WM(L,C) and letω ∈ H−1(ω̃) ∈ Tn be
the type corresponding to (L,C,w). To prove Formula (7.4.2) it is enough to prove the following identity
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(−1)r(ω)sω′ (x) = sτ̃′(x) +
∑

χ∈(Irr WM )∗
Tr (w |Aχ)sτ̃′χ(x) (7.4.3)

where forν̃ = ν1ν2 · · · νr ∈ T̃n, sν̃(x) := sν1(x)sν2(x) · · · sνr (x) and wherer(ω) = n+
∑

i |ω
i |.

We now explain how to get Formula (7.4.3) from Proposition 6.2.5.
We may assume thatL =

∏r
j=1

(

GLnj,1 × · · · ×GLnj,sj

)

so thatM =
∏r

i=1 GLmi and GLnj,1×· · ·×GLnj,sj
⊂

GLmj . Then the nilpotent orbitC may be written as

C =
r∏

j=1

(

C j,1 × · · · ×C j,sj

)

with C j,l a nilpotent orbit ofglnj,l
. Letω j,l be the partition ofn j,l given by the size of the Jordan blocks of

C j,l , and for eachj = 1, 2, . . . , r, let ω̃ j ∈ T̃mj be the type given by the collection{ω j,l}l=1,...,sj .
Then

WM(L,C) ≃
r∏

j=1

Wω̃ j . (7.4.4)

Consider the map̃Fr : T̃m1×· · ·×T̃mr → T̃n whereF̃r (µ̃1, . . . , µ̃r ) is defined by re-ordering the partitions
in the concatenation of the types ˜µ1, . . . , µ̃r .

Example7.4.4. Consider the lexicographic ordering on partitions. Then the image of((3, 2, 1)(2, 1), (3,1))
by F̃2 : T̃9 × T̃4→ T̃13 is (3, 2, 1)(3, 1)(2,1).

Similarly we defineFr : Tm1 × · · · × Tmr → Tn.
We denote byS : T̃ → P the map which assigns to a typeλ1 · · ·λr ∈ T̃ the partition

∑r
i=1 λ

i .
Consider the following commutative diagram

Tm1 × · · · × Tmr

Hr
//

Fr

��

T̃m1 × · · · × T̃mr

Sr
//

F̃r

��

Pm1 × · · · × Pmr

Tn
H // T̃n

.

Note thatω̃ = F̃r (ω̃1, . . . , ω̃r ). Let w j be the coordinate ofw ∈ WM(L,C) in Wω̃ j . The elementw j

defines a unique elementω j ∈ H
−1(ν̃ j) ⊂ Tmi . Thenω = Fr (ω1, . . . , ωr ) and so

sω(x) = sω1(x) · · · sωk(x). (7.4.5)

For eachi = 1, 2, . . . , r, putτi = S(ω̃i) ∈ Pmi . Note that the collection of the partitionsτ1, . . . , τr gives
the type ˜τ of O.

Now for eachi = 1, 2, . . . , r, we have

sωi (x) =
∑

λEτi

cλωi
sλ(x)

and so

sω(x) =
∑

(λ1,...,λr )E(τ1,...τr )





∏

i

cλ
i

ωi



 sλ1(x) · · · sλr (x)

where (λ1, . . . , λr )E(τ1, . . . τr ) means thatλi
Eτi for all i = 1, . . . , r. Note that the set of sequences (λ1, . . . λr )

such that (λ1, . . . , λr )E(τ1, . . . τr ) is in bijection with the set{τ̃χ | χ ∈ Irr WM(L,C)}. The bijection associates
to a sequence (λ1, . . . λr ) the unique type given by the collection of partitionsλ1, . . . , λr . Moreover if
(λ1, . . . , λr ) corresponds toχ, we have

∏

i cλ
i

ωi
= Tr (w |Aχ) by Proposition 6.2.5, hence
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sω(x) =
∑

χ∈Irr WM

Tr (w |Aχ)sτ̃χ(x)

= sτ̃(x) +
∑

χ∈(Irr WM)∗
Tr (w |Aχ)sτ̃χ(x)

from which we deduce our Formula (7.4.3).

7.4.3 Application to multiplicities in tensor products

Assume that (X1, . . . ,Xk) is a generic tuple of irreducible characters of typeω. Theorem 7.4.1 has the
following consequences.

Theorem 7.4.5.We have:
(a) The multiplicity〈Λ⊗X1⊗ · · ·⊗Xk, 1〉 is a polynomial in q of degree dO/2 with integer coefficients (with
the convention that dO = −∞ if QO = ∅). If moreover the degrees of the charactersX1, . . . ,Xk are all split,
then the coefficients of that polynomial are positive.
(b) The coefficient of qdO/2 in 〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉 equals1.
(c) We have〈Λ⊗X1⊗ · · · ⊗ Xk, 1〉 , 0 if and only ifvO ∈ Φ(ΓO). If g = 0, thenvO is a real root if and only
if 〈X1 ⊗ · · · ⊗ Xk, 1〉 = 1.
(d) If g ≥ 1, we always have〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉 , 0.

Proof. Let us first see that ifQO , ∅ then dimIH2dO
c (QO,C) = 1. Consider a resolutionQL̂ ,P̂,{σ} →

QO. It is clear from Formula (7.4.1) applied tôL , P̂, {σ} instead ofL ,P,Σ that dimH2dO
c (QL̂ ,P̂,{σ},C) =

dim IH2dO
c (QO,C). ButQL̂ ,P̂,{σ} is irreducible by Theorem 5.3.7 and so dimH2dO

c (QL̂ ,P̂,{σ},C) = 1.
It is thus clear from Formula (7.4.1) thatPw

c
(

QL ,P,Σ; q
)

is a polynomial inq of degreedO with integer
coefficients and that the coefficient ofqdO is equal to 1. It is also clear that ifw = 1, then the coefficients
are positive. Henceq−dO/2Pw

c
(

QL ,P,Σ; q
)

= 〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉 satisfies the assertions (a) and (b) of the
theorem.

From what we just said it is clear that〈Λ ⊗ X1 ⊗ · · · ⊗ Xk, 1〉 , 0 if and only ifQO , ∅. Hence the
assertion (c) follows from Theorem 5.2.6 and Proposition 5.2.11.

Finally the assertion (d) follows from the assertion (c) andProposition 5.2.9.
�

Remark7.4.6. Note thatΛ does not contain all the irreducible characters of GLn(Fq). For instance it does
not contain the characterα ◦ det : GLn(Fq)→ κ× if α is a non-trivial characterF×q → κ×.
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