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Abstract:

River discharge and lake water storage are criéteghents of land surface hydrology,
but are poorly observed globally. The Surface Watel Ocean Topography (SWOT) satellite
mission will provide high-resolution measurementsmvater surface elevations with global
coverage. Feasibility studies have been undertédemelp define the orbit inclination and
repeat period. Preliminary error budgets have lweemputed for estimating instantaneous and
monthly river discharge from SWOT measurement®(srare assumed uncorrelated).

Errors on monthly discharge due to SWOT temporaigig were estimated using
gauges and their observation times for two SWOTt®mith different inclinations (78° and
74°). These errors have then been extrapolated/eéosrglobally. The 78° and 74° orbital
inclinations allow a good sampling frequency, avodhl aliasing and cover almost all the
continental surface. For a 22 day repeat orbiingles point at 72°N is sampled 11 and 16
times during one repeat period for the 78° and iiidfination orbit, respectively. Errors in
instantaneous discharge are below 25% for rivedemtihan 50 m (48% of all rivers). Errors
in monthly discharge are below 20% for rivers wiltainage areas larger than 7 000°km
(34% of all rivers).

A rough estimate of global lake storage change Ibesn computed. Currently
available satellite nadir altimetry data can onlpnitor 15% of the global lake volume
variation, whereas from 50% to more than 65% o tkariation will be observed by SWOT,

thus providing a significant increase in our knadge of lake hydrology.

Keywords: surface water; SWOT mission; river diggealake storage change; error.



1. Introduction

Surface and atmospheric water represents 0.4%eofvirld’s freshwater and 0.01%
of the total water on earth, respectively. Freslkewktkes and reservoirs account for 74.5% of
surface water; 1.8% resides in rivers; and the nedea is found in wetlands, soil, plants and
animals [1]. Rivers and lakes are a key componétitecontinental hydrological cycle and
are societally important. Between 1996 and 2006uaB0% of all natural disasters were of
meteorological or hydrological origin [2]. Since 6B a significant rise of water-related
extreme events (such as floods and windstormspbasrred [2]. These events dramatically
affect human societies; between 2000 and 2004, tharel.5 billion people were affected by
1,942 water-related disasters. During the last diecaconomic losses due to such disasters
have been estimated at $446 billion [2]. Theseeexér events are very challenging to predict.

Surface freshwater measurements are limited mtisily situ networks of gauges that
record water surface elevations at fixed pointa@laver channels. The spatial distribution of
gauges around the world is far from homogenousa@ally in developing nations [2]. Gauge
networks are implemented at the national level, dath availability depends on national
policy. Measurement accuracy is highly dependenthenmethod used and the state of the
river itself (gauge measurement accuracies decrggsgficantly during flood events and
gauges can be affected by external factors). Finalhen and where gauge time series are
available, they suffer from gaps in record, diffeses in processing and quality control [3].

Globally, the spatial and temporal distributionvwadter stored on the land surface and
moving through river channels is known only crudélyater movement in wetlands and
across floodplains throughout the world is esséntitmmeasured, significantly limiting our
understanding of flood processes. Satellite databeaused to complement in-situ networks

[4]. The height of water in rivers and lakes camiasured from nadir altimeters (ERS-1/2,



JASON-1/2, TOPEX/Poseidon), and water masks catiebged from optical data (Landsat,
MERIS, MODIS, SPOT) and SAR (Synthetic Aperture &adlata. The main limitations of
existing satellite datasets are their temporalsieperiods (10 to 30 days for altimeters) and
their spatial resolutions (for nadir altimetersyers must be wider than 1 km and their
coverage has large gaps).

In the near future, new satellite missions will la&inched to measure different
components of the hydrological cycle: snow packldd®egions Hydrology High-resolution
Observatory, CoRe-H20 mission and Deformation Estesy Structure and Dynamics of Ice,
DESDynl mission), soil moisture (Soil Moisture ActiPassive, SMAP mission and Soil
Moisture and Ocean Salinity, SMOS mission), grafigyd and large-scale water movement
(Gravity Recovery and Climate Experiment ll, GRAGEmission) and surface water
(Surface Water and Ocean Topography, SWOT missidrese missions will greatly increase
our knowledge of continental hydrology. Wide swattimetry measurements made by the
SWOT satellite mission will provide the potentiar fhigh-resolution characterization of
water surface elevations and will contribute touadamental understanding of the global
water cycle by providing global measurements oktrial surface water storage changes and
discharge, which are critical for present and feitalimate modelling. The SWOT mission
([4], [5]) benefits from the strong heritage of tBhuttle Radar Topography Mission (SRTM,
[6]), which occurred in February 2000 and allowedcompute the highest-resolution digital
elevation model of the Earth, and the Wide SwatkadcAltimeter (WSOA, [7]), which was
initially planned to be implemented on JASON 2 doefbeing cancelled.

The study presented here focuses on surface wadeolbgy that will be derived from
the SWOT mission. It aims at developing a methogiplm estimate the impact of different
sources of error on the products that will be dakd by the SWOT mission. This satellite is

not a gauge replacement mission and should be aggmowerful complement to in-situ



networks. Previous studies ([4], [8]) have revieweldich hydrologic parameters can be
measured with available satellite data and assatetcuracy; this paper presents quantitative
error estimates associated with the SWOT satetligsion. Different errors will affect SWOT
data and the derived discharge: errors due todtedlite itself (instrument noise, roll angle
error, phase error, error due to the orbit, todpatial and temporal resolution, etc.), due to
media delay error (ionosphere and wet troposphemsg¢ and due to ancillary data to
estimate discharge (river bathymetry, etc.). The\s{presented here focuses only on few of
them: error on the measured water elevation (assumebe equal to a 10 cm error as
requested in the science requirements, with nesyaic bias, which results from different
source of errors like instrumental noise, mediageétc.) and due to the temporal sampling.
Moreover, for simplicity and better understandifdgleeir impact, these two types of errors
are considered separately, even if in reality twdlyoccur at the same time and impact each

other.

2. The SWOT mission

2.1. Presentation of the mission

The SWOT mission will provide high-resolution mesunents of water surface
elevations over the ocean and continental surfaaterbodies. The main satellite payload is
the Ka-band Radar Interferometer (KaRIN), a widatswadar interferometer. Two antennas
separated by a 10 m boom will observe two grouratissvof 60 km on each side of the nadir
separated by 20 km (Figure 1). The distance betweetwo swaths will be partially covered
by the measurements from a nadir altimeter. Thensit pixel resolution will vary from 60

m (near range) to 10 m (far range) across-trackvaiticoe at best around 5 m along-track



(yet, this value will be a function of decorrelatiome). The satellite is currently planned to
be launched between 2013 and 2016 [9].

Over continents, the vertical accuracy for the wakght measurements will be 10
cm for a 1 kr pixel and the relative error on water body ardareged using SWOT water
mask will be smaller than 20% of the total watedyp@rea (SWOT science requirements).
Table 1 summarizes SWOT design parameters andcscreguirements for the hydrology
mission. Classical altimeters like TOPEX/PoseidodASON 1 and 2 can only observe the
water surface along their nadir, leading to 1D gldrack observations, which miss large
portions of rivers, lakes and wetlands [4]. SWOTI wiovide 2D maps of water elevation

with no gap during its nominal phase at an unprectsti horizontal resolution.

2.2. SWOT Orbits

The nominal lifetime of the mission is three yedrke first three months will be a
calibration-validation period (called ‘fast sampgjirphase’), and the remaining time will
correspond to the nominal phase of the mission.nidminal phase is a 22-day repeat orbit,
which will yield a global coverage of the earth.eTtast sampling phase corresponds to a 3-
day repeat orbit, allowing a more frequent reuisite but with incomplete global coverage
(Figure 2). The altitude of both orbits is approately 970 km.

In this study, both 74° and 78° orbital inclinattohave been considered. These two
inclinations have been selected as they allow a gaonpling frequency, avoid tidal aliasing
and cover almost all the continental surface (ette@most northern part of Greenland). The
main difference between these two inclinationfiesdoverage at high latitude (Figure 2). The

74° inclination yields more frequent revisits oetharctic basins; the 78° inclination samples



more of the high latitude oceans and ice sheets Whrk analyzed the differences in the

error budget for continental hydrology as a functod the orbit inclination and repeat period.

3. Rivers

Two primary sources of error associated with edimgadischarge from SWOT
measurements have been considered: 1) the impabe @WOT measurement error on the
instantaneous derived discharge product, and 2)ntpact of the SWOT time sampling on

the monthly discharge estimates (an hydrologic tjtyainequently used for seasonal studies).

3.1. Datasets

To study the impact of SWOT measurement errors sirmates of instantaneous
discharge, in-situ daily measurements of both disgd and water height measurements are
required. A total of 74 gauges, in major river basithat represent a variety of
hydroclimatological environments worldwide (Figu¢, were found to comply with the
needs of the study (i.e. with both discharge antemaeight measurements). These datasets
were obtained from the USGS (United States Gecddb@arvey, [10]) for North America, the
ANA (Agencia Nacional de Aguas, [11]), HyBAm (Hydgeodynamique actuelle du Bassin
Amazonien, [12]) for South America and the IWM (tihge of Water Modelling,
Bangladesh, [13]) for gauges on different river8angladesh.

To analyze the impact of the SWOT temporal samgplom monthly discharge
estimates, daily discharge time series on riveth different hydrological regimes have been
used. 216 in-situ daily discharge time series, wibthgaps for at least two years, have been

obtained from different institutions: USGS for NoAmerica gauges, ANA and HyBAm for



gauges in the Amazon basin, ArcticRIMS (Arctic Rapitegrated Monitoring System, [14])
for Arctic gauges and GRDC (Global Runoff Data @Cenf15]) for all the other gauges.
Gauge locations are shown in Figure 4.

In-situ data used in these two studies have be@asuned on natural rivers but also on
rivers which could be impacted by human activitypcially for mid-latitude rivers). At least
no data on artificial canal have been used andlatth have a seasonal cycle with some
interanual variability.

In order to plot SWOT errors derived from gaugkesm@ a global river network (see
section 3.2.2 for more details)), the HYDROlk datasbas been used

(http://edc.usgs.gov/products/elevation/gtopo30/bAdit is a globally consistent hydrologic

derivative dataset developed by the USGS, baseth@mworld GTOPO30 DEM (30 arc-
second digital elevation model) and includes elematiata, compound topographic index,

slope, flow direction, flow accumulation, draindggsins and streams.

3.2. Instantaneous discharge error estimate

3.2.1. Methodology

Discharge estimates are derived from SWOT's aceunaasurements of the water
surface elevation. The error associated with te&amtaneous discharge estimates depends on
the model used to derive discharge from water sarédevation. In this study, the relationship
between water elevation measured by SWOd3wdf) and discharge (Q) has been modelled
by a power law (equation 1) with constant paransefbr c and k). Note that other more
complex techniques have also been investigateddayqus studies to convert water height to

discharge, like assimilating SWOT measurementydrdulic model ([16], [17]).



Q=c*(HsworHo)" eq. 1

In equation 1, Klis the water elevation of the effective zero flmlose to the elevation of the
river bed). This equation is frequently used to ivderdischarge from in-situ stage
measurements in operational hydrology [18]. In #tigly, it has been assumed that the rating
curve does not vary in time. This is a limitatidntiee methodology used, as the coefficients
of the power law are dependent on the hydraulww flegime (magnitude of flow from high to
low), transition between gradually varied flow arapidly varied flow, vegetation growth,
change in channel shape, ... . Nevertheless, previem®te sensing studies have also
successfully used rating curves to convert watevation measured from nadir altimetry to
estimate discharge, with error on the instantanebssharge below 20% ([19], [20], [21],
[22]). These methods require using in-situ dischargasurements located near the satellite
ground tracks to compute rating curves betweertineéscharge and satellite measured water
height.

Our goal is to express the error on instantane@charge as a function of the error in
the SWOT measurement. IfoHs assumed to be known, the error on the rivethd&p-
HsworHo is only due to the error on the SWOT measuremdglor. Assuming that the
error on the discharge (Q) is due to independent®in D and in the model for Q, the error

on the discharge can be written as follows:

D
JQ:%5D+£Q eq. 2

wheregg is the model error, assumed to be independent fhenmeasurement err@D. In
evaluating the predictive power of various physupadntities to estimate discharge, Dingman
and Sharma [23] and Bjerklie et al. [24] showedt theodel errors are approximately
multiplicative. Therefore, model error can be méetehs follow:

£, =1Q eq. 3

wheren is the fractional model error. From equation &, plartial derivative is:



eq. 4

St

= bg
D
From equations 2 to 4, a simple prediction forfthetional discharge error is:
JQ — 2 +|b Jp ?
Q n ( D ] eq. 5
For the rest of this study, the error in river depstimation ¢p) is assumed to be equal to the
SWOT measurement error and is set to 10cm, theresbjprecision of the KaRIN instrument.

Equation 4 is obtained assuming that the coeffisief the rating curve are constants, which

is a main limitation of the methodology used.
3.2.2. Results

As described in Appendix A, discharge and wategleiime series from the gauges
presented in Figure 3 has allowed us to estima&dréttional model errop as 0.2 and thk
coefficient as 2.0. Consequently SWOT dischargerefso/Q) can be computed globally
using equation 5 and the river characteristicsvedrifrom HYDRO1k. First, however, river
depthD must be estimated for each HYDRO1k river segmehis Tan be done by using
drainage area estimates associated with HYDROHe€dd, a power law relationship between
drainage area and mean discharge has been desusgl 10,589 GRDC gauges globally.
Each continent was partitioned into 9 large-scalsirts according to the Pfafstetter system
[25] and different regression relationship was d@yed for each basin. Moreover, river depth
for each river segment was then estimated fromntiean discharge using a power law
relationship from Moody and Troutman [26]: D=0.27(the 95% confidence intervals for
the exponent and the multiplicative coefficientse gi0.38; 0.40] and [0.12; 0.63],
respectively). The Moody and Troutman’s regressias obtained with discharge data close

to the mean annual value. Figure 5 shows a maeofestimated errors in instantaneous
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SWOT discharge estimates for South America (foclthsge values around their annual
mean). For most of the rivers globally, dischargerels between 20% (the minimum error,
due to rating curve model used) and 30%.

Based on the work presented here (applying equétieith the fractional model error
n equal to 0.2 and thie coefficient equal to 2), it has been establisted for rivers deeper
than 0.9 m, the error in the instantaneous disehailty be below 30%. For rivers deeper than
1.3 m, the error will be below 25% (see appendixad especially figure A.3 for an

estimation of the sensitivity to the b coefficient)

3.3. Sampling issues

3.3.1. Methodology

The number of SWOT revisits per 22 day repeat osflitbe a function of latitude,
ranging from twice at the equator to more thantteres at high latitudes for the nominal
phase of the mission. Thus, while SWOT measuremeiitsnot provide daily discharge
estimates, they will be utilized to provide weekiypnthly, and seasonal discharge estimates.
The accuracy of these estimates will depend on ¢éeahsampling; for instance, monthly
discharge estimates will likely be more accurateafoiver with six revisits per 22 day repeat
orbit than for a river with two revisits. For exalapfor a location where a river is sampled
twice in the 22-day repeat cycle, if both overpassecurred during flood stage, an
overestimation of the monthly discharge based esdlobservations will occur. Likewise, in
some cases, SWOT may completely miss some evewiging to an error in estimates of
maximum or minimum monthly discharge. This studyesses these errors using daily in-situ

measurements from 216 river gauges around the v(Bitpire 4). For simplicity and better
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understanding of the impact of temporal samplingorerit is assumed that SWOT
measurements have already been converted to digcldata and error on the instantaneous
estimation of discharge is not taken into accoemgen if in reality they will impact each
other. This assumption is made because in-sitthdige time series are much more readily
available than those of water height. Since thersron the monthly discharge are expressed
in percentage, the results should be fairly simflar water height. Moreover, error on
estimating discharge from SWOT measurements isacteized in the previous section.

First, SWOT observation times were determined facheof the 216 gauges in the
dataset. Then, monthly discharge was estimated fsoth the entire time series of daily
measurements (defined as the ‘true’ monthly dispha@Qm) as well as from the discharge
only at SWOT measurement times (defined as the SWiOithly discharge, Qg&nor). Thus,

the error due to SWOT time sampling is given byaeigu 6.

O _ Std(de ~ QmSNOT)
Q mean(Q, ) €q. 6

3.3.2. General considerations in discharge sampling

In the previous section, the daily discharge isiass] to be representative of the truth
for computing monthly and seasonal discharge vaitialvhile many hydrologic events (like
rain events) occur at sub-daily time scales. Toestigate this issue, sub-daily discharge
variability in readily-available datasets was clotedzed. Hourly discharge time series for
122 gauges on the Ohio River and its tributarie<Ofio, West Virginia and Kentucky states)
were obtained from the USGS [10] (the shortest serges has a 1 year length and the longest
has an 18 years length). A Fourier transform wapeed for each gauge and the integrated
variance for frequencies above 1l/l1day was compated percentage of the integrated

variance for the frequencies above 1/365day. Theamwee is the square of the Fourier
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transform norm and the integrated variance fordesgies above 1/Xday is the integral of the
variance over all periods below X days. Figure ghaws the value of this variance for each
gauge as a function of drainage area. The variaaotined in periods shorter than one day
increases when the drainage area decreases. Tintsits/ely consistent with the idea that
smaller river basins are more sensitive to indigldarecipitation events.

The intrinsic SWOT pixel horizontal resolution vesifrom 10m to 60m across-track,
so the minimum river width seen by SWOT will bewrd 50m. The variance included in the
periods below one day as a function of the meagr fvidth at each gauge location is shown
in Figure 6.b. The mean river width was derivedfrine drainage area by using a power law
relationship, estimated for river width (derivedrfr Landsat images) and drainage area at
USGS gauge locations for the whole Ohio basin. rfEt&ionship used to calculate width is
given by: Width=1.62Are&* (’=0.96). Of the 122 gauges used, only 20 have a viigth
above 50m, for which the variance included in pasgibelow one day is uniformly less than 1
% (Table 2). The variance included in the peridusrter than 3 days, 5 days, 10 days and 20
days was also computed (Table 2). These resutisg@yr suggest that daily data can be used
as “truth” for rivers wider than 50m. A 5-day temnglosampling should be adequate to study
river discharge, at least for the Ohio and for nsveider than 50m, as periods greater than 5

days include 94% of the variance.

To investigate this last result, the methodologgcdbed in section 3.1 (with daily
discharge as truth) has been applied to a 5-daga¥0and 20-day sub-sampling (which are
regular samplings, unlike the SWOT irregular sangd). The mean error on the monthly
estimate for the 216 gauges is equal to 6%, 14%2&#84 for the 5-day, 10-day and 20-day
sub-sampling, respectively. A 5-day sampling, feer width above 50m, gives fairly similar

information compared to daily discharge. A 10-dayp-sampling leads to error on the
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monthly discharge around 15%. A sampling above dysds too coarse to give an accurate

estimate of the monthly discharge.

3.3.3. SWOT temporal sampling

The methodology described in section 3.3.1 wasieggb orbits with 74° and 78°
inclinations for both the nominal and the fast shngpphase (i.e., for four orbits, total). Three
different analyses were performed. Firstly, we gldied the number of times each gauge
location was sampled, and characterized the relstiip between the number of revisits and
latitude. Secondly, we calculated monthly dischager, and characterized these errors with
the upstream contributing area of the river measbsethe gauge. Thirdly, we summarized
the monthly discharge error; the first two analysese performed for the nominal phase
only, and the third analysis was performed for betminal and fast-sampling phase. All
analyses were performed for both 74° and 78° iatlm orbits. Figure 7 shows the
histogram of the number of observations at the @diiges during one repeat period (i.e. 22
days) for the 78° (Figure 7.a) and 74° (Figure mc)inations. For both orbits, the median
number of observations per 22 days is 3. For tlieadl 74° orbital inclinations, respectively
35.3% and 33.8% of gauges are seen twice (the mmimumber of observations) per repeat
period. Figures 7.b and 7.d show the number ofrgbiens for each gauge as a function of
latitude for the 78° and 74° inclinations, respedi. It is important to remember that the
choice of inclination will primarily impact the Higlatitude gauges. SWOT sampling is not
uniformly distributed in time during one repeat ipdr Depending on gauge location and
orbital inclination, some gauges may be observadetim two consecutive days and then not
be sampled again for the next 10 days, therefdextaig the monthly discharge error. On

average, the maximum time between two observatsoh3 days for both orbits.
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Monthly discharge errors have been plotted asietiion of the river drainage area for
each gauge location (see Figure 8 for the nomihak@). For the nominal phase the mean
monthly discharge error is 15% for the 78° inclhioatorbit and 14% for the 74° inclination
orbit. From these plots, it is also possible totfie mean and the maximum error on the
monthly discharge as a function of drainage aresshed blue and solid green curves,
respectively, Figure 8). The fit to the maximumoerwas estimated by least-squares error
minimization under the constraint that all datanp®ibe less than the polynomial prediction
(except for Figure 8.b where a point has been eeclas it was an outlier and the maximum
error fit would have been overestimated). It isstipossible to estimate the maximum and
mean error along each river even if no in-situ roeawents are available as long as the
drainage area can be estimated. There is a clediorship between monthly discharge error
and contributing area. For 78° and 74° inclinatarbits, rivers with drainage areas above
6 900 knf and 4 300 krh respectively, are expected to have monthly diggharror less than
20%. For comparison, the drainage area of the Wslbone river at Corwin Springs
(Montana) is equal to 6783 Knand the drainage area of the Hudson river at hadlew
York) is equal to 4310 kA{10]. An explanation of the clear decreasing ietethip between
error on the monthly discharge and drainage arethasflashiness of rivers with small
drainage area. Indeed, these rivers are more isengitindividual rain events and therefore
have rapid short term changes in streamflow, whrehnot correctly sampled by SWOT (and

sometimes not even seen by the satellite), leaditggh error on the monthly discharge.

Table 3 presents the mean error on the monthlyhdige for the 78° and 74°
inclination orbits for both nominal and fast samgliphases for all gauges. The mean error is
also shown separately for Arctic gauges (gaugeseab0°N latitude), as the mean difference

between the two inclinations is most important ighHhatitudes (Figure 7.b and 7.d). From

15



Table 3, it is apparent that there are no sigmficdifferences between 78° and 74°
inclinations. Thus, despite the greater number wfh hlatitude observations, the 74°
inclination orbit does not improve error on the riy discharge.

Using the HYDRO1k dataset to estimate the percentdgivers seen during the fast
sampling phase (the nominal phase does not havegapsyin its coverage), reveals that 39%

and 41% of the world rivers are seen by the 78°7Ztdnclination orbits, respectively.

In conclusion, the error on the monthly discharggineate due to SWOT time
sampling is expected to be around 15% for the nahphase and 3% for the fast sampling
phase. The study also shows there is almost nereifte between 74° and 78° inclination
orbits when computing the error on the monthly lkiésge, so for hydrologic studies, both

inclinations are appropriate.

4. Lakes

Over lakes, SWOT will provide estimates of watetunoe variations and a time
varying water mask. At present, there is a largeetainty on the total number of lakes in the
world [27], but SWOT measurements should greattiuce this uncertainty. Storage change
variations are a key term in the hydrologic watalahce. In this section, an attempt is made
to estimate the total annual storage change sunovedall lakes on earth and the percentage

of that change measureable by SWOT.

4.1. Data used

Three different datasets of yearly lake water lexagiation were used. The first one
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comes from TOPEX/Poseidon water elevation measureEmaver 12 African lakes from
Mercier et al. [28]. The second dataset include$a4s in North America measured in-situ
by the USGS. The last dataset is the World Lake alete (WLD,

http://www.ilec.or.jp/database/database.Ntavhich provides annual water level fluctuation

for 118 lakes, both regulated and unregulated.

4.2. Methodology

A simple approach is followed to estimate the tatahual lake water volume change.
For different bins of lake area between 0.001° kand 100,000 kA the number of lakes
whose area belongs to the different bins is eséichathen, an estimate of the annual lake
water level change for each bin is derived forttiree datasets presented in section 4.1, and
finally the water volume change for each bin is pated (equation 7).

Downing et al. [27] established a power-law relasioip between number of lakes and
lake area using 17,357 lakes, with areas from £Gkn378,119 krfi (the latter represents the
area of the Caspian Sea), from the Global LakesVegtthnds Database (GLWD) of Lehner
and Doll [29], which includes both natural lakesdamanmade reservoirs. Using this
relationship, they estimated that around 304 nmillakes have an area above 0.001KRhis
relationship has been used to estimate the nunfblekes in 71 lake area bins with a size
above 0.001 ki(Figure 9). The only issue is that for very latgke areas, if the bin is too
small, there is no lake in the bin. Therefore, his tstudy, the last two bins were chosen to
correspond to lakes with areas between 10,060&nd 100,000 k(10 lakes) and area
between 100,000 kiand 1,000,000 km(1 lake, the Caspian sea). Figure 9 shows the
relationship between the number of lakes and lagasafor the 71 bins. For each bin a mean

lake area has been computed and associated wittuthkeer of lakes.
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To estimate the amplitude of the annual water |lehelnge for each bin, the water
level changes from USGS dataset were plotted vaetgaisage area (Figure 10.a) and from
WLD data versus mean lake area (Figure 10.b). K feaind that there is no correlation
between the lake area or drainage area, and tleealaplitude. Indeed, it appears that the
amplitude of the lake water level variation cannbedelled as a log-normal distribution, as
shown in Figure 11. Thus, it is assumed that thpliamde of water level variations in global
lakes follows this log-normal distribution. The ihgation is that the total amount of annual
storage change occurring in each of the bins imréi@® can be computed. This calculation
could proceed in several ways; here it has beesethto model the amplitude of the water
level variations in each bin using a Monte Carldhod.

Then for each bin, the global storage change dualtthe lakes in the bin can be

computed as follow:
N; _

ds :ADdei(l) eq. 7
=1

where d$is the global storage change for bird; is the mean lake area; N the number of
lakes in the bin and dHs a vector of INheights generated using Monte Carlo methods and
the log-normal distribution shown in Figure 11. Btjon 7 assumed that all lakes have a

cylindrical shape.
4 3. Results and discussion

The methodology presented here predicts an anmliaine variation for all lakes of
around 9,000 krh Due to the fact that there are many more smiaidahan large lakes, 50%
of the total water volume change is due to lakeh an area below 1knfFigure 12).

Figure 12 shows an estimation of the percentagetaf lake storage change that can

be observed with current spaceborne remote sersipgbilities. Water storage change is
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currently measured from satellite by combining cgitobservations of water surface area and
nadir altimeter measurements of water level [30heSe two datasets have different
resolutions in space and time, and the altimettg Has a coarser resolution. Nadir altimeters
cannot provide accurate measurement for lakesavitarea below 100 Kn{[28], [30]). This
means that, in theory, current satellite data cammeasure more than 30% of the total water
storage change (see red dashed line on Figurdls2prf et al. [4] show that nadir altimeters
with 10-day ( TOPEX/Poseidon, Jason series), 16{daya series) and 35-day (ERS-1/2,
ENVISAT series) repeat orbit periods and 98° irafion orbits miss, respectively, 80%, 73%
and 54% of the world lakes. Therefore, up to naatelite data cannot measure more than
15% of the total lake storage change, assumingctiragént altimeters can at best see 50% of
all lakes.

Figure 12 also shows the percentage of storagegehtdrat SWOT shall be able to
estimate (in green, it is a mission requirement 8\ WOT shall sample all the lakes with an
area greater then 1Knand the percentage SWOT could be able to obgervelue, it is a
mission goal to see all lakes with an area abo@x2%0n?, see below for more details).

Thus, SWOT should be able to monitor 51% of théagldake storage change (dashed
green curve, Figure 12) if SWOT observes lakes witharea above 1 Knand with 10 cm
height accuracy (mission requirement).

SWOT should detect some lakes with areas lesstHar? (SWOT mission goals to
sample lakes with an area larger than 250x25)) even if the instrumental noise for these
lakes is higher than for lakes with areas largantt knf. Therefore, we assume that the
satellite will be able to observe lakes with anaaadove 250x250 m (mission goal) with
height accuracy dependent on lake area. The hagracy for a 50x50 m pixel is 1 m and
decreases when the lake area increases (aggregdtipixels decrease the measurement

errors). However, it has been considered that themmm height accuracy can never be
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lower than 10 cm. When taking into account thersmegoal, it is found that SWOT should
be able to monitor more than 68% of the global lstkeage change.

A key assumption made in this study was that anlogmal distribution can accurately
model annual lake height variations. To evaluate $lensitivity of these results to the
parameters of the log-normal distribution, the agerchange seen by SWOT was recomputed
for different values of the log-normal mean andhdtad deviation (Figure 13).

In Figure 13, the top panel shows the global sedmnge measured by SWOT using
the science goal (with a minimum lake size of 28Ix2f) and the bottom plot using the
science requirement (with a minimum lake size d&if). On both plots, the black squares
show the results obtained with the nominal log-redrparameters (2.4 m mean and 2.1 m
standard deviation). These results show that hrage change estimate is not very sensitive
to the log-normal distribution parameters.

Another important source of error is the power talationship between the number of
lakes and their areas. Downing et al. [27] show tha number of lakes with large areas is
pretty well known, whereas the number of small fafespecially below 10 kis difficult to
estimate. Yet, these small lakes contribute sigaifily to the total storage change and
therefore error on their number can greatly imggaial estimation of lake storage change.

Using GLWD, it is estimated that for the fast samglphase 45% and 49% of all lake

areas will be seen with an orbit inclination of &4fd 78°, respectively.

5. Conclusion and perspectives

This study is a first attempt to estimate dischagg®rs derived from water height
measured by the SWOT mission. The first sourcarair @n derived discharge is the SWOT

measurement error. From the mission science regaines, the instrument error on water
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height measurement will be 10 cm. Assuming thatréiationship between discharge and
river depth can be modelled by a power law withstant coefficients (which is a significant
limitation of the methodology used), the SWOT meeswent error has been converted to
error in instantaneous discharge estimates. Yetnfust rivers, discharge error is mainly due
to model error, rather than measurement error,@xXoe the smallest rivers. A second source
of error is due to SWOT time sampling on monthlgatiarge estimates. Here again, the
smaller the river, the flashier it is and thereftite higher the error is. From this work, these
two types of error have been first estimated frorsitu measurements and have then been
extrapolated globally. Yet, they have been consdeeparately for the moment, whereas in
reality they will be combined. This issue will bddaessed in future work, as well as the
hypothesis of constant coefficients in the ratingve for the estimation of the first source of
error.

The benefit of SWOT to improve our knowledge abdaikes has also been
investigated. A simple methodology has been usagbtilmate annual storage change over all
lakes with an area above 0.00%kit has been estimated that using current saelhta, only
15% of the lake volume variation can be observdtgreas with SWOT from 50% to more
than 65% of the global lake storage change wilblbgerved. In the future, the study could be
extended to artificial reservoirs using the ICOUBtérnational Commission On Large Dams)
database.

The SWOT mission represents a step increase fotinemtal hydrology. Further
studies are needed to refine the SWOT error buftgetlischarge and storage change. In
particular, the impact of water mask and bathymetrgrs has not been addressed here and

requires further investigation.
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Appendix A
Estimating sensitivity of discharge error to partanand model error when using a rating

curve

The parameters of the rating curve (b, ¢ aganHequation 1) and the fractional model
errorn can be computed from water elevation and discharggsured by in-situ gauges. The
fractional discharge error due to the SWOT measar¢rarror can be computed for the 74
gauges shown in Figure 3. Figure A.1 shows theneséid fractional model erron) versus
the SWOT measurement errordp./D) for all gauges. For most of them, the modebrer
which covers a wider range of values, outweighsni@asurement error. The median, mean
and maximum errors due to the measurement errod@e 6% and 24%, respectively,
whereas the median, mean and maximum model errer§%, 11% and 47%, respectively.
Furthermore, the median, mean and maximum discharges 6o/Q) computed from

equation 5 for the in-situ gauges are 9%, 13% &8d,4espectively.
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It is difficult to estimate model errors from imsimeasurements, as the model errors
can be under/overestimated in some cases, asaliedtin Figure A.2. The four plots in this
figure show discharge versus water height measurengblue dots) for four gauges and the
fitted power law for these gauges (dashed red ¢guNery often, discharge data are not
measured directly but are derived from a powerdawlied to the water height measurements
(Figure A.2.a). Therefore the model error is cltseero, which is, of course, unrealistic. For
other gauges (Figure A.2.c), outliers in the measients lead to erroneous estimation of the
fitted rating curve, thus the model error is ovéneated. Finally, data from some gauges are
inconsistent (because of changes in the gaugeit@del example) or a single rating curve
can not be applied, as in Figure A.2.d. However,gauges with no obvious defect in the
fitted rating curve, the model error is about 2@igre A.2.b). Thus, it can then be assumed
that a fractional model error of 20% in equatiois @ good estimate. This result is similar to
previous studies ([23], [24]).

After computing and analyzing instantaneous disgpdarrors from individual gauges,
these results were extrapolated to estimate irestanus discharge errors globally, even
where no in-situ data are available. In equatiosbis known (equal to 10 cm), from the
previous results) can be fixed at 0.20, and D can be derived froemHIYDRO1k network
and in-situ data (see section 3.2). The power tgporent (coefficienb in equation 1) needs
to be studied further, especially to assess seitigs in 6o/Q to b. Figure A.3 shows
discharge error versus river depth for three vabig¢leb coefficient. Discharge error is more
sensitive to thd coefficient when the river is shallow. For valuesh below 3, this error is
always below 30% for rivers deeper than 1.5 m. fE@gh.4 shows the histogram of tle
coefficient for 70 gauges (the other 4 gauges Haeeefficients above 10), and Table A.1

shows the median value of theoefficient for each river.
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The b coefficient depends on the gauge location andesasalong the same river
(because of river topography, friction, etc.) ahdst cannot be interpolated along the river.
Nevertheless, from Figure A.4 and Table A.l, itegp that, for most rivers, the median
value of theb coefficient is around 2. Similarly, previous stesli([31], [32]) found &
coefficient equal to 2 from theoretical consideratiand few in-situ measurements. From
hydraulic theory, Maidment et al. [18] write thditgtause natural channels are often parabolic
in cross section, a value of about 2 for the expbfig is appropriate where there is channel
friction control”.

Therefore, from in-situ measurements it can beriatethat the exponent of the rating

curve is approximately equal to 2 and the fractionadel error is around 0.2.
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Table captions

Table 1: SWOT design parameters and scientificirequents for the hydrology mission

Table 2: Mean, median and maximum variance condaméequencies above 1/1day,

1/3day, 1/5day, 1/10day and 1/20day for the 20astaton the Ohio river with a width (W)

above 50m

Table 3: Mean error on the monthly discharge fer$"wOT nominal and fast sampling

phase, for all gauges and for Arctic gauges

Table A.1: Median value of the exponent of the polae between discharge and water

height p coefficient) for each river
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Figure captions

Figure 1: Conceptual view of the SWOT mission (tesy of CNES)

Figure 2: Ground tracks of the SWOT fast samplingge with a 140km swath for a 74° (a.)

and a 78° (b.) orbit inclination

Figure 3: Gauges, with daily discharge and stage 8eries, used in the study presented in
section 3.2. The data come from USGS, ANA, HyBAM &WM. 64 gauges are located in

America (a.) and 10 in Bangladesh (b.)

Figure 4. Gauges, with daily discharge time senigs no gaps, used in the study presented in

section 3.3. The data come from USGS, GRDC, Ar¢MER ANA and HyBAM

Figure 5: Fractional discharge erren{Q) over South America

Figure 6: Variance contained in frequencies abdtddy in % of variance included in

frequencies above 1/365day for 122 gauges on the r@er and its tributaries (discharge

time series from USGS) versus drainage area (d.jrenriver width (b.)

Figure 7: Number of gauges per number of obsemati@l number of observation versus

gauge latitude for 22 day repeat orbit at 78° mation (a. and b., respectively) and at 74°

inclination (c. and d.)
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Figure 8: Error on the monthly discharge estimedenf22-day 78° inclination orbit (a.) and

22-day 74° inclination orbit (b.) versus river drage area at gauge location

Figure 9: Number of lakes versus lake areas foi7thkins

Figure 10: Figure 1. Amplitude of water level charigpm USGS (a.) and WLD (b.) vs

drainage area

Figure 11: Cumulative Distribution Function (CDFR)tbe amplitude of the water level

change

Figure 12: Cumulative global lake storage changé4)

Figure 13: Evolution of the SWOT global storagergf@estimates for different values of the

log-normal parameters

Figure A.1: Fractional model erroff)(and measurement error§p./D) from 74 gauges

Figure A.2: Rating curves (discharge versus stimge) gauges: Brasileia (Acre river,

Amazon basin, a.), Sylhet (Meghna river, b.), SuiR&lississippi river, c.) and Itaituba

(Tapajoés river, Amazon basin, d.)

Figure A.3: Fractional discharge erren(Q) versus river depth (D) foy =0.20 andsp

=0.10m
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Figure A.4: Histogram of thie coefficient for 70 gauges (the other 4 hadecaefficient

above 10)
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Tables

Table 1:
Altitude 970 km
Inclinati 78° (74°
Orbit nclination | (74°) |
Repeat period 22 days (nominal phase)
Other Non-sun synchronous
1 swath coverage 60 km
Total coverage 140 km
Nadir gap 20 km
KaRIN instrument

(SWOT main payload Frequency ' 35.6 GHz
Mast length (baseline) 10m
Along-track resolution 5m
Across-track resolution 10 mto 60 m
Minimum water body area seerj 256 m
Minimum river width seen 100 m
Height accuracy <10 cm (over 1 Bm
Slope accuracy 1cm/km (over 10 km)

Scientific requirements \y/ater mask area error <20% of the total water

on the SWOT mission body area
Minimum life time 3 years

. 90% of the orbit coverage

Data collect constraint during 90% of the time
Calibration phase irg}?nths on a 3-day repea‘t

Table 2:

Variance (% of total variance for frequencies>1/(65

Mean (20 gauges | Median (20 gauges Maximum (20

W>50m) W>50m) gauges W>50m)
Frequencies>1/1day 0.3 0.2 1.1
Frequencies>1/3day 2.3 2.0 6.2
Frequencies>1/5day 6.0 6.2 14.4
Frequencies>1/10day 17.8 18.8 38.8
Frequencies>1/20day 34.8 34.6 58.2
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Table 3:

U7

Table A.1:

Error on the monthly discharge
All (216 gauges)| Arctic (76 gauges
Nominal | 78° inclination 15% 18%
phase | 74 inclination 14% 16%
Fast | 78° inclination 3% 4%
sampling
phase | 74°inclination 3% 4%
Rivers Median(b)
Amazon and tributaries 2.0
Brahmaputra, Ganges, 39
Meghna and Teesta
Colorado 2.5
Mississippi 1.6
Missouri 3.8
All rivers 2.3
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Figure 3:
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Figure 7:
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Figure 9:

T T
10,000,000 3 ; il
1,000,000 = =
100,000 H Sl
o
o
X
I 10,000 : 3 il
ey
5]
3
K+
£ 1,000 ) l
S
=
100 il
10 il
1
I I i i i I I
0.001 0.01 0.1 1 10 100 1,000 10,000 100,000
Lake Area (km2)
a.Lake water level Amplitude from USGS gauges b.Lake water level Amplitude from World Lake Database
10 T * T 10 T
*
af . o 9t . 4
.
4
8 8 *
- £ * ’ * .
*
7 & _ 7
E .
E s . = o g g e 1
5 > . 2 * ¢
] S g
B ® E
55 5 . < .
] (] -
2 ® @ ® K U
2 a4 5 4
1} LA . . L] % - *
= » .
o o W EE % . H 3bee . . . i
. * e .l o ... (] . .
« N » . e ik
2 2 oy .
') ® ol * ° ° °
* oty . @ o '8 P * .
: o8 ® ege  * . e 3 . o ¢ =
. ) > 4 ®, esee®® 9 * .
. - . se &, P " . ® .
0 .. A i 0.. L] * "‘,. et 5% 2
-1 o 1 2 3 4 0 1 2 3 4
10 10 10 10 10 10 10 10 10 10 10 10
Drainage area (km2) Lake area (km2)

40



Figure 11:

Figure 12:
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Figure 13:

Figure A.1:
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Figure A.2:
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Figure A.4:
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