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Abstract 23 

 24 

The Ob river in Western Siberia is one of the largest rivers in the Arctic and has a 25 

complex hydrological cycle mainly driven by snow melting in spring and rainfall and 26 

evapotranspiration in summer/autumn. The Ob is a source of fresh water for the Arctic Ocean 27 

and a change in its regime could affect the ocean thermohaline circulation. Due to the scarcity 28 

of in situ measurements in the Arctic and the size of the region, the hydrological modelling of 29 

large Arctic rivers is difficult to perform. To model the northern part of the Ob river basin, the 30 

land surface scheme ISBA (Interactions between Soil-Biosphere-Atmosphere) has been 31 

coupled with the flood inundation model LISFLOOD-FP. Different sensitivity tests on input 32 

data and parameters have been performed and the results have been compared with in-situ 33 

measurements and remotely sensed observations of water level. The best modelling is 34 

obtained with a river depth of 10 meters and a Manning coefficient of 0.015: correlation and 35 

Nash-Sutcliffe coefficients with in-situ measurement are equal or even slightly above 36 

(depending on the precipitation dataset used) 0.99 and 0.95 respectively. The sensitivity tests 37 

show that modelling errors are mainly linked with atmospheric input (snow and rain 38 

precipitation), snow cover and drainage parameterization for ISBA and Manning coefficient, 39 

river depth and floodplain topography for LISFLOOD-FP. 40 

 41 

 42 

 43 
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1. Introduction 45 

 46 

Global warming is expected to be most significant in the boreal regions and could 47 

greatly affect the discharge regime of arctic rivers (Meehl et al., 2007). The IPCC report, 48 

Meehl et al. (2007), stated that, for this century, temperature and precipitation in arctic 49 

regions will increase significantly. Already, an increase in arctic river flow has been observed 50 

by Peterson et al. (2002) and a modification in the arctic hydrological cycle could have a 51 

feedback on the whole climate through increased input of fresh water to the Arctic Ocean. 52 

However, since the early 1990’s, the number of operational gauging stations has decreased 53 

markedly in the arctic, and especially for river basins located in the former USSR 54 

(Shiklomanov et al., 2002). For this reason the use of models and satellite measurement in 55 

conjunction with the few gauging station data sets still available is crucial to the ongoing 56 

study of arctic rivers to determine how they may respond to global warming. The purpose of 57 

this paper is to model the large scale hydrology and hydraulics of an arctic river using 58 

currently available data to identify where satellite measurements and models require 59 

improvement to address the above research questions. For this study the Ob river has been 60 

chosen as it is one of the biggest arctic rivers (the third largest in terms of discharge, Herschy 61 

and Fairbridge, 1998) and because it contributes nearly 15% of total freshwater flow into the 62 

Arctic Ocean (Grabs et al., 2000). 63 

Previous attempts to model the hydrological cycle of arctic rivers have mostly used 64 

climate models applied at a regional and/or global scales. Such schemes can model the annual 65 

and seasonal flows at a basin scale (Decharme and Douville, 2007) and the global water 66 

fluxes at a regional scale (Su et al., 2006), or assess the influence of permafrost (Arzhanov et 67 

al., 2008) and artificial reservoirs on the global run-off (Adam et al., 2007). The main interest 68 

in using regional and global climate models is therefore their ability to estimate the effect of 69 
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global warming on the hydrology of the Arctic rivers (Nohara et al., 2006; Manabe et al., 70 

2004) using the IPCC scenarios, however they cannot so easily be used to simulate how basin 71 

hydrology interacts with surface water flow through the river network and across complex 72 

floodplains. By contrast, there are very few attempts at modelling Arctic rivers using 73 

hydrodynamic models and these have been done for rivers smaller than the Ob, where it is 74 

easier to acquire in-situ data, such as the Peace-Athabasca Delta (Peters et al., 2006). For the 75 

Amazon, it has been shown that a hydrodynamic model can successfully model the river 76 

discharge and floodplain dynamics (Wilson et al., 2007) at regional scales. However, to the 77 

author’s knowledge, the present study is one of the very first to model a large scale Arctic 78 

river with a coupled hydraulic-hydrologic model. 79 

The paper is organised as follows. The study domain, the models and the input data 80 

used to simulate the hydrology of the Lower Ob river are presented in section 2. The results of 81 

the modelling and the sensitivity tests are described in section 3. Further improvements and 82 

perspectives on this work are discussed in the conclusions.  83 

 84 

2. Methodology 85 

 86 

2.1. Study domain and time period 87 

 88 

The study domain corresponds to the Lower Ob River between the cities of Belogorje 89 

and Salekhard, which represents roughly the last 900 km of the river before the Ob estuary 90 

(Fig. 1) and corresponds to a drainage area of 790 000 km2 (from the Arctic Rapid Integrated 91 

Monitoring System, ArcticRIMS, http://rims.unh.edu). The Ob river is located in Western 92 

Siberia, east of the Ural Mountains and its drainage basin covers 2 990 000 km2. For 93 

discharge the Ob is the world’s 12th biggest river and the 3rd biggest in the arctic (Herschy 94 
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and Fairbridge, 1998). Its discharge regime is mainly driven by snow melt and precipitation 95 

falling as rain between April and September and by rain precipitation from September to 96 

November. The strong relationship between spring discharge in May and snowmelt date and 97 

winter snow depth has been analysed using remote sensing techniques (Grippa et al., 2005; 98 

Yang et al., 2007). The study domain is classified as sporadic and discontinuous permafrost 99 

(Brown et al., 1998). 100 

According to Serreze et al. (2002), precipitation in the Ob basin is at a maximum in 101 

summer. but is smaller than the evapotranspiration rate. Indeed, due to high 102 

evapotranspiration rates, about 25% of the July precipitation is associated with the recycling 103 

of water vapor evaporated within the domain, which shows the significant effect of the land 104 

surface (and therefore vegetation) on the summer hydrologic regime. 105 

The Ob is frozen from November to April, and thawing occurs gradually during May 106 

(Pavelsky and Smith, 2004). During the thawing period some parts of the river can still be 107 

frozen, whilst the ice thawing in the most southern part creates ice jams further north which 108 

leads to widespread inundation, mainly at the tributary confluences (Pavelsky and Smith, 109 

2004). Because the Ob is a “northward-flowing” river, the upper Ob ice cover breaks up 110 

around late April to May, whereas the break up occurs around late May to early June for the 111 

lower Ob (Yang et al., 2004). Especially, at Salekhard, near the Ob mouth, the river is 112 

covered with ice during 200 days per year in average and the spring ice break up happens 113 

approximately between May 20th and June 10th (Vuglinsky, 2001). Because of this delay in 114 

ice break up between the South and North parts of the basin, the lower Ob basin receives 115 

upstream runoff contribution and stores the flow in the main river valley above its mouth, 116 

resulting in widespread flooding in May over the northern parts of the Ob. According to 117 

Beltaos and Prowse (2008), ice flow produces significant hydrologic effects that often exceed 118 

in magnitude and frequency those occurring under open-water conditions. The impact of ice 119 
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jam is even more important as it occurs during the annual peak flow, leading to important 120 

erosive event (Prowse, 2001). Moreover, Smith and Alsdorf (1998) highlight that spring 121 

floods are a major source of sediment deposit in the Ob floodplain. 122 

Analysis of monthly streamflow records for the major subbasins within the Ob river 123 

watershed during the 1936-1990 time period has been performed by Yang et al. (2004) to 124 

examine discharge changes induced by human activities and natural variations. Yang et al. 125 

(2004) found that over the upper Ob basin there is a decreasing streamflow trend for the 126 

summer months and an increasing streamflow trend during the winter season. The decreasing 127 

trend in summer is mainly due to water use along the river valley for agricultural and 128 

industrial purposes and because of reservoir regulation to reduce the summer peak floods. The 129 

increasing trend in winter streamflow is caused by reservoir management and the release of 130 

water for power generation. By contrast, in the lower Ob basin, streamflow increased during 131 

midsummer and winter months and weakly decreased in autumn. These increases in summer 132 

flow were associated with increases in summer precipitation and winter snow cover over the 133 

northern Ob basin. So according to Yang et al. (2004), human activity can significantly 134 

impact the Ob discharge for the upper basin, however this is not an issue for the study 135 

presented here as only the lower Ob has been considered. Here the impact of reservoir and 136 

human activity is already taken into account in the observed discharge data from the 137 

Belogorje gauging station (Fig. 1) which is used as boundary condition (i.e. as a proxy of the 138 

incoming discharge to our study domain from the upstream river). 139 

The aim of the work presented here is to simulate a complex river system where the 140 

flow greatly depends on the correct simulation of snow accumulation during the winter and 141 

the onset of snow melt. 142 

The study time period is 1993 as it corresponds to the year when the ISBA 143 

atmospheric inputs (1982-1994), the daily discharge measured at Belogorje (January 1993 - 144 
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October 1994) and the satellite altimetry data (since August 1992 up to now) are 145 

simultaneously available. 146 

 147 

2.2. River model (LISFLOOD-FP) 148 

 149 

The river is modelled by the flood inundation model LISFLOOD-FP developed at the 150 

University of Bristol (Bates and De Roo, 2000). It predicts water depth in each grid cell at 151 

each time step and hence can simulate the dynamic propagation of flood waves over fluvial, 152 

coastal and estuarine floodplains. LISFLOOD-FP is a coupled 1D/2D hydraulic model based 153 

on a raster grid. The 1D channel flow is based on the kinematic approximation to the 1D St 154 

Venant equations. Floodplain flows are similarly described in terms of continuity and 155 

momentum equations, discretized over a grid of square cells, which allows the model to 156 

represent 2-D dynamic flow fields on the floodplain. However there is no exchange of 157 

momentum between main channel and floodplain flows, only mass.  158 

Fig. 2 shows all the data required to run LISFLOOD-FP. The main input data are the 159 

floodplain topography from a Digital Elevation Model (DEM) and the river centreline co-160 

ordinates along with its width and depth. For this study the Manning coefficients for the river 161 

and for the floodplain have also been assumed constant in space and time. The incoming flow 162 

to the study domain from the upstream river is given by the daily discharge measured at the 163 

Belogorje gauging station (Fig. 1). The lateral inflows to the river in the study domain are 164 

computed by ISBA (Interactions between the Soil-Biosphere-Atmosphere, Noilhan and 165 

Mahfouf, 1996), which is a Land Surface Scheme (LSS) developed by the CNRM (Centre 166 

National de Recherche Meteorologique), see paragraph 2.3 for more detail. In this study, there 167 

are eight lateral inflows (Fig. 1). Finally, LISFLOOD-FP provides water height and discharge 168 

outputs for each point of the channel and for each grid cell on the floodplain. 169 
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 170 

2.3. Lateral inflows 171 

 172 

Lateral inflows are a critical input for large area hydraulic models, and especially for 173 

arctic rivers where snow melt is the main driver of the river regime. They represent water 174 

from run-off and the drainage from the whole watershed to the river. Yet, no in-situ or remote 175 

sensing data are available to measure these contributions, so they can be estimated only by the 176 

combination of a LSS, which computes the surface water available at each grid cell of the 177 

basin and a routing scheme, which routes the surface water leaving each grid cell to the river. 178 

The next paragraphs present the LSS and the routing scheme used in this study. 179 

 180 

  2.3.1. ISBA 181 

 182 

ISBA (Noilhan and Mahfouf, 1996) is a LSS with an explicit snow modelling 183 

component (Boone and Etchevers, 2001) and can simulate deep soil freeze-thaw cycles 184 

(Boone et al., 2000). Accurate snow pack modelling is of great importance to simulation of an 185 

arctic river and explain why ISBA has been chosen for this work. Moreover, ISBA has been 186 

used with the explicit soil diffusion option (Boone et al., 2000), which means the soil is 187 

explicitly modelled and is discretized into five layers with the highest vertical resolution at the 188 

surface. This option allows a more realistic simulation of the near-surface soil temperature 189 

gradient and freeze–thaw cycles than the classical force-restore option, see Boone et al. 190 

(2000) for more details. Moreover, the ISBA version used in this study includes a sub-grid 191 

runoff scheme (Habets et al., 1999). 192 

 Another key issue to estimate correctly the lateral inflows from ISBA to LISFLOOD-193 

FP is the atmospheric data used as an ISBA input. In this study, forcing data comes from the 194 
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Global Soil Wetness Project – Phase II (GSWP2; Dirmeyer et al., 2006). GSWP2 aims to 195 

foster the development of LSSs and to assess the quality of their performance as well as that 196 

of the forcing datasets used to drive them. Therefore, different precipitation (rain and snow) 197 

datasets has been developed by GSWP2. These are based on two different reanalysis 198 

precipitation datasets: NCEP/DOE (Kanamitsu et al., 2002) and ERA-40 (Betts and Beljaars, 199 

2003). Then, two corrections can be applied to these precipitation fields: hybridization 200 

(correction using gauge and satellite based precipitation data) and correction for gauge under-201 

catch (Dirmeyer et al., 2006). For the first correction (hybridization), two observational 202 

precipitation datasets can be used: the gauge-based Global Precipitation Climatology Centre 203 

(GPCC, Rudolf et al., 1994) and the satellite-based Global Precipitation Climatology Project 204 

(GPCP, Huffman et al. 1997), leading to different hybridization corrections (Dirmeyer et al., 205 

2006). GSWP2 has defined several experiments by combining the two precipitation datasets 206 

with the different corrections (Table 1). Decharme and Douville (2006) compared multi-207 

model outputs forced with GSWP2-B0 and GSWP2-P3 on the French part of the Rhône river 208 

basin. Compared to an observation-based dataset, they concluded that GSWP2-P3 gives better 209 

results than GSWP2-B0. For this reason in this study the GSWP2-P3 forcing field has been 210 

used for the nominal run.  211 

ISBA was run with the same 1°x1° spatial resolution as the GSWP2 forcing data and 212 

used to compute the run-off (surface water) and drainage (sub-surface water) leaving each 213 

1°x1° grid cell. Yet, as each ISBA grid cell is spatially independent and not coupled laterally 214 

with any other, a routing scheme is required to bring to the river the water which leaves each 215 

pixel. 216 

 217 

  2.3.2. Routing Scheme 218 

 219 
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The routing scheme used to route the run-off and drainage from each ISBA pixel to 220 

the river is the Total Runoff Integrating Pathways (TRIP; Oki and Sud, 1998) algorithm. 221 

TRIP is a global river channel network at 1°x1° resolution, extracted from the ETOPO5 DEM 222 

and publicly available from http://hydro.iis.u-tokyo.ac.jp/~taikan/TRIPDATA/. TRIP gives 223 

the flow direction from each pixel with the three following constraints: 224 

1. No river channels are allowed to cross. 225 

2. All river channels flow from one land grid box to another. 226 

3. Every land grid box has one, and only one, river mouth toward its downstream. 227 

Fig. 3 shows the routing scheme derived from TRIP to route the water computed from 228 

each ISBA pixel within the drainage area to an ISBA pixel which contains a segment of the 229 

lower Ob (blue dots on the Fig. 3). These amounts of water represent the lateral inflows to the 230 

river computed from ISBA+TRIP. Finally, each lateral inflow is inserted as a point source 231 

into LISFLOOD-FP at the point along the river vector which is closest to the center of the 232 

blue ISBA grid cells in Fig. 3 (i.e. the whole model unit is assigned to one point along the 233 

LISFLOOD-FP reach). 234 

 235 

 2.4. Ancillary data 236 

 237 

  2.4.1. Gauge data 238 

 239 

In this study discharge from two gauging stations are used (see Fig. 1 for their 240 

location). The first one, at Belogorje, is used to estimate the incoming upstream flow to the 241 

study domain. The second one at Salekhard is used to validate the modelled discharge. 242 

Discharge time series for these two gauging stations have been downloaded from the 243 

ArcticRIMS website (http://rims.unh.edu). 244 
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 245 

  2.4.2. Channel topography and parameters 246 

 247 

The river centreline has been extracted from the CIA World Data Bank II river mask 248 

(Gorny and Carter, 1987). From this river vector, it has been estimated that the average 249 

distance along the river between two lateral inflows is around 140 km. However the river 250 

depth and width are not well known along the river. From Landsat images, the mean river 251 

width for the Lower Ob is around 2 km, yet with large variability at some locations. Thus, the 252 

river width along the Ob has been considered constant and equal to 2 km (two pixels of the 253 

floodplain topography, see section 2.4.3). A previous study from Akimenko et al. (2001) 254 

stated that maximum depths on the lower Ob can reach 15m to 20m. To estimate the channel 255 

topography, it has been assumed that river bed elevation corresponds to the smoothed DEM 256 

elevation along the river centre minus a constant river depth (Fig. 4). To test the uncertainty in 257 

the river depth, four different values (5m, 10m, 15m and 20m) of river depth have been used 258 

and simulations run with each of these.  259 

The Manning coefficient (or friction coefficient) for the river is not well known, 260 

however for a river channel with a sand bed and no vegetation the Manning coefficient is 261 

known to vary from 0.011 to 0.035 (Chow, 1964). So, to simplify the modelling, the channel 262 

Manning coefficient has been set to a constant value in space and time and several runs have 263 

been done with different plausible value (from 0.01 to 0.04 in steps of 0.005). 264 

 265 

  2.4.3. Floodplain topography and parameters 266 

 267 

For high latitudes very few DEMs are available. The best ones are ACE (Altimeter 268 

Corrected Elevation) from De Montfort University and GTOPO30 from the USGS (United 269 
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States Geological Survey). Both have a 30 arc-seconds (~1km) spatial resolution, which is 270 

therefore the LISFLOOD-FP output spatial resolution. Yet, after plotting the two DEM (Fig. 271 

5), it becomes obvious that they have artefacts which will greatly affect the simulated 272 

floodplain inundation. Indeed, on the study domain below 66°N, ACE has been generated by 273 

interpolating ERS-1 data from its geodetic mission. Above 66°N, it uses the same data as 274 

GTOPO30. Fig. 5a shows the interpolation artefacts (where the satellite ground tracks can be 275 

seen). For GTOPO30, the data come from different Digital Terrain Elevation Data (DTED), 276 

with different resolutions and qualities. This is why sometimes there is an obvious offset due 277 

to change of data sources, as is clearly shown in Fig. 5a around 64°N. Because of these offsets 278 

and because GTOPO30 has a constant value in the river floodplain between 62.3°N and 279 

almost 64°N (Fig. 5a), using this DEM gives non realistic floodplain water depths in the 280 

LISFLOOD-FP model (Biancamaria et al., 2007). For these reasons the ACE DEM has been 281 

chosen for our modelling as it represents the best of the poor terrain datasets available. The 282 

Manning coefficient for the floodplain has been assumed constant in space and time and equal 283 

to 0.06. 284 

 285 

  2.4.4. ISBA vegetation parameters 286 

 287 

In this study the vegetation and soil parameters (Leaf Area Index (LAI), Vegetation 288 

cover fraction, non-snow-covered surface all-wavelength albedo and non-snow-covered bare 289 

soil-vegetation roughness length) used as input to ISBA come from Ecoclimap (Masson et al., 290 

2002). Ecoclimap is a monthly global surface parameter dataset at 1-km resolution and has 291 

been derived by combining existing land cover and climate maps, in addition to using 292 

Advanced Very High Resolution Radiometer (AVHRR) satellite data. This dataset has been 293 

resampled at 1°x1° spatial resoltion for the study domain. 294 
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Another vegetation cover and LAI dataset, from the University of Wales, is also 295 

available and has been used by GSWP2. It has been computed from Pathfinder Advanced 296 

Very High Resolution Radiometer (AVHRR) Land (PAL) channel 1 and 2 data, and corrected 297 

for Bidirectional Reflectance Distribution Function (BRDF) effects, volcanic aerosols, cloud 298 

and atmospheric effects and missing data. This dataset has a monthly time resolution and is 299 

available for the years 1982 to 1998. This second set of vegetation data has been used in this 300 

study to investigate the sensitivity of the modelling to the vegetation parameters. 301 

 302 

3. Results and sensitivity tests 303 

 304 

The hydrology of the Ob basin, as modelled by ISBA, is first described and issues 305 

with modelled lateral inflows are discussed and investigated. Sensitivity to ISBA vegetation 306 

and drainage parameters, and to precipitation input is studied in section 3.1. Sensitivity to 307 

LISFLOOD-FP parameters, like river depth and Manning coefficient, is addressed in section 308 

3.2. Lastly, model validation for a nearly ungauged river like the Ob is a very tricky task. For 309 

this reason the chosen model validation strategy is as follow: modelled outputs from 310 

ISBA/LISFLOOD-FP are first compared to in-situ measurement and then water elevations 311 

modelled by LISFLOOD-FP are compared to Topex/POSEIDON data. 312 

 313 

  3.1. Sensitivity to ISBA inputs and parameters 314 

 315 

  3.1.1. Modelled Ob basin hydrology 316 

 317 

Based on energy budgets and parameterization of physical processes, ISBA modelled 318 

the physical hydrology of the lower Ob. In particular, the use of a three layers snow scheme 319 
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and an explicit five layers soil, with a freezing module (allowing modelling of permafrost 320 

conditions), is well suited to simulation of high latitude hydrology. Since ISBA is used to 321 

compute the lateral inflows to the river, its value can be validated by a simple computation of 322 

the difference between the measured discharge at the Belogorje and Salekhard gages. Yet, as 323 

there are 900km between Belogorje and Salekhard, there is a time lag between the two 324 

measured discharges. The computation of the cross-correlation between measured time-series 325 

at Belogorje and at Salekhard shows that the peak discharge at Belogorje occurs 10 days 326 

before the peak discharge at Salekhard (Fig. 6a). The difference between Salekhard discharge 327 

and a 10 days-time-lag Belogorje discharge shows that the total lateral inflows between the 328 

two gages has a maximum value of 12 000 m3/s occuring between the end of May and the 329 

beginning of June (Fig. 6a and 6b). However, the sum of all the lateral inflows modelled by 330 

ISBA has a maximum of 8 000 m3/s and occurs between the end of March and the beginning 331 

of April (fig 6b). Therefore, the peak in modelled lateral inflows is not only underestimated 332 

but occurs almost two months in advance compared to in-situ measurements. Fig. 6c shows 333 

the modelled discharge time-series for each lateral inflow. There are three predominant lateral 334 

inflows: lateral inflow numbers 2, 6 and 8 (see Fig. 3 for their location). Whilst these all have 335 

a discharge maximum at the end of March, lateral inflow n°6 is the major contributor to the 336 

peak in the sum of all the modelled lateral inflows which occurs during the March/April 337 

period. 338 

To investigate the cause of this early modelled lateral inflows, different hydrological 339 

variables modelled by ISBA have been plotted on Fig. 7. All the plots on this figure 340 

correspond to spatial averages over all the ISBA grid cells contributing to lateral inflow n°6 341 

(see Fig. 3 for the location of these grid cells). For the year 1993, rain precipitation mostly 342 

occurs between June and October (Fig. 7a), with a mean value of 0.9 mm/day and a maximum 343 

value of 11 mm/day. Snow precipitation occurs from January to May and September to 344 
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December 1993 (Fig. 7b), with a mean value of 0.9 mm/day and a maximum value of 6.5 345 

mm/day. The evapotranspiration (Fig. 7c) is important in summer (between June and 346 

September) with a mean value of 1.6 mm/day and a maximum value of 3.9 mm/day (during 347 

this period the mean rain precipitation rate is just a bit smaller than 1.6 mm/day). During the 348 

rest of the year, evapotranspiration is very small. These results are quite similar, yet slightly 349 

lower, than the ones from Serreze et al. (2002) for the entire Ob basin (precipitation rate of 350 

1.9 mm/day and evapotranspiration of 2 mm/day in summer). Surprisingly, snow fraction 351 

(Fig. 7d), which is the fraction of snow covering a grid cell, is very small and never exceeds 352 

0.17. This means that less than 17% of the area of each grid cell contributing to lateral inflow 353 

is covered by snow during winter time. This is due to the ISBA sub-grid snow fraction 354 

parameterization, which considers that the snow cover fraction generally stays relatively low 355 

when tall vegetation is present, in order to represent vegetation elements protruding through 356 

the snowpack. This small snow fraction has two effects: first, soil is not isolated from the air 357 

temperature during winter and second, the albedo of the surface is lower and so it can be 358 

warmed more rapidly by incoming solar radiation. Therefore, modelled temperature in the 359 

first soil layer (Fig. 7f) is almost exactly the same as the as air temperature (Fig. 7e). Thus, 360 

when air temperature rises in March and becomes above 0°C for 5 consecutive days, ground 361 

temperature rapidly acquires the same value, leading to the melt of nearly all the snowpack in 362 

March. Finally, Fig. 7g and 7h present the total liquid water equivalent soil ice and soil liquid 363 

water content, respectively. Contrary to snow, soil ice barely decreases during mid-March 364 

when soil temperature becomes above 0°C for a few days. Soil ice content really begins to 365 

decrease in mid-April, when soil temperature is equal or above 0°C for a longer period and 366 

when there is almost no more snow to absorb heat. Soil ice completely disappears between 367 

July and September. Soil water content, which is small in winter, increases rapidly during 368 

mid-March snow melt and after mid-April, with two local maxima in July and October. 369 
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 370 

  3.1.2. Sensitivity to the snow fraction parameters 371 

 372 

The discharge peak in March in the modelled lateral inflows is mainly due to an early 373 

snow melt caused by a small snow fraction modelled by ISBA. The total snow fraction (pn) 374 

computed by ISBA is a weighted sum (Eq. 3) of the snow fraction over vegetation (pnc, Eq. 1) 375 

and over bare soil (png, Eq. 2), see Pitman et al. (1991) for more information about Eq. (1) and 376 

Eq. (2). 377 
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where Ds is the snow depth computed by ISBA, Ws is the snow water equivalent (SWE) 381 

computed by ISBA, Wnp is the generalized critical SWE (Wnp=10 kg.m2), apn=1, bpn=1, cpn=5, 382 

Z0 is the soil/vegetation roughness length and veg is the vegetation fraction cover. This is a 383 

fairly standard sub-grid parameterization which was developed for use in large scale General 384 

Circulation Model (GCM) applications (see Wu and Wu, 2004, for a review of such 385 

schemes). 386 

Z0 and the vegetation cover are climatological monthly varying ISBA inputs. The 387 

mean value of the vegetation cover (from ECOCLIMAP) for all the grid cells contributing to 388 

lateral inflow 6 is equal to 0.94 (Fig. 8a). In ECOCLIMAP, those grid cells are classified as 389 

forest, and consequently Z0 is relatively high (between 1.32 and 1.36 m). This means that, 390 

given the value of Z0, snow fraction over vegetation is quite small (around 0.15, Fig. 8b) and, 391 
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because vegetation cover is close to 1, the total snow fraction is almost equal to the snow 392 

fraction over vegetation (Eq. 3), which explains the small value of the total snow fraction. 393 

There are two solutions to this issue: 1- vegetation fraction cover is not realistic and should be 394 

decreased and/or 2- the snow fraction of vegetation is not realistic and should be increased. 395 

Solution 1 does not seem to be the most likely, as the vegetation cover is based on actual 396 

satellite data. To test the sensitivity of the modelling to the vegetation cover, vegetation 397 

parameters from ECOCLIMAP have been replaced by the dataset from the University of 398 

Wales (see section 2.4.4). Yet, modelled lateral inflows were still very similar, with an early 399 

snowmelt in March. By contrast, solution 2 might be the most likely, because there is more 400 

uncertainty in the parameterization of pnc. Indeed, from Eq. (1) it is clear that snow fraction 401 

over vegetation is a function of SWE and Z0, whereas snow fraction over bare soil (Eq. 2) is 402 

only a function of SWE (or snow depth). The basic idea behind this parameterization is that 403 

bare ground is more quickly covered with snow than areas with high vegetation (like forests). 404 

Thus, if Z0 is high, as it is the case here, snow fraction over vegetation will be low. Yet, this 405 

behavior depends on the coefficients in Eq. (1) and especially cpn. Even if Eq. (1) and Eq. (2) 406 

are commonly used by LSSs like ISBA, the value of their coefficients is very empirical with 407 

huge uncertainties and therefore is highly variable between different models (Pitman et al., 408 

1991; Verseghy, 1991; Yang et al., 1997). Thus, the cpn coefficient can be tuned to obtain a 409 

better timing in the modelled snow melting. 410 

The high value of Z0 might not be completely realistic when there is snow. Indeed, 411 

pure snow has a very small roughness length, around 0.001 m. So, the “true” roughness length 412 

of a grid cell should be reduced when there is snow. A simple way to take this physical 413 

process into account is to do a nonlinear average of a snow roughness for a pure snow surface 414 

and the initial value of Z0 (Eq. 4 and Eq. 5). This kind of average is commonly used for 415 

roughness length computation (Noilhan and Lacarrère, 1995). 416 
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Fig. 9 shows the lateral inflows computed from ISBA for cpn equal to 5 (nominal 420 

value), 1, 0.1, 0.01 and 0.001, for a roughness length equal to Z0 (Fig. 9a) and to Z0new (Fig. 421 

9b). The higher the values of the cpn coefficient yield, the better the timing of the modelled 422 

lateral inflow sum. Yet, the maximum modelled total inflow can be very high and the base 423 

flow is still very low. For Z0new, increasing cpn above 0.01 does not significantly change the 424 

total lateral inflow. Besides, total lateral inflow with Z0new and cpn equal to 0.01 is very close 425 

to lateral inflow with Z0 and cpn equal to 0.001. Now that total lateral inflow has a good 426 

timing, it is necessary to increase the base flow and reduce the maximum discharge. 427 

 428 

  3.1.3. Sensitivity to drainage parameter 429 

 430 

From Fig. 9, it is obvious that modelled lateral inflows’ base flow is too small. In 431 

ISBA a parameterization has been implemented which allows the model to generate drainage 432 

or base flow even over dry soil (Etchevers et al., 2001). It assumes that when the soil water 433 

content is below a given threshold (called wdrain, in m3/m3), the drainage is constant at a rate 434 

based on the soil texture. However, this means that there will be less water flow during wet 435 

periods. When wdrain is equal to 0 (like in the nominal version of ISBA used up to now) this 436 

parameterization is disabled. Fig. 10 shows the sum of all lateral inflows for cpn=0.01, 437 

roughness length equal to Z0new and wdrain equal to 0, 0.01, 0.02, 0.03 and 0.05. Clearly, for 438 
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wdrain>0.02, base flow is too high and the maximum discharge is too small. For wdrain equal 439 

to 0.01 and 0.02, globally base flow seems in good agreement with in-situ measurement, 440 

except during November and December when it is overestimated. For wdrain equal to 0.01, 441 

maximum discharge is still overestimated and delayed by a few days. On the contrary, for 442 

wdrain equal to 0.02, maximum discharge is slightly underestimated, but still delayed 443 

compared to the difference between in-situ discharge at Salekhard and Belogorje. However, 444 

no matter the value of wdrain, the total lateral inflow is always underestimated between July 445 

and August. This might due to too weak rain precipitation used as ISBA input and/or because 446 

ISBA does not model aquifer or local perched water tables, which contribute to river flow 447 

during the dry season.  448 

 449 

  3.1.4. Sensitivity to precipitation input 450 

 451 

Fig. 11 shows the sum of all lateral inflows modelled by ISBA forced by the six 452 

precipitation datasets available from GSWP2 (see section 2.3.1 and Table 1) with cpn=5, 453 

wdrain=0 and Z0 (nominal run, a.) and with cpn=0.01, wdrain=0.02 and Z0new (b.). B0 and P2 454 

give similar results and greatly overestimate total lateral inflow. P4 is very similar to PE, but 455 

they are both smaller than B0 and P2, even if they still underestimate total lateral inflow. On 456 

the contrary, GSWP2-P1 and P3 are comparable and underestimate total lateral inflow. 457 

Therefore, it appears that there is a lot of variability in the modelled lateral inflows, 458 

depending on the precipitation datasets. Yet, the difference between in-situ measurements at 459 

Salekhard and Belogorje is just a rough estimate of the total lateral inflow and for a real 460 

assessment of the “best” precipitation dataset to use, it is necessary to compare the modelled 461 

discharge at Salekhard and the in-situ measurement (fig11.c and d). The modelled discharge 462 

at Salekhard is obtained for a 10 m river depth and a Manning coefficient of 0.015 (see next 463 
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section for a sensitivity study to these parameters). Discharge is modelled for all GSWP2 464 

precipitation datasets using two groups of parameters: 1) cpn=5, wdrain=0 and Z0 (fig 11.c) 465 

and 2) cpn=0.01, wdrain=0.02 and Z0new (fig 11.d). As expected, for all precipitation datasets 466 

lateral inflows computed with cpn=0.01, wdrain=0.02 and Z0new are in better agreement with 467 

the difference between measured discharge at Salekhard and Belogorje than lateral inflow 468 

obtained with cpn=5, wdrain=0 and Z0. Table 2 presents the correlation coefficient, bias, Root 469 

Mean Square Error (RMSE) and Nash-Sutcliffe coefficient between observed and modelled 470 

discharge at Salekhard for all precipitation fields. The best results are obtained with GSWP2-471 

P1 and P3, even if they underestimate discharge. GSWP2-P4 gives fairly good results but 472 

overestimates discharge. The worst results are obtained for GSWP2-B0 and P2 which 473 

dramatically overestimate discharge. This is coherent with the work from Decharme and 474 

Douville (2006), who also found that modelled discharge is greatly overestimated when 475 

applying correction for gauge under-catch to hybridized precipitation dataset. Moreover, they 476 

found that discharge modelled using GSWP2-P3 precipitation field is always underestimated 477 

at high latitude, which is confirmed here. 478 

From these results, lateral inflows obtained with GSWP2-P3 and P4 (which are quite 479 

different but still close to in-situ measurement) and cpn=0.01, wdrain=0.02 and Z0new will be 480 

used for the sensitivity study to LISFLOOD-FP parameter in the next section. 481 

 482 

 3.2. Sensitivity to LISFLOOD-FP parameters 483 

 484 

  3.2.1. Sensitivity to river depth and Manning coefficient 485 

 486 

As LISFLOOD-FP assumes a rectangular channel cross section, the river depth 487 

determines the maximum discharge in the main river channel and when there will be 488 
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inundation. The river width plays the same role, and for this reason, to simplify the sensitivity 489 

tests, only river depth is changed. Since the Ob river depth can reach 15m and even 20m, 490 

three different values of the constant river depth (5m, 10m and 15m) have been tested. As 491 

river depth decreases, so does the capacity of the channel and more water is transferred to 492 

floodplain sections during high discharge events. This increased floodplain storage has the 493 

effect of delaying the downstream progression of the flood wave. 494 

The Manning coefficient greatly impacts the flow speed, which then impacts discharge 495 

and flood extent. Indeed, the slower the flow, the more water can be accumulated and then be 496 

available for floodplain inundation. The Ob bed is mainly composed of sand (Akimenko et 497 

al., 2001) and the lower Ob is mostly a straight river, so the Manning coefficient can be 498 

chosen to be about 0.02 (Chow, 1964). Yet, at some periods of the year it can increase, for 499 

example during snow melt when the river carries ice and mud. For this reason the model has 500 

been run for four values of the channel Manning coefficient (0.01, 0.015, 0.020 and 0.025). 501 

Fig. 12a and 12c present, respectively for GSWP2-P3 and GSWP2-P4 lateral inflows, 502 

the modelled discharge at Salekhard for different values of river depth (red and magenta 503 

curves) for a Manning coefficient of 0.015. On these plots, the blue curve corresponds to the 504 

measured discharge at Salekhard. These plots clearly show that for greater river depth the 505 

maximum discharge happens earlier, with a higher amplitude, than for smaller river depth. 506 

For river depths equal or above 10m, there is a good timing between modelled and in-situ 507 

discharge, for both precipitation datasets. This good agreement is mainly due to limited 508 

overbank flooding leading to attenuation of the flood wave. 509 

Fig. 12b and 12d present, respectively for GSWP2-P3 and GSWP2-P4 lateral inflows, 510 

the modelled discharge at Salekhard for different values of the Manning coefficient (red and 511 

magenta curves) for a river depth of 10m. The different curves clearly show that, with a 512 
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higher channel Manning coefficient, the water is slowed down, which could increase 513 

floodplain inundation and delay the modelled discharge.  514 

Furthermore, for both precipitation forcing fields, there is a delay between in-situ and 515 

modelled discharges between September and December, when discharge is only driven by 516 

autumn rainfall. This delay is difficult to explain and could be due to a wide range of reasons: 517 

errors in the precipitation location (for example if the location of rainfall in the GSWP2 data 518 

set is further south, then it will take more time for the water to reach Salekhard) or in the 519 

timing, a change in the value of the friction coefficient (in spring the friction should be higher 520 

because of ice melting, yet the Manning coefficient is already very low), etc. 521 

To find the best couples of LISFLOOD-FP parameters (Manning coefficient and river 522 

depth), the mean error, root mean square error, correlation coefficient and Nash-Sutcliffe 523 

coefficient have been computed (Table 3) between observed and modelled discharge for each 524 

value of the Manning coefficient and river depth (for both GSWP2-P3, normal size numbers, 525 

and GSWP2-P4, bold numbers). For GSWP2-P3, the best agreement between observed and 526 

modelled discharge is obtained with a river depth of 15m and a Manning coefficient of 0.020 527 

(the RMSE is minimized and equal to 1 956 m3/s). However, for GSWP2-P4, the best 528 

agreement between osberved and modelled discharge is obtained with a river depth of 10m 529 

and a Manning coefficient of 0.015 (the RMSE is minimized and equal to 2 409 m3/s).  530 

These values of the parameters seem reasonable for a river channel with a sand bed 531 

and no vegetation (the Manning coefficient is known to vary from 0.011 to 0.035, Chow, 532 

1964) and with a maximum river depth between 15m or 20m (Akimenko et al., 2001). 533 

 534 

  3.2.2. Comparison with altimetry 535 

 536 
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To estimate which averaged river depth between 10m and 15m is closer to reality, the 537 

modelled water elevations along the river channel have been compared to measured water 538 

elevations from the Topex/POSEIDON satellite radar altimeter. The location of the twenty 539 

two Topex/POSEIDON virtual stations used in this study is shown by the red dots on Fig. 13. 540 

As the lower Ob is wide (river width is around 2 km), the altimeter gives relatively good 541 

results, except in winter, when the river is frozen. For this reason the comparison between 542 

modelled and remotely sensed water heights has only been undertaken for the period May to 543 

September 1993. Whilst the ability of the LISFLOOD-FP model to match these data will be 544 

hampered by errors in the floodplain DEM, this should give some indication as to which river 545 

depth is most likely to be correct. 546 

Fig. 14 shows the comparison between the height measured by Topex/POSEIDON 547 

(red curve) and the modelled height with GSWP2-P3 (magenta dashed curve) and with 548 

GSWP2-P4 (black curve) for a 10 m river depth and a 0.015 Manning coefficient at the 549 

location of Topex/POSEIDON measurements n°4 (a.), n°9 (b.), n°17 (c.) and n°24 (d.), see 550 

Fig. 13 for their location. Water heights modelled with GSWP2-P4 appear to be closer to the 551 

satellite measurement than water heights modelled with GSWP2-P3. This is due to the fact 552 

that total lateral inflow computed by ISBA using GSWP2-P4 precipitation dataset is higher 553 

than total lateral inflow obtained with GSWP2-P3. In particular, with GSWP2-P3, lateral 554 

inflow n°2 is quite small compared to lateral inflow n°6 and 8, which is not the case with 555 

GSWP2-P4, (lateral inflow n°2 has the same order of magnitude as the two other lateral 556 

inflows). Furthermore, there is no significant phase error between modelled and measured 557 

water heights. 558 

Table 4 shows the mean RMSE between Topex/POSEIDON and modelled water 559 

heights for all Topex/POSEIDON stations and the four stations shown in Fig. 14, for the two 560 

best couples of river depth and Manning coefficient found in section 3.2.1 for GSWP2-P3 and 561 
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GSWP2-P4. Table 4 confirms the better agreement between Topex/POSEIDON and modelled 562 

water elevation for GSWP2-P4. The RMSE between altimetry measurements and modelled 563 

water heights increased with latitude especially above 65°N, which means that either the 564 

hypothesis of a constant river depth is not realistic or that the switch in the ACE DEM at 565 

66°N to use the GTOPO30 data degrades the ability of LISFLOD-FP to predict water surface 566 

elevation. In addition, the hypothesis that each lateral inflow computed by ISBA is inserted as 567 

a single point source into LISFLOOD-FP might also explain why some RMSEs are smaller 568 

than others. In reality, a single ISBA lateral inflow might correspond to different tributaries 569 

which do not reach the main stream at the same point. Therefore, modelled water height may 570 

be different from the true one, even if channel bathymetry was perfectly known. 571 

For both precipitation datasets, it appears that the best prediction of large scale flow 572 

hydraulics is obtained by using a river depth around 10m and a Manning coefficient of 0.015. 573 

 574 

4. Conclusions and perspectives 575 

 576 

This study shows that it is possible to model discharge of a nearly ungauged arctic 577 

basin by coupling a hydrologic (ISBA) and a hydrodynamic (LISFLOOD-FP) model using 578 

simple assumptions for river parameters (constant Manning coefficient and river depth) and 579 

in-situ measurements as a proxy for the upstream flow. Different sensitivity tests on input 580 

data and parameters show that the modelling is sensitive to the atmospheric input (rain and 581 

snow precipitation), snow cover and drainage parameterization for ISBA, and to Manning 582 

coefficient and river depth for LISFLOOD-FP. The DEM is a key parameter in the discharge 583 

uncertainty as it controls floodplain water depths, hydroperiod and storage volume, which in 584 

turn influences wave propagation speeds (Biancamaria et al., 2007). The study presented here 585 

used different precipitation datasets from GSWP2 to model the lower Ob river. Best results 586 
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are obtained with precipitation fields which are not corrected from gauge under-catch and in 587 

particular with GSWP2-P3 and GSWP2-P4 datasets. This finding is in agreement with a 588 

previous study from Decharme and Douville (2006). Furthermore, it has been shown that a 589 

change in the value of two ISBA parameters driving soil drainage and the snow fraction over 590 

vegetation respectively, allows a better timing and amplitude of the modelled lateral inflows 591 

to the river. Comparison with in-situ measurements at the exit of the study domain and 592 

observed water heights from Topex/POSEIDON along the river has allowed to estimate the 593 

best value of the LISFLOOD-FP river depth (10 m) and Manning coefficient (0.015). With 594 

GSWP2-P3 precipitation, a 10 m river depth and a Manning coefficient of 0.015, the 595 

correlation coefficient and RMSE between modelled and observed discharge at the exit of the 596 

study domain are respectively equal to 0.99 and 1917 m3/s (which represents 14% of the mean 597 

in-situ discharge). With GSWP2-P4 precipitation and the same value of the river parameters, 598 

the correlation coefficient and RMSE between modelled and observed discharge at the exit of 599 

the study domain are respectively equal to 0.99 and 2289 m3/s (which represents 17% of the 600 

mean in-situ discharge). The RMSE between modelled and Topex/POSEIDON measured 601 

water heights along the river is equal to 2.6 m and 2.0 m for GSWP2-P3 and GSWP2-P4 602 

respectively. Yet, the value of the RMSE is relatively dependent of the location along the 603 

river.  604 

The sensitivity of the modelling to the different parameters is a key factor and since 605 

there are only sparse in situ measurements, satellite estimates should be used in the future to 606 

refine some of the models parameters such as the Manning coefficient, drainage 607 

parametrization, etc to improve the models and simulate how basin hydrology interacts with 608 

surface water flow through the river network and across complex floodplains. This could be 609 

done by assimilating these satellite data both in ISBA and LISFLOOD-FP. In particular, this 610 

kind of study will greatly benefit from future wide swath altimetry, like the Surface Water and 611 
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Ocean Topography (SWOT) mission, planned for launch around 2013/2016. SWOT will 612 

measure 2D water heights over a 120 km wide swath and thus better constrain the models 613 

(compared to 1D measurements from nadir altimetry or in-situ measurements). 614 

Finally, undertaking this type of modelling is inherently difficult as the studied 615 

processes are poorly known and interact in a complex manner. This study is one of the first to 616 

investigate the hydrodynamic modelling of the lower Ob and the results are promising. This 617 

work therefore provides a significant contribution to the understanding of modelling for a 618 

large Arctic river basin and offers new and promising perspectives. 619 
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Table captions 810 

 811 

Table 1. GSWP2 experiments with the reanalysis used as precipitation forcing and the applied 812 

correction(s) 813 

 814 

Table 2. Correlation coefficient, bias, RMSE and Nash-Sutcliffe coefficient between 815 

measured and modelled discharge at Salekhard for different precipitation datasets and for 816 

cpn=0.01, wdrain=0.02 and Z0new 817 

 818 

Table 3. Correlation coefficient and Nash-Sutcliffe coefficient between modelled and in-situ 819 

discharge at Salekhard for different values of the river depth (m) and the Manning coefficient 820 

(bold numbers correspond to GSWP2-P4 and non-bold numbers correspond to GSWP2-P3) 821 

 822 

Table 4. Mean RMSE between Topex/POSEIDON and modelled water heights for GSWP2-823 

P3 and GSWP2-P4824 
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Figure captions 825 

 826 

Fig. 1. Study domain (Lower Ob). The red arrows represent the lateral inflows to the 827 

hydraulic model, the green arrow represents the boundary condition (from the Belogorje 828 

gauging station), the blue line represents the water mask used to describe the river in the 829 

hydraulic model 830 

 831 

Fig. 2. Models used in this study and their interactions (LISFLOOD-FP is a flood inundation 832 

model, ISBA is a Land Surface Scheme and TRIP is a routing scheme) 833 

 834 

Fig. 3. Routing scheme used to compute the lateral inflows to the river from the ISBA study 835 

domain (the lateral inflow number, see Fig. 1, is indicated in red). The blue dots represent the 836 

pixels on the lower Ob and the yellow dots, each ISBA grid cell which contributes to the 837 

lateral inflow 838 

 839 

Fig. 4. River bathymetry (red curve) computed from a filtered topography (magenta curve) 840 

derived from the ACE DEM elevation along the river (blue dots) 841 

 842 

Fig. 5. DEMs available on the study domain: GTOPO30 (from USGS) and ACE (from De 843 

Montfort University). The ACE DEM has been chosen for our study. 844 

 845 

Fig. 6. In-situ discharge at Belogorje with a time lag of 10 days and in-situ discharge at 846 

Salekhard with no time-lag; their difference gives an estimate of the total lateral inflow to the 847 

river between the two gages (a.). This "in-situ" total lateral inflow is compared to the sum of 848 

the ISBA lateral inflows (b.). The eight modelled lateral inflows are also shown (c.) 849 
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 850 

Fig. 7. Modelled lateral inflow n°6 from ISBA (blue dashed line on all plots) compared to 851 

(red curves) rain precipitation rate (a.), snow precipitation rate (b.), evapotranspiration (c.), 852 

snow fraction (d.), air temperature (e.), temperature in the first soil layer (f.), liqui water 853 

equivalent soil ice (g.) and soil liquid water (h.). These plots correspond to a spatial average 854 

on all ISBA grid cells contributing to lateral inflow n°6 (see Fig. 3) 855 

 856 

Fig. 8. Soil/vegetation roughness length (Z0) and vegetation cover (VEG) averaged for all the 857 

ISBA grid cells contributing to lateral inflow 6 (a.). Modelled snow fraction on vegetation 858 

(pnc) and on bare soil (png) are also shown (b.) 859 

 860 

Fig. 9. Total lateral inflow from in-situ measurement (cyan curve) compared to modelled total 861 

lateral inflow for cpn equal to 5, 1, 0.1, 0.01 and 0.001 and for roughness length equal to Z0 862 

(a.) and Z0new (b.) 863 

 864 

Fig. 10. Sum of modelled lateral inflows for wdrain=0, 0.01, 0.02, 0.03 and 0.05 with 865 

cpn=0.01 and roughness length equal to Z0new 866 

 867 

Fig. 11. Sum of all lateral inflows for all the GSWP2 precipitation datasets for cpn=5, 868 

wdrain=0 and Z0 (nominal run, a.) and for cpn=0.01, wdrain=0.02 and Z0new (b.). Modelled 869 

discharge at Salekhard for all the GSWP2 precipitation datasets for cpn=5, wdrain=0 and Z0 870 

(c.) and for cpn=0.01, wdrain=0.02 and Z0new (d.) 871 

 872 

Fig. 12. Modelled discharge at Salekhard for different values of the river depth (5m, 10m and 873 

15m) and for a Manning coefficient of 0.015 (a. and c.). Modelled discharge at Salekhard for 874 
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different values of the Manning coefficient (0.01, 0.015, 0.02 and 0.025) and for a river depth 875 

of 10m (b. and d.). Plots a. and b. are obtained with lateral inflows computed using GSWP2-876 

P3 precipitation field, whereas plots c. and d. are obtained with GSWP2-P4 precipitation 877 

dataset. On each plot, the blue curve corresponds to the observed discharge at Salekhard 878 

 879 

Fig. 13. Location of the different Topex/Poseidon virtual stations used 880 

 881 

Fig. 14. Comparison between Topex/POSEIDON measured water height (red curves on the 882 

two plots) and modelled water height with GSWP2-P3 (magenta dashed curve) and with 883 

GSWP2-P4 (black curve) for a river depth of 10m and a Manning coefficient of 0.015 at the 884 

location of virtual stations n°4 (a.), n°9 (b.), n°17 (c.) and n°24 (d.) (see Fig. 13 for their 885 

location) 886 



 
 

40 

Table 5 : 887 
 888 
GSWP2 experiment Reanalysis Hybridization Gauge correction 
B0 NCEP/DOE Yes (GPCC and GPCP) Yes 
P1 ERA-40 No No 
P2 NCEP/DOE Yes (GPCC) Yes 
P3 NCEP/DOE Yes (GPCC) No 
P4 NCEP/DOE No No 
PE ERA-40 Yes (GPCC and GPCP) No 
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Table 2: 889 
 890 

Model vs observation 
Precipitation 
ISBA input Correlation 

coefficient 
Bias (m3/s) RMSE (m3/s) Nash-Sutcliffe 

coefficient 
GSWP2-B0 0.97 -1571 3 554 0.88 
GSWP2-P1 0.99 700 2 157 0.96 
GSWP2-P2 0.96 -2797 5 183 0.75 
GSWP2-P3 0.99 674 1 917 0.97 
GSWP2-P4 0.99 -1363 2 289 0.95 
GSWP2-PE 0.98 -912 2 607 0.94 
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Table 3: 891 
 892 

River depth 
(m) 

Manning 
coefficient 

Correlation 
coefficient 

RMSE (m3/s) 
Nash-

Sutcliffe 
0.86 5 393 0.74 0.01 
0.88 5 310 0.75 
0.56 8 920 0.28 

0.015 
0.59 8 924 0.28 
0.25 10 982 -0.09 

0.02 
0.30 11 032 -0.10 

-0.0002 12 105 -0.32 

5 

0.025 
0.06 12 029 -0.30 
0.98 2 263 0.95 0.01 
0.96 3 510 0.89 
0.99 2 136 0.96 

0.015 
0.99 2 409 0.95 
0.89 4 861 0.79 

0.02 
0.88 5 248 0.75 
0.71 7 423 0.50 

10 

0.025 
0.70 7 833 0.45 
0.98 2 508 0.94 0.01 
0.95 3 951 0.86 
0.98 2 131 0.96 0.015 
0.97 3 405 0.90 
0.99 1 956 0.97 0.02 
0.98 2 722 0.93 
0.98 2 489 0.94 

15 

0.025 
0.98 2 595 0.94 
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Table 4: 893 
 894 

Mean RMSE modelled/Topex 
water height (m) Precipitation Topex station 

RD=10m 
Cman=0.015 

RD=15m 
Cman=0.020 

All stations 2.6 5.7 

Station n°4 1.7 4.4 

Station n°9 2.3 4.9 

Station n°17 2.0 5.1 

GSWP2-P3 

Station n°24 3.2 6.2 

All stations 2.0 4.6 

Station n°4 1.1 3.5 

Station n°9 1.6 3.9 

Station n°17 1.2 4.0 

GSWP2-P4 

Station n°24 2.2 5.0 
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Figure 1: 895 
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