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Abstract. We obtain a nonlocal functional as the variational limit of an integral functional associated with the strain energy of
a pseudo-plastic material reinforced by a ε-periodic distribution of pseudo plastic fibers. We begin by studying separately the
variational limit behavior, when ε goes to zero, of the structure made of the soft material without fibers, and of the structure
constituted by the distribution of the small fibers. We show that the complete structure is, in the sense of the Γ -convergence,
equivalent to a new homogeneous structure whose functional energy is the epigraphical sum of the limit integral functionals
energies modeling each two previous structures.
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1. Introduction

We are interested in the determination of the macroscopic behavior of the structure (S) constituted by

a matrix (M) made of a soft pseudo-plastic material reinforced by a periodic distribution (T ) of pseudo-

plastic fibers. The interior of the reference configuration of (S) is a cylinder O = Ô × (0, L) where

Ô is a domain of R2. Let Tε =
⋃

z∈Z2 ε(D + z) × (0, L) where D is an open subset of R2 satisfying

D ⋐ Ŷ := (0, 1)2; the distribution of fibers occupies O ∩ Tε while the matrix lies in O \ Tε. This

structure (S) is clamped on the part Γ0 = Ô × {0} of its boundary and subjected to applied body forces

L in C0(O, R3) where C0(O, R3) denotes the space of R3-valued continuous functions on O vanishing

on ∂O.

*Corresponding author.
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We aim to obtain an equivalent problem when ε goes to zero of each three following variational

problems:

(PF v
ε

) inf

{
F v

ε (µ) −

∫

O
L · µ: v ∈ M

(
O, R3

)}
,

(PGε) inf

{
Gε(µ) −

∫

O
L · µ: µ ∈ M

(
O, R3

)}
,

(PHε) inf

{
Hε(µ) −

∫

O
L · µ: µ ∈ M

(
O, R3

)}
,

where F v
ε , Gε and Hε are three integral functionals defined on the space M(O, R3) of bounded Borel

measure by:

F v
ε (µ) =





∫

O\Tε

f (ε∇µ) dx if µ ∈ W 1,1
Γ0

(
O, R3

)
, µ = v on O ∩ Tε,

+∞ otherwise,

Gε(µ) =





∫

O∩Tε

g(∇εµ) dx if µ⌊(O \ Tε) = 0, µ⌊Tε ∩ O ∈ W 1,1
Γ0

(
Tε ∩ O, R3

)
,

+∞ otherwise,

Hε(µ) =





∫

O\Tε

f (ε∇µ) dx +

∫

O∩Tε

g(∇εµ) dx if µ ∈ W 1,1
Γ0

(
O, R3

)
,

+∞ otherwise.

The space W 1,1
Γ0

(O, R3) is the subset of all the functions u in W 1,1(O, R3) such that u = 0 on Γ0

in the trace sense, v is a given function in W 1,1
Γ0

(O, R3), ∇ε denotes the distributional derivative in

D′(O ∩ Tε, R3), and spt(µ) the support of the measure µ. In order to consider large deformations, the

bulk energy density functions f , g are not assumed to be convex. They are assumed to be globally

Lipschitz, so that they have linear growth at infinity. To shorten notations, we identify any measure µ
restricted to any open set Ω of R3 with its density dµ/dx as soon as µ is absolutely continuous with

respect to the Lebesgue measure restricted to Ω.

The first problem (PF v
ε

) describes the equilibrium configuration of the mechanical structure O \ Tε

clamped along Ô, with a prescribed displacement v along the boundary ∂Tε ∩ O. The argument ε∇µ
accounts for the softness of the material occupying O \ Tε. The second problem (PGε) describes the

equilibrium configuration of the ε-periodic distribution (T ) of very thin fibers clamped on Ô and free

on the remaining part of their boundaries. Now, assuming that the two previous structures are perfectly

stuck together, we obtain the third problem (PHε), which was studied in [7] and [8] with a more complex

geometry on fibers but with convex integrands f and g of growth order p greater than 1. Here, the linear

growth seems necessitate a measure framework.

Let us make precise what we call equivalent problem. We actually want to compute the Γ -limits

F v, G and H of F v
ε , Gε and Hε respectively when M(O, R3) is equipped with the weak topology

σ(M(O, R3), Cc(O, R3)). The functionals F v and G appear to be convex integrals of measure. Accord-

ing to the variational properties of Γ -convergence (see Proposition 12 below), the limit problems ob-

tained in this sense, describe the equilibrium of deformable bodies filling the closure of O as reference

configuration and subjected to the loading L.
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 We show that F v is a gradient free energy defined for every µ ∈ M(O, R3) b y

F v(µ) =

∫

O
f0(µ − v),

where, for every a ∈ R3,

f0(a) = inf

{∫

Ỹ \D
f∗∗(∇̂u, 0

)
dx̂: u ∈ âdm(a)

}
,

âdm(a) =

{
u ∈ W 1,1

♯

(
Ŷ , R3

)
:

∫

Ŷ
u dx̂ = a, u = 0 on D

}
,

∇̂u denotes the tangential gradient of u and W 1,1
♯ (Ŷ , R3) is the set of Ŷ -periodic functions in

W 1,1(Ŷ , R3).

The functional G corresponds to a continuous distribution of strain energies of elastic strings

D × (0, L) + x̂ (see [2]) when x̂ runs through the basis Ô, more precisely

G(ν) =




|D|

∫

O

(
g⊥

)∗∗
(

1

|D|

∂ν

∂x3

)
+

∫

Γ0

(
g⊥

)∗∗,∞(
γ(ν)

)
if ν ∈ M

(
Ô, BV

(
(0, L), R3

))
,

+∞ otherwise.

The density (g⊥)∗∗ is the convex envelope of the function g⊥, defined for every a ∈ R3 by

g⊥(a) = inf
{
g
(
(M , a)

)
: M ∈ M2×3

}
,

and (g⊥)∗∗,∞ is its recession function (see Section 2). Note that in general, g⊥ is not convex (see [2]

with p = 2). The notation γ(ν) stands for a suitable measure in M(Ô × (−∞, L), R3) concentrated on

Γ0 that we will call the orthogonal trace of the measure ν on Γ0 (see Definition 2 and Proposition 6).

The convex functions of measures entering the definitions of F v and G are taken in the sense of [18].

We finally establish that the stored energy limit of the whole structure is the infimal convolution (or

epigraphical sum) of the two functionals F 0 and G|D| on M(O, R3): for all µ ∈ M(O, R3)

H(µ) = inf
{
F ν(µ) + G

(
|D|ν

)
: ν ∈ M

(
O, R3

)}

= inf

{∫

O
f0(µ − ν) + G

(
|D|ν

)
: ν ∈ M

(
O, R3

)}

:= F 0 +
e G|D|(µ).

It is worth noticing that the functionals F ν and G turn out to be convex integrals of a measure, while H is

a nonlocal convex functional. The identification of this limit energy functional as an infimal convolution

is capital for the mechanical understanding of the macroscopic behavior: it appears as two homogenized

media, connected in series. Although our main goal was to determine the macroscopic behavior of the

whole structure (S), it is this actual characterization that leads us to a strategy different from that of

[7,8] by studying previously and separately the two media making up (S). The limit energy functional

H is nonlocal, the state of the homogenized structure is described by a global state variable (see [17]):
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the field of displacement which is actually a measure on O. Nevertheless, the macroscopic behavior can

also be described by the displacement µ, and an additional internal or hidden variable ν which accounts

for the microstructure of (S). In this case, the total free energy of this nondissipative medium has a

density function which reads as

h(µ, ν) = f0(µ − ν) + |D|
(
g⊥

)∗∗
(

∂ν

∂x3

)
,

and involves a space derivative of the internal variable [16].

The paper is organized as follows. In Section 2 we establish the Γ -convergence of the functional F v
ε to

the functional F v. Section 3 is devoted to the Γ -convergence of Gε to G. We deduce in Section 4 the limit

energy of the complete structure. Finally, we recall the notion of Γ -convergence and give some technical

results in Appendices 1, 2, 3. From a technical point of view, we use alternative ways to those used in

[7] and [8]. Indeed, for p = 1, the two-scale convergence scheme seems to require differentiability and

positively 1-homogeneity of f∗∗ (see [3]). Nevertheless our technique also applies to the case p > 1.

2. The limit problem associated with the soft material structure

We denote by a · b the scalar product of two elements a and b in R3 and by A : B the Hilbert–Schmidt

scalar product of A and B in the set M3 of 3 × 3 matrices.

We assume the following growth conditions on the density f : there exists two positive constants α
and β such that, for every 3 × 3-matrix M

α
(
|M | − 1

)+
� f (M ) � β

(
1 + |M |

)
, (1)

where (·)+ denotes the positive part. Moreover, we assume that f satisfies the Lipschitzian condition:

there exists a positive constant l such that, for all M , M ′ in M3

∣∣f (M ) − f
(
M ′)∣∣ � l

∣∣M − M ′
∣∣. (2)

Note that when f is quasiconvex this condition is automatically satisfied (see B. Dacorogna [11]). Fi-

nally, as there is no energy when no displacement occurs, we assume f (0) = 0. Note also that hypotheses

(1), (2) include the function M �→
√

1 + |M |2 − 1 which is the main example of nonnegative C∞ func-

tion vanishing at 0 and with linear growth.

Let us recall that F v
ε : M(O, R3) → R ∪ {+∞} is defined by

F v
ε (µ) =





∫

O\Tε

f (ε∇µ) dx if µ ∈ W 1,1
Γ0

(
O, R3

)
, µ = v on O ∩ Tε,

+∞ otherwise,

where v is a given function in W 1,1
Γ0

(O, R3).

We begin by giving various expressions of the expected limit density f0 given in the Introduction. Let

us recall that, for every a ∈ R3

f0(a) = inf

{∫

Ỹ \D
f∗∗(∇̂u, 0

)
dx̂: u ∈ âdm(a)

}
,
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âdm(a) =

{
u ∈ W 1,1

♯

(
Ŷ , R3

)
:

∫

Ŷ
u dx̂ = a, u = 0 on D

}
.

Similarly, for every a ∈ R3, we now consider the following set of Y -periodic functions

adm(a) =

{
u ∈ W 1,1

♯

(
Y , R3

)
:

∫

Y
u dx = a, u = 0 on T := D × (0, L)

}

and set

f̃0(a) = inf

{∫

Y \T
f (∇u) dx: u ∈ adm(a)

}
.

The proposition below yields another expressions of f0 and its Legendre–Fenchel transform.

Proposition 1. With above notations,

(i) f0(a) = inf

{∫

Y \T
f∗∗(∇u) dx: u ∈ adm(a)

}
= f̃∗∗

0 (a),

(ii) ∀a∗ ∈ R3, f∗
0

(
a∗

)
= f̃∗

0

(
a∗

)
= inf

{∫

Y \T
f∗(σ) dx: σ ∈ adm∗(a∗

)}
, where

adm∗(a∗
)

:=
{
σ ∈ L∞(Y \ T ,M3), div σ = −a∗ in Y \ T , σn antiperiodic on ∂(Y \ T ) \ ∂T

}
.

Proof. The second equality in (i) is classical and left to the reader (in the same spirit, see also Appen-

dix 1). By Jensen’s inequality, we have, for any u ∈ adm(a)

∫

Y \T
f∗∗(∇u) dx �

∫

Ŷ \D
f∗∗

(∫ 1

0

∇̂u
(
x̂, x3

)
dx3, 0

)
dx̂

� f0(a)

because x̂ �→
∫ 1

0 u(x̂, x3) dx3 belongs to âdm(a). Therefore f̃∗∗
0 (a) � f0(a).

Since for any u ∈ âdm(a) the function ũ defined by ũ(x̂, x3) = u(x̂) belongs to adm(a) and satisfies

∫

Y \T
f∗∗(∇ũ) dx =

∫

Ŷ \D
f∗∗(∇̂u, 0

)
dx̂,

we also have f̃∗∗
0 (a) � f0(a).

The proof of assertion (ii) is established in Appendix 1. �

A first piece of information that one may capture on any sequence of displacement fields with

finite energy is that it is bounded in L1(O, R3) thus weakly converges (i.e., in the sense of the

σ(M(O, R3), Cc(O, R3)) topology), at least for a subsequence, to some µ in the space M(O, R3) (see

Proposition 2 below). Therefore, according to Proposition 12(i) of Appendix 1, it is natural to treat the

asymptotic analysis of the problem (PF v
ε

) in M(O, R3).
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Proposition 2. Let µε ∈ M(O, R3) be such that supε F v
ε (µε) < +∞. Then, there exist µ ∈ M(O, R3)

and a subsequence, not relabeled, such that

µε ⇀ µ in M
(
O, R3

)
.

Proof. The Poincaré–Wirtinger inequality

∫

Ŷ

∣∣∣∣w −
1

|D|

∫

D
w

∣∣∣∣ dx̂ � CPW

∫

Ŷ

∣∣∇̂w
∣∣ dx̂

gives, after scaling and integrating over (0, L)

∫

O
|w| dx � C ′

PW

(∫

O∩Tε

|w| dx +

∫

O
|ε∇w| dx

)
(3)

for every regular function w and finally, by a density argument, for every function w in W 1,1(O, R3).

Applying this inequality to µε, from the coerciveness assumption in (1), we obtain

∫

O
|uε| dx � C ′

PW

(∫

O∩Tε

|v| dx +

∫

O\Tε

|ε∇uε| dx

)

� C ′
PW

(∫

O
|v| dx +

1

α
F v

ε (µε) + 2|O|

)

which is bounded. �

2.1. The lower bound

In this section, we establish the lower bound in the definition of the Gamma-convergence of F v
ε to F v:

Proposition 3. For every µε weakly converging to µ in M(O, R3),

F v(µ) � lim inf
ε→0

F v
ε (µε).

Proof. One may assume

lim inf
ε→0

F v
ε (µε) < +∞ (4)

so that, at most for a subsequence, µε belongs to W 1,1(O, R3) and agrees with v on O ∩ Tε. We must

establish

lim inf
ε→0

∫

O\Tε

f (ε∇uε) dx �

∫

O
f0(µ − v).

Let us recall that since f0 is convex, the integral
∫
O f0(µ − v) is given by the duality principle

∫

O
f0(µ − v) = sup

w∈L

{
〈µ − v, w〉 −

∫

O
f∗

0 (w) dx

}
,
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where L is the set of all the functions w :O → R3 such that f∗
0 ◦ w belongs to L1(O). But we also have

(see Bouchitté [9])

∫

O
f0(µ − v) = sup

w∈E

{
〈µ − v, w〉 −

∫

O
f∗

0 (w) dx

}
,

where E is the set of all the step functions w of the form

w =
∑

i∈I

z∗i 1Oi
, z∗i ∈ R3, (µ − v)(∂Oi) = L3(∂Oi),

(Oi)i∈I is a finite partition of O made up of Borel sets and z∗i ∈ R. Our strategy is to establish for every

w ∈ E

lim inf
ε→0

∫

O\Tε

f (ε∇µε) dx � 〈µ − v, w〉 −

∫

O
f∗

0 (w) dx (5)

by taking into account the expression of f∗
0 given in Proposition 1(ii). The conclusion will follow by

taking the supremum over w ∈ E .

In order to localize the calculation on each Oi, we consider a family (ϕi,δ)i∈I of regular functions with

support included in Oi, 0 � ϕi,δ � 1 and
∑

i ϕi,δ → 1 a.e. in O when δ → 0+.

Consider w =
∑

i z
∗
i 1Oi

in E and let σi be a ε-minimizer of h∗(z∗i ) in adm∗(z∗i ), extended by period-

icity to R3 \
⋃

z∈Z2(T + z). According to Fenchel’s inequality, for a.e. x ∈ O \ Tε we have

f
(
ε∇µε(x)

)
� f

(
ε∇µε(x)

)
ϕi,δ(x) �

(
ε∇µε(x) · σi

(
x

ε

)
− f∗

(
σi

(
x

ε

)))
ϕi,δ(x).

Summing over i ∈ I and integrating over O \ Tε yields

∫

O\Tε

f (ε∇µε) dx �
∑

i∈I

(∫

O\Tε

ε∇µε · σi

(
x

ε

)
ϕi,δ dx −

∫

O\Tε

f∗
(

σi

(
x

ε

))
ϕi,δ dx

)
. (6)

Now we extend σi in R3. First, let us consider ξ ∈ L∞(T ∩ Y , R3) satisfying





div ξ =

(
1 −

1

|D|

)
z∗i in T ∩ Y ,

ξ · n = σi · n on ∂T \ D × {0} ∪ D × {1},

ξ · n = 0 on D × {0} ∪ D × {1}.

Such a solution ξ of above problem may be obtained through a sequence of solutions of p-Laplacian

problems indexed by p going to one. We set

σ̃i =

{
σi in Y \ T ,

ξ in T ∩ Y

7



and extend it by periodicity in R3. Integrating by part the first term in the right-hand side of (6) and by

using boundary conditions satisfied by ξ, we easily obtain

lim inf
ε→0

∫

O\Tε

f (ε∇µε) dx

�
∑

i∈I

lim inf
ε→0

[∫

O\Tε

µε · z
∗
i ϕi,δ dx +

∫

Tε

v ·

(
1 −

1

|D|

)
z∗i ϕi,δ dx −

∫

O\Tε

f∗
(

σi

(
x

ε

))
ϕi,δ dx

]
.

Extending now σi by 0 on T (still denoted by σi) and since f∗(0) = 0, we obtain

lim inf
ε→0

∫

O\Tε

f (ε∇µε) dx

�
∑

i∈I

lim inf
ε→0

[∫

O\Tε

µε · z
∗
i ϕi,δ dx +

∫

Tε

v ·

(
1 −

1

|D|

)
z∗i ϕi,δ dx −

∫

O
f∗

(
σi

(
x

ε

))
ϕi,δ dx

]

=

〈
µ − v, w

∑

i∈I

ϕi,δ

〉
−

∫

O

∑

i∈I

ϕi,δf
∗
0 (w) dx.

We conclude by letting δ → 0. �

Remark 1. The previous lower bound also holds if one replaces v by a function vε such that 1Tε∩Ovε

weakly converges to some measure written |D|ν in M(O, R3). In this more general situation, taking up

previous proof, one easily obtain

F ν(µ) � lim inf
ε→0

F vε
ε (µε),

where, for every µ ∈ M(O, R3),

F vε
ε (µ) =





∫

O\Tε

f (ε∇µ) dx if µ ∈ W 1,1
Γ0

(
O, R3

)
, µ = vε on O ∩ Tε,

+∞ otherwise,

F ν(µ) =

∫

O
f0(µ − ν).

2.2. The upper bound

Now we establish the upper bound in the definition of Γ -convergence:

Proposition 4. For every µ in M(O, R3), there exists a sequence (µε)ε in M(O, R3) weakly converging

to µ such that

lim sup
ε→0

F v
ε (µε) � F v(µ).
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Proof (First step). We assume µ − v ∈ C1(O, R3) and we construct a sequence (uε)ε>0 satisfying

uε ⇀ µ in M
(
O, R3

)
,

lim sup
ε→0

F v
ε (uε) �

∫

O
f̃0(µ − v).

For every u in L1(O, R3), let Adm(O × Y , u) be the set

{
w ∈ L1

(
O, W 1,p

#

(
Y , R3

))
:

∫

Y
w(·, y) dy = u a.e. in O, w(x, ·) = 0 a.e. on T

}

and, for every u ∈ C1(O, R3), let Adm1(O × Y , u) be the set

{
w ∈ C1

(
O × Y , R3

)
:

∫

Y
w(·, y) dy = u a.e. in O, w(x, ·) = 0 a.e. on T , w(x, ·) Y -periodic

}
.

Note that, in some sense, adm(a) may be considered as a localization of the set Adm(O × Y , u) at

a = u(x). With this remark in mind, we have the following localization lemma. For a proof, we refer to

Bellieud and Bouchitté [7]. For a general result about the permutation between “inf and
∫

”, consult also

Anza Hafsa [4], Anza Hafsa and Mandallena [5].

Lemma 1. For any given u in C1(O, R3)

∫

O
inf

{∫

Y
f
(
∇w(y)

)
dy w ∈ adm

(
u(x)

)}
dx

= inf

{∫

O×Y
f
(
∇yw(x, y)

)
dx dy: w ∈ Adm(O × Y , u)

}

= inf

{∫

O×Y
f
(
∇yw(x, y)

)
dx dy: w ∈ Adm1(O × Y , u)

}
.

Let then u in v + C1(O, R3). According to Lemma 1 and the definition of f̃0 we have

∫

O
f̃0(µ − v) dx = inf

{∫

O×Y
f
(
∇yw(x, y)

)
dx dy: w ∈ Adm1(O × Y , µ − v)

}
.

For η > 0, choose wη in Adm1(O × Y , u − v) satisfying

η +

∫

O
f̃0(µ − v) dx �

∫

O×Y
f
(
∇ywη(x, y)

)
dx dy,

and extend it in O × R3 by Y -periodicity with respect to y. We now set

uε,η(x) = wη

(
x,

x

ε

)
+ v (7)
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which fulfills the condition uε,η = v on O ∩ Tε. When ε → 0, a straightforward calculation gives

uε,η ⇀ µ − v + v = µ in L1
(
O, R3

)

and

lim
ε→0

F v
ε (uε,η) =

∫

O×Y
f
(
∇ywη(x, y)

)
dx dy �

∫

O
f̃0

(
µ(x) − v(x)

)
dx + η. (8)

Before going to the limit on η, we slightly modify uε,η in order to match the boundary condition. For

this, let Vε = {x ∈ O: dist(x, Γ0) < ε} and ϕε ∈ C1
c (O) satisfying

|ϕε| � C,

|∇ϕε| � C/ε,

ϕε = 0 on Vε/2, ϕε = 1 on O \ Vε

and set ũε,η = ϕεuε,η. Clearly

ũε,η ⇀ µ in L1
(
O, R3

)

when ε goes to zero. Moreover

F v
ε (ũε,η) � F v

ε (uε,η) +

∫

(O\Tε)∩Vε

f (ε∇ũε,η) dx. (9)

From (7), the growth conditions (1) and the regularity of w

lim
ε→0

∫

(O\Tε)∩Vε

f (ε∇ũε,η) dx = 0. (10)

Combining (8), (9) and (10), we obtain

lim sup
ε→0

F v
ε (ũε,η) �

∫

O
f̃0

(
µ(x) − v(x)

)
dx + η.

Letting η → 0 gives

lim sup
η→0

lim sup
ε→0

F v
ε (ũε,η) �

∫

O
f̃0

(
µ(x) − v(x)

)
dx.

Invoking a classical diagonalization argument, there exists a map ε �→ η(ε) and uε = ũε,η(ε) in Dom(F v
ε )

such that





uε ⇀ u in L1
(
O, R3

)
,

lim sup
ε→0

F v
ε (uε) �

∫

O
f̃0

(
µ(x) − v(x)

)
dx.

10



Last step. We establish the result for any measure µ − v. Classically, there exists θn ∈ C1
c (O, R3)

weakly converging to µ − v in M(O, R3) such that

lim
n→+∞

∫

O
f̃0(θn) dx =

∫

O
f̃∗∗

0 (µ − v),

that is,

lim
n→+∞

∫

O
f̃0(µn − v) dx =

∫

O
f̃∗∗

0 (µ − v),

where we have set µn := v + θn. According to the first step, there exists un,ε weakly converging to µn

such that

lim sup
n→+∞

lim sup
ε→0

F v
ε (un,ε) �

∫

O
f̃∗∗

0 (µ − v),

lim sup
n→+∞

lim sup
ε→0

unε = µ weakly in M
(
O, R3

)
.

We end the proof by a diagonal argument. �

Due to the growth of f , in order that the infimum (PF v
ε

) be finite, classically L has to satisfy a safe

load condition like

‖L‖∞ �
α

C ′
PW

, (11)

where C ′
PW is the best constant in (3), proof of Proposition 2. Collecting Propositions 2, 3, 4, and

according to Proposition 12, we obtain:

Theorem 1. Assuming condition (11), the problem

(PF v
ε

) inf

{
F v

ε (µ) −

∫

O
L · µ: µ ∈ M

(
O, R3

)}

converges to the problem

(PF v ) min

{
F v(µ) −

∫

O
L · µ: µ ∈ M

(
O, R3

)}
= −

∫

O
f∗

0

(
L(x)

)
dx −

∫

O
L(x) · v dx,

in the sense that, up to a subsequence, every sequence (µε)ε of ε-minimizer of (PF v
ε

) weakly converges

in M(O, R3) to a minimizer of (PF v ) and inf(PF v
ε

) tends to min(PF v ).

11



3. The limit problem associated with the fibers

We assume that the density g also satisfies the conditions (1) and (2) of the previous section.

Let us recall that the energy functional associated with the equilibrium configuration of the union Tε

of very thin tubes clamped on Ô is the functional Gε defined on M(O, R3) by

Gε(µ) =

{ ∫

O∩Tε

g(∇εµ) dx if µ⌊(O \ Tε) = 0, µ⌊Tε ∩ O ∈ W 1,1
Γ0

(
Tε ∩ O, R3

)
,

+∞ otherwise.

In this section, we are going to prove that the Γ -limit of the sequence (Gε)ε>0 is given by

G(µ) =




|D|

∫

O

(
g⊥

)∗∗
(

∂µ

∂x3

)
dx +

∫

Γ0

(
g⊥

)∗∗,∞(
γ(µ)

)
if (u, v) ∈ M

(
Ô, BV

(
(0, L), R3

))
,

+∞ otherwise,

when M(O, R3) is equipped with the weak * topology and

g⊥(a) = inf
{
g
(
(M , a)

)
: M ∈ M2×3

}
.

We will make precise the space M(Ô, BV((0, L), R3)) in Definition 1 below. Let us recall the definition

of the recession function g̃∞ of a given convex function

g̃ : R3 → [0, +∞].

For all a ∈ R3, g̃∞(a) := supt�0 g̃(a0 + ta)/t where a0 is an arbitrary element of the domain of g̃. It is

easily seen that g̃∞ is positively homogeneous of degree 1 and that this definition is independent of the

choice of a0 in the domain of g̃. In our case the domain of g̃ is R3. The trace γ(ν) entering the definition

of the surface part will be defined in Subsection 3.2.

3.1. The space M(Ô, BV((0, L), R3))

We are going to give the definition of the space M(Ô, BV((0, L), R3)). Let Ω = Ω̂ × (a, b) be any

cylinder of R3 where Ω̂ is an open bounded subset of R2 and a, b belong to R. Let µ be any measure in

M(Ω, R3). For every ϕ̂ in C0(Ω̂, R3) we define the measure 〈µ, ϕ̂〉 by

∀ϕ⊥ ∈ C0

(
(a, b), R3

)
,

∫

(a,b)

ϕ⊥ d
(
〈µ, ϕ̂〉

)
:=

∫

Ω
ϕ̂ϕ⊥ dµ, (12)

where ϕ̂ϕ⊥ denotes the vector valued function whose components are ϕ̂i ⊗ ϕ⊥
i , i = 1, 2, 3.

Definition 1. Let M(Ω̂, BV((a, b), R3)) be the space of all measures µ ∈ M(Ω, R3) such that the mea-

sure 〈µ, ϕ̂〉 defined in (12) belongs to BV((a, b), R3).

12



Note that when µ belongs to M(Ω̂, BV((a, b), R3)), since 〈µ, ϕ̂〉 belongs to the space L1((a, b), R3),

the left-hand side of (12) is also given by

∫

(a,b)

ϕ⊥ d
(
〈µ, ϕ̂〉

)
=

∫

(a,b)

ϕ⊥ · 〈µ, ϕ̂〉 dx3.

The choice of the weak topology which equips M(O, R3) is suggested by Proposition 12(i) and the

following compactness result.

Proposition 5. Let µε ∈ M(O, R3) be such that supε Gε(µε) < +∞. Then, there exist µ ∈

M(Ô, BV((0, L), R3)) and a subsequence, not relabeled, such that





1O∩Tεµε ⇀ µ in M
(
O, R3

)
,

1O∩Tε

∂µε

∂x3

⇀
∂µ

∂x3

in M
(
O, R3

)
.

Proof. By coercivity of g, the measure 1O∩Tε

∂µε

∂x3
is bounded in M(O, R3). The weak convergence of

1O∩Tεµε in M(O, R3) is a straightforward consequence of Poincaré’s inequality. Now, for a not relabeled

subsequence, we identify its weak limit θ ∈ M(O, R3). Let us denote by uε the restriction of µε on O∩Tε

and let ϕ ∈ C∞
c (O, R3). Let Dε =

⋃
z∈Z2 ε(z + D), integrating by parts gives

∫

O∩Tε

ϕ ·
∂uε

∂x3

dx =

∫

Ô∩Dε

∫

(0,L)

ϕ ·
∂uε

∂x3

dx3 dx̂ = −

∫

O
1O∩Tεµε ·

∂ϕ

∂x3

dx.

Letting ε → 0 gives θ = ∂µ/∂x3.

At last, to prove that µ ∈ M(Ô, BV((0, L), R3)) it suffices to establish that 〈µ, ϕ̂〉 belongs to

BV((0, L), R3) for every ϕ̂ ∈ C0(Ô). This is a straightforward consequence of the following lemma

whose proof is given in Appendix 3 where we actually give a more general result (Lemma 3):

Lemma 2. Let a, b in R. Then

{
µ ∈ M

(
(a, b), Rm)

: Dµ ∈ M
(
(a, b), Rm)}

= BV
(
(a, b), Rm)

,

where Dµ denotes the distributional derivative of the measure µ.

Indeed, from definition (12) of the measure 〈ν, ϕ̂〉, we have, in the distributional sense,

〈
∂

∂x3

〈ν, ϕ̂〉, ϕ⊥
〉

= −

〈
〈ν, ϕ̂〉,

∂

∂x3

ϕ⊥
〉

= −

∫

O

∂

∂x3

(
ϕ̂ϕ⊥)

dν

=

〈
∂ν

∂x3

, ϕ̂ϕ⊥
〉

and the conclusion ∂

∂x3
〈ν, ϕ̂〉 ∈ M((0, L), R3) follows from ∂ν

∂x3
∈ M(O, R3). �
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Corollary 1. The domain of any cluster point of Gε for the Γ -convergence, is included in

M(Ô, BV((0, L), R3)).

3.2. Orthogonal trace of measures in M(Ô, BV((0, L), R3))

In order to take into account the boundary condition which will be classically relaxed by the surface

energy in the definition of F , we define now the trace of the elements of M(Ô, BV((0, L), R3)).

Definition 2. Let Õ be the cylinder Ô × (−∞, L), the orthogonal trace on Γ0 of a measure ν in

M(Ô, BV((0, 1), R3)) is the measure γ(ν) in M(Õ, R3) concentrated on Γ0 defined by:

∀φ ∈ C0

(
Õ, R3

)
,

〈
γ(ν), φ

〉
:= γ0

(〈
ν, φ

(
x̂, 0

)〉)
⊗ e3,

where (〈ν, φ(x̂, 0)〉) denotes the measure defined in (12), γ0(w) the trace on {0} of any element w ∈
BV((0, L), R3) and e3 = (0, 0, 1).

This definition is meaningful. Indeed, from Lemma 2 and the proof of Proposition 2 we know that

(〈ν, φ(x̂, 0)〉) belongs to BV((0, L), R3), then possesses a trace on {0}. The trace operator satisfies the

following properties

Proposition 6. The trace operator γ : ν �→ γ(ν) is linear continuous from M(O, R3) into M(Õ, R3).

Moreover, if θ̃ denotes the extension in M(Õ, R3) of any measure θ of M(O, R3) defined for every Borel

set B of Õ by θ̃(B) := θ(B ∩ O), we have

∂ν̃

∂x3

=
∂̃ν

∂x3

+ γ(ν),

where ∂̃ν/∂x3 and γ(ν) are mutually singular.

Proof. the first assertion is easy to establish. Let us now consider Φ = ϕ̂ϕ⊥ where ϕ̂ = (ϕ̂i)i=1,...,3 ∈

D(Ô, R3) and ϕ⊥ = (ϕ⊥)i=1,...,3 ∈ D((−∞, L), R3). From the definition of the distributional derivative,

from (12) and the fact that 〈ν, ϕ̂〉 belongs to L1((0, L), R3), we have

〈
∂ν̃

∂x3

, Φ

〉
= −

∫

Õ

∂Φ

∂x3

ν̃ = −

∫

O

∂Φ

∂x3

ν̃ = −

∫

(0,L)

∂ϕ⊥

∂x3

· 〈ν, ϕ̂〉 dx3. (13)

As 〈ν, ϕ̂〉 belongs to BV((0, L), R3), one may apply the generalized Green’s formula to the last expres-

sion, which gives, with our definition of γ(ν):

−

∫

(0,L)

∂ϕ⊥

∂x3

· 〈ν, ϕ̂〉 dx3 =

∫

(0,L)

ϕ⊥ ·
∂

∂x3

〈ν, ϕ̂〉 + γ0

(〈
ν, ϕ⊥(0) ⊗ ϕ̂

〉)
⊗ e3

=

∫

(0,L)

ϕ⊥ ∂

∂x3

· 〈ν, ϕ̂〉 +
〈
γ(ν), Φ

〉

=

∫

(0,L)

ϕ⊥ ·

〈
∂ν

∂x3

, ϕ̂

〉
+

〈
γ(ν), Φ

〉
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=

∫

(−∞,L)

ϕ⊥ ·

〈
∂ν

∂x3

, ϕ̂

〉
+

〈
γ(ν), Φ

〉

=

〈
∂̃ν

∂x3

, Φ

〉
+

〈
γ(ν), Φ

〉
, (14)

where, for passing from the second to the third equality, we used ∂

∂x3
〈ν, ϕ̂〉 = 〈 ∂ν

∂x3
, ϕ̂〉 in M((0, L), R3)

which is a straightforward consequence of definition (12) of the two measures 〈ν, ϕ̂〉 and 〈 ∂ν
∂x3

, ϕ̂〉. We

also used (12) with Ω = Ô × (0, L) and Ω = Ô × (−∞, L) for passing from the third to the fourth

equality. Collecting (13) and (14), we finally obtain for every Φ = ϕ̂ϕ⊥

〈
∂ν̃

∂x3

, Φ

〉
=

〈
∂̃ν

∂x3

, Φ

〉
+

〈
γ(ν), Φ

〉

and the conclusion follows from a classical density argument. Obviously, as γ(ν) is concentrated on Γ0

and ∂̃ν/∂x3 on O, these two measures are mutually singular. �

3.3. The lower bound

We establish the lower bound in the definition of the Gamma-convergence of Gε to G:

Proposition 7. For every µε weakly converging to µ in M(O, R3),

G(µ) � lim inf
ε→0

Gε(µε).

Proof. Obviously, one may assume

lim inf
ε→0

Gε(µε) < +∞ (15)

so that the restriction uε of µε on O ∩ Tε belongs to W 1,1
Γ0

(Tε ∩ O, R3). We are going to prove

lim inf
ε→0

∫

O∩Tε

g(∇εuε) dx � |D|

∫

O

(
g⊥

)∗∗
(

1

|D|

∂µ

∂x3

)
+

∫

Γ0

(
g⊥

)∗∗,∞
(µ). (16)

With the notations of Definition 2 and Proposition 6, we begin by extending uε on Õ ∩ Tε by setting

ũε =

{
uε in O ∩ Tε,

0 in Õ ∩ Tε \ O ∩ Tε.

Note that ∂ũε/∂x3 = ˜∂uε/∂x3.

Proceeding exactly as in Proposition 5 one may prove that there exist µ̄ in M(Ô, BV((−∞, L), R3)

and a subsequence not relabeled such that





1
Õ∩Tε

µ̃ε ⇀ µ̄ in M
(
Õ, R3

)
,

1
Õ∩Tε

∂ũε

∂x3

⇀
∂µ̄

∂x3

in M
(
Õ, R3

)
.
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Let us show that ∂µ̄/∂x3 = ∂µ̃/∂x3. Indeed, for every Φ = ϕ̂ϕ⊥, ϕ̂ ∈ D(Ô, R3), ϕ⊥ ∈
D((−∞, L), R3),

〈
∂µ̄

∂x3

, Φ

〉
= −

〈
µ̄, ϕ̂

∂ϕ⊥

∂x3

〉

= − lim
ε→0

∫

Õ
1
Õ∩Tε

µ̃ε · ϕ̂
∂ϕ⊥

∂x3

dx

= − lim
ε→0

∫

(0,L)

(∫

Ô
1O∩Tεµεϕ̂ dx̂

)
·
∂ϕ⊥

∂x3

dx3

= −

∫

(0,L)

〈µ, ϕ̂〉 ·
∂ϕ⊥

∂x3

dx3

= −

〈
µ̃, ϕ̂

∂ϕ⊥

∂x3

〉

=

〈
∂µ̃

∂x3

, Φ

〉
.

We have firstly used the strong convergence of
∫
Ô

1O∩Tεuε · ϕ̂ dx̂ to 〈µ, ϕ̂〉 in L1((0, L), R3) insured by

the weak convergence of this sequence to 〈µ, ϕ̂〉 in BV((0, L), R3) and secondly equality (12) defining

〈µ̃, ϕ̂〉.

Now we establish inequality (16). Let Φδ, Φδ � 1
Õ

, be a positive function in Cc(Õ) satisfying Φδ = 1

on O and converging to 1O a.e. when δ → 0+. We use a duality argument. According to Fenchel’s

inequality, for every Φ ∈ C0(Õ, R3),

∫

O∩Tε

g(∇εuε) dx �

∫

O
1Tεg

⊥
(

∂uε

∂x3

)
dx =

∫

Õ
1Tεg

⊥
(

∂ũε

∂x3

)
Φδ dx

�

〈
1
Õ∩Tε

∂ũε

∂x3

, ΦΦδ

〉
−

∫

Õ
1Tε

(
g⊥

)∗
(Φ)Φδ dx.

Therefore, by the observation made above and according to Proposition 6

lim inf
ε→0

∫

O∩Tε

g(∇εuε) dx � |D|

[〈
1

|D|

∂µ̃

∂x3

, ΦΦδ

〉
−

∫

Õ

(
g⊥

)∗
(Φ)Φδ dx

]

= |D|

[〈
1

|D|

(
∂̃µ

∂x3

+ γ(µ)

)
, ΦΦδ

〉
−

∫

Õ

(
g⊥

)∗
(Φ)Φδ dx

]
.

Taking the supremum over Φ ∈ C0(Õ, R3) and noticing that ∂̃µ/∂x3 and γ(µ) are mutually singular we

obtain

lim inf
ε→0

∫

O∩Tε

g(∇εuε) dx � |D|

∫

Õ

(
g⊥

)∗∗
(

1

|D|

(
∂̃µ

∂x3

+ γ(µ)

))
Φδ
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= |D|

[∫

Õ

(
g⊥

)∗∗
(

1

|D|

∂̃µ

∂x3

)
Φδ +

∫

Õ

(
g⊥

)∗∗
(

1

|D|
γ(µ)

)
Φδ

]
.

Since γ(µ) is singular with respect to the Lebesgue measure and concentrated on Γ0, and (g⊥)∗∗,∞ is

positively homogeneous, above inequality yields

lim inf
ε→0

∫

O∩Tε

g(∇εuε) dx � |D|

∫

Õ

(
g⊥

)∗∗
(

1

|D|

∂̃µ

∂x3

)
Φδ +

∫

Γ0

(
g⊥

)∗∗,∞(
γ(µ)

)
Φδ

= |D|

∫

O

(
g⊥

)∗∗
(

1

|D|

∂µ

∂x3

)
Φδ +

∫

Γ0

(
g⊥

)∗∗,∞(
γ(µ)

)
Φδ.

We end the proof by letting δ → 0. �

3.4. The upper bound

We establish the upper bound in the definition of Γ -convergence, namely:

Proposition 8. For every µ in M(O, R3), there exists a sequence (µε)ε in M(O, R3) weakly converging

to µ such that

lim sup
ε→0

Gε(µε) � G(µ). (17)

First step. We assume u ∈ C1(O, R3) with u = 0 on Γ0, and we construct a sequence (uε)ε>0 in

C1(O, R3) satisfying uε = 0 on Γ0 and





uε ⇀ u in M
(
O, R3

)
,

lim
ε→0

Gε(uε) � |D|

∫

O
g⊥

(
1

|D|

∂u

∂x3

)
dx.

Consider two functions ξ1, ξ2 in C1(O, R3), possibly depending on η, such that

η +

∫

O
g⊥

(
1

|D|

∂u

∂x3

)
dx �

∫

O
g

(
ξ1 +

1

|D|

∂u

∂x1

, ξ2 +
1

|D|

∂u

∂x2

,
1

|D|

∂u

∂x3

)
dx

(see the selection theorem in Ekeland and Temam [14] or consult Castaing and Valadier [10]).

Let finally ϕ ∈ C1
c (Ŷ , R2) satisfying ϕ(x̂) = x̂ in D, extended by Ŷ -periodicity in R2, and set

uε,η(x) = 1Tε∩O

(
1

|D|
u(x) + (ξ1, ξ2, 0)Tε

(
ϕ

(
x̂

ε

)
, 0

))
. (18)

A straightforward calculation gives, when ε → 0,

uε,η ⇀ u in M
(
O, R3

)
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and

lim
ε→0

Gε(uε,η) = |D|

∫

O
g

(
ξ1 +

1

|D|

∂u

∂x1

, ξ2 +
1

|D|

∂u

∂x2

,
1

|D|

∂u

∂x3

)
dx

� |D|

∫

O
g⊥

(
1

|D|

∂u

∂x3

)
dx + η. (19)

Going to the limit on η and using a classical diagonalization argument, there exists a map ε �→ η(ε)

and uε = uε,η(ε), such that





uε ⇀ u in M
(
O, R3

)
,

lim
ε→0

Gε(uε) � |D|

∫

O
g⊥

(
1

|D|

∂u

∂x3

)
dx

and the proof of this step is complete.

Last step. One may assume G̃(µ) < +∞ so that u ∈ M(Ô, BV((0, L), R3)).

For t > 0 intended to go to 0, let us consider the subset Ot := Ô× (t, L) of O and µt the restriction of

µ to M(Ot, R3). From Proposition 6 applied to µt where Ot is substituted for O and O for Õ, we have

∂µ̃t

∂x3

=
∂̃µt

∂x3

+ γt(µt). (20)

Classically, there exists θn,t in C1
c (Ot, R3) weakly converging to 1

|D|
∂µ̃t

x3
in M(Ot, R3) such that

lim
n→+∞

∫

Ot

g⊥(θn) dx =

∫

Ot

(
g⊥

)∗∗
(

1

|D|

∂µ̃t

∂x3

)
. (21)

Extending θn,t by zero on O \ Ot and setting

vn,t(x) =

∫ x3

0

θn,t(x̂, s) ds,

from (20), (21) becomes

lim
n→+∞

∫

O
g⊥

(
∂vn,t

∂x3

)
dx =

∫

O

(
g⊥

)∗∗
(

1

|D|

∂̃µt

∂x3

)
+

∫

O

(
g⊥

)∗∗,∞
(

1

|D|
γt(µt)

)

=

∫

Ot

(
g⊥

)∗∗
(

1

|D|

∂µ

∂x3

)
+

∫

O

(
g⊥

)∗∗,∞
(

1

|D|
γt(µt)

)
.

Letting t → 0 finally gives

lim
t→0

lim
n→+∞

∫

O
g⊥

(
∂vn,t

∂x3

)
dx =

∫

O

(
g⊥

)∗∗
(

1

|D|

∂µ

∂x3

)
+

∫

Γ0

(
g⊥

)∗∗,∞
(

1

|D|
γ(ν)

)
.
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The limit obtained in the second member as t → 0 may be easily justified. For a complete proof, we refer

the reader to Abddaimi [1]. Using a diagonal argument: there exist a map n �→ t(n) and vn = vn,t(n) in

C1(O, R3)2 weakly converging to µ in M(O, R3) such that vn = 0 on Γ0 and satisfying

lim
n→+∞

∫

O
g⊥

(
∂vn

∂x3

)
dx =

∫

O

(
g⊥

)∗∗
(

1

|D|

∂ν

∂x3

)
+

∫

Γ0

(
g⊥

)∗∗,∞
(

1

|D|
γ(ν)

)
.

Collecting the result of the first step, we now conclude the proof by still using a diagonal argument.

Noticing that condition

‖L‖∞ �
α

L
(22)

implies inf(PGε) > −∞, we obtain from Propositions 5, 7, 8, 12:

Theorem 2. Under condition (22), the problem

(PGε) inf

{
Gε(µ) −

∫

O
L · µ: v ∈ M

(
O, R3

)}

converges to the problem

(PG) min

{
G(µ) −

∫

O
L · µ: v ∈ M

(
O, R3

)}

in the sense that, up to a subsequence, every sequence (µε)ε of ε-minimizer of (PGε) weakly converges

in M(O, R3) to a minimizer of (PG) and inf(PGε) tends to min(PG).

4. The limit problem associated with the complete structure

Now, we deal with the asymptotic behavior of the structure describing interaction between the dis-

placement field in the matrix and in the fibers. Let us recall that the functional energy Hε is defined on

M(O, R3) by:

Hε(µ) =





∫

O\Tε

f (ε∇µ) dx +

∫

O∩Tε

g(∇εµ) dx if µ ∈ W 1,1
Γ0

(
O, R3

)
,

+∞ otherwise.

It is worth noticing that for µ in W 1,1
Γ0

(O, R3),

Hε(µ) = F µ
ε (µ) + Gε(1Tε∩Oµ).

We want to establish the Γ -convergence of the sequence (Hε)ε to the infimum convolution F 0+
eG|D|.

Moreover, as L : µ �→
∫
O Φ dµ is a continuous perturbation of Hv

ε , according to Proposition 12(ii), we

will obtain the Gamma-convergence of Hε + L to F 0+
eG|D| + L.

The choice of the weak topology which equips M(O, R3) is suggested by Proposition 12(i) and the

following compactness result. The proof is very similar to that of Proposition 5 and left to the reader.
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Proposition 9. Let µε in M(O, R3) be such that supε Hε(µε) < +∞ and set νε = 1Tε∩Oµε. Then, there

exist (µ, ν) in M(Ô, BV(0, L)) and a subsequence not relabeled such that





(µε, νε) ⇀ (µ, |D|ν) in M
(
O, R3

)
× M

(
O, R3

)
,

1O∩Tε

∂µε

∂x3

⇀
∂|D|ν

∂x3

in M
(
O, R3

)
.

We have introduced the coefficient |D| in the definition of the weak limits for technical reason (see

Remark 1).

4.1. The lower bound

In this section, we establish the lower bound in the definition of the Gamma-convergence of Hε to H:

Proposition 10. For every µε weakly converging to µ in M(O, R3),

H(µ) � lim inf
ε→0

Hε(µε).

Proof. One may assume so that lim infε→0 Hε(µε) < +∞, so that, for a nonrelabeled subsequence,

Hε(µε) = F µε
ε (µε) + Gε(νε).

According to Proposition 9, Subsection 2.1 and Remark 1, and to Subsection 3.3, we then obtain

lim inf
ε→0

Hε(uε) � F ν(µ) + G
(
|D|ν

)

� inf
θ∈M(O,R3)

{
F θ(µ) + G|D|(θ)

}

which ends the proof. �

4.2. The upper bound

Now we establish the upper bound in the definition of Γ -convergence:

Proposition 11. For every µ in M(O, R3), there exists a sequence (µε)ε in M(O) weakly converging to

µ such that

lim sup
ε→0

Hε(µε) � H(µ). (23)

Proof. We do not take into account the boundary condition which may be easily treated by using argu-

ments of Subsection 2.2. Obviously one may assume H(µ) < +∞. For η > 0 intended to go to zero, let

νη be a η-minimizer in the definition of H(µ):

H(µ) � F νη (µ) + G|D|(νη) − η.

In order to shorten notations, we will denote this minimizer by ν.
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Classically, there exists two sequences (ζn)n∈N and (θn)n∈N in C1
c (O, R3) weakly converging to µ− ν

and ∂ν/∂x3 such that

∫

O
f0(µ − ν) = lim

n→+∞

∫

O
f0(ζn) dx,

∫

O

(
g⊥

)∗∗
(

∂ν

∂x3

)
= lim

n→+∞

∫

O

(
g⊥

)∗∗
(θn) dx.

We set

vn(x) =

∫ x3

0

θ(x̂, s) ds,

un = ζn + vn

so that

F ν(µ) + G|D|(ν) = lim
n→+∞

(
F vn(un) + G|D|(vn)

)
. (24)

From Subsection 2.2, there exists a function un,ε in C1(O, R3) satisfying un,ε ⇀ un in M(O, R3) and

lim
ε→0

F vn
ε (un,ε) � F vn(un). (25)

On the other hand, with the notations of Subsection 3.4, Proposition 8, first step, consider vn,ε obtained

by replacing u by |D|vn:

vn,ε(x) = 1Tε∩O

(
vn(x) + εζε

)

satisfying

lim
ε→0

Gε(vn,ε) � G|D|(vn). (26)

Collecting (25) and (26), we obtain

F vn(un) + G|D|(vn) = lim
ε→0

F vn,ε
ε (un,ε) + Gε(vn,ε)

= lim
ε→0

Hε(ũn,ε), (27)

where

ũn,ε = un,ε + εζε

which weakly converges to un in M(O, R3) when ε goes to zero.

Now (24) yields

lim
η→0

lim
n→+∞

lim
ε→0

Hε(ũn,ε) = H(µ).

We end the proof by a diagonal argument. �
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Noticing that condition

‖L‖∞ � α min

(
1

L
,

1

C ′
PW (1 + L)

)
(28)

implies inf(PHε) > −∞, we finally obtain

Theorem 3. Under condition (28), the problem

(PHε) inf

{
Hε(µ) −

∫

O
L · µ: v ∈ M

(
O, R3

)}

converges to the problem

(PH ) min

{
H(µ) −

∫

O
L · µ: v ∈ M

(
O, R3

)}

in the sense that, up to a subsequence, every sequence (µε)ε of ε-minimizer of (PHε) weakly converges

in M(O, R3) to a minimizer of (PH ) and inf(PHε) tends to min(PH ).

Appendix 1. Γ -convergence (or epiconvergence)

Let (X , τ ) be a first countable topological space and {(Fn)n∈N, F , n → +∞} a sequence of func-

tionals mapping X into R∪{+∞}. The following notion of convergence, equivalent to the convergence

of the epigraph of Fn to that of F in the Kuratovski–Painlevé sense, was first introduced by De Giorgi

and Franzoni [13]. For overview on epiconvergence, we refer the reader to Attouch [6] and Dal Maso

[12]. Since the functionals considered in the paper are equi-coercive and the restriction of the weak *

topology of M(O, R3) to bounded sets is first countable, the theory of first countable spaces can be

applied for X = M(O, R3).

Definition 3. The sequence (Fn)n∈N Γ -converges (or epiconverges) to F at x in X iff both following

assertions hold:

(i) for every sequence (yn)n∈N, converging to x,

F (x) � lim inf
n→+∞

Fn(yn),

(ii) there exists a sequence (xn)n∈N of X , converging to x, such that

F (x) � lim sup
n→+∞

Fn(xn).

When (i) and (ii) hold for every x in X , we say that (Fn)n Γ -converges (or epiconverges) to F in (X , τ )

and we write F = epilim Fn.

The main interest of this concept is its variational nature precised in item (i) below. Moreover this

convergence is stable under continuous perturbation (item (ii) below).
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Proposition 12. Assume that (Fn)n∈N Γ -converges to F .

(i) Let xn ∈ X be such that

Fn(xn) � inf
{
Fn(x): x ∈ X

}
+ εn,

where εn > 0, εn → 0. Assume furthermore that {xn, n ∈ N} is relatively compact. Then any

cluster point x̄ of {xn, n ∈ N} is a minimizer of F and

lim
n→+∞

inf
{
Fn(x): x ∈ X

}
= F (x̄).

(ii) If Φ : (X , τ ) → R is continuous then (Fn + Φ)n∈N Γ -converges to F + Φ.

Appendix 2

In this appendix we aim to compute the Legendre–Fenchel transform of

h : a �→ h(a) = inf

{∫

Y \T
f∗∗(∇u) dx: u ∈ adm(a)

}
,

where

adm(a) =

{
u ∈ W 1,1

♯

(
Y , R3

)
:

∫

Y
u dx = a, u = 0 on T

}
.

Proposition 13. The Legendre–Fenchel transform of h is given for every a∗ ∈ R3 by

h∗(a∗
)

= inf

{∫

Y \T
f∗(σ) dx: σ ∈ adm∗(a∗

)}
= f̃∗

0

(
a∗

)
,

where σ �→ f∗(σ) denotes the Legendre–Fenchel transform of a �→ f (a) and

adm∗(a∗
)

:=
{
σ ∈ L∞(Y \ T ,M3), div σ = −a∗ in Y \ T , σn antiperiodic on ∂(Y \ T ) \ ∂T

}
.

Proof. By definition and according to the second expression of h given in Proposition 1(i), we have

h∗(a∗
)
= sup

{
a∗ · a − inf

{∫

Y \T
f∗∗(∇u) dx: u ∈ adm(a)

}}

= sup
(a,u)∈R3×W 1,1

♯
(Y ,R3)

{
a∗ · a −

(∫

Y \T
f∗∗(∇u) dx + I(a, u)

)}
, (29)

where

I(a, u) =

{
0 if u ∈ adm(a),

+∞ otherwise.

23



Working with the new variable q ∈ L1(Y \ T ,M3), we obtain

h∗(a∗
)

= sup
(a,q)∈R3×L1(Y \T ,M3)

{
a∗ · a +

∫

Y \T
0: q dx −

(∫

Y \T
f∗∗(q) dx + Ĩ(a, q)

)}
,

where

Ĩ(a, q) =

{
0 if ∃u ∈ adm(a), q = ∇u⌊Y \ T ,

+∞ otherwise.

Therefore

h∗(a∗
)

=
(
J + Ĩ

)∗(
a∗, 0

)
,

where J is the integral functional defined in R3 × L1(Y \ T ,M3) by

J(a, q) =

∫

Y \T
f∗∗(q) dx.

Classical convex analysis computations yield

h∗(a∗
)
=

(
J∗+

e Ĩ
∗)(a∗, 0

)

= inf
(b∗,z∗)∈R3×L∞(Y \T ,M3)

(
J∗(a∗ − b∗,−z∗

)
+ Ĩ∗

(
b∗, z∗

))
. (30)

Let us now compute I∗ and J∗. By definition

Ĩ∗
(
b∗, z∗

)
= sup

(b,z)∈R3×L1(Y \T ,M3)

{
b · b∗ +

∫

Y \T
z : z∗ dx − Ĩ(b, z)

}

= sup
(b,u)∈R3×adm(b)

{
b · b∗ +

∫

Y \T
∇u : z∗ dx

}

= sup
(b,u)∈R3×adm(b)

{∫

Y \T
u · b∗ −

∫

Y \T
u · div

(
z∗

)
dx +

∫

∂(Y \T )\∂T
z∗n · u dH2

}

= K
(
b∗, z∗

)
, (31)

where

K
(
b∗, z∗

)
=

{
0 if div

(
z∗

)
= b∗ in Y \ T , z∗ · n antiperiodic on ∂(Y \ T ) \ ∂T ,

+∞ otherwise.

On the other hand, we classically have

J∗(c∗, z∗
)

= sup
(c,z)∈R3×L1(Y \T ,M3)

{
c∗ · c +

∫

Y \T
z∗ : z dx −

∫

Y \T
f∗∗(z) dx

}
.

24



Noticing that (f∗∗)∗ = f∗, we obtain

J∗(c∗, z∗
)

=





∫

Y \T
f∗(z∗

)
ds if c∗ = 0,

+∞ otherwise.

(32)

We conclude by collecting (31), (32) and (30). Equality h∗(a∗) = f̃∗
0 (a∗) is a straightforward conse-

quence of above calculus by substituting f for f∗∗ in (29). �

Appendix 3

We now establish the proof of Lemma 2. Actually, we give a more general result in a second assertion.

Lemma 3. Let a, b in R. Then

{
µ ∈ M

(
(a, b), Rm)

: Dµ ∈ M
(
(a, b), Rm)}

= BV
(
(a, b), Rm)

.

If Ω is an open subset of RN , then

{
µ ∈ M

(
Ω, Rm)

: Dµ ∈ M
(
Ω, RmN)}

⊂ BVloc

(
Ω, Rm)

.

Proof. For any measure ν ∈ M(Ω, Rm), we denote by ν̃ its extension in RN , that is to say the measure

ν̃ in M(RN , Rm) defined for every Borel set of RN by ν̃(B) = ν(B ∩ Ω). On the other hand, for any

ν ∈ M(RN , Rm), we denote by ν⌊Ω its restriction to the Borel field of Ω.

Consider a sequence (ρε)ε>0 of mollifiers. Let us recall that ρε is a function in C∞
c (RN ) defined by

ρε(x) = ε−Nρ(x/ε) where ρ is a symmetric nonnegative real-valued function in C∞
c (RN ) satisfying

∫

RN
ρ(x) dx = 1, spt ρ ⊂ B1(0).

For any ν ∈ M(RN , Rm) we define on RN the function ρε ∗ ν by

ρε ∗ ν(x) =

∫

RN
ρε(x − y)ν(dy).

We then have

Lemma 4. The functions ρε∗ν belong to C∞(RN , Rm) and ρε∗ν weakly converges to ν in M(RN , Rm).

For a proof, consult, for instance, Temam [18].

We begin by proving the second assertion of Lemma 3. Let µ ∈ M(Ω, Rm) such that Dµ ∈
M(Ω, RmN ). For all C1-domain ω, ω ⋐ Ω, and for ε < dist(ω, Ω) we have

{
(ρε ∗ µ̃)⌊Ω ⇀ µ weakly in M

(
Ω, Rm

)
,

D
(
(ρε ∗ µ̃)⌊Ω

)
is bounded in M

(
ω, RmN

)
.
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Indeed the first assertion is a straightforward consequence of Lemma 4. For the second, reasoning in the

distributional sense, it is easily seen that

D
(
(ρε ∗ µ̃)⌊Ω

)
= ρε ∗ Dµ

in ω for all ε < dist(ω, Ω) so that

∫

ω

∣∣D
(
(ρε ∗ µ̃)⌊Ω

)∣∣ = sup
ϕ∈Cc(ω,RmN ),‖ϕ‖∞�1

∫

ω
ρε ∗ Dµ · ϕ dx

= sup
ϕ∈Cc(ω,RmN ),‖ϕ‖∞�1

∫

ω
ρε ∗ ϕDµ

�

∫

ω
|Dµ| �

∫

Ω
|Dµ|.

The sequence ((ρε ∗ µ̃)⌊Ω)ε>0 is then bounded in BV(ω, Rm). By the compactness embedding of

BV(ω, Rm) into L1(ω, Rm), there exist a subsequence (not relabeled) and u ∈ L1(ω, Rm) such that

(ρε ∗ µ̃)⌊Ω strongly converges to u in L1(ω, Rm). Consequently µ = u belongs to L1(ω, Rm).

We now establish the first assertion. According to Lemma 4

θε :=
(
ρε ∗ D̃µ

)
⌊(a, b) ⇀ Dµ weakly in M

(
(a, b), Rm)

.

We set

uε :=

∫ x

a
θε(t) dt

so that Duε ⇀ Dµ weakly in M((a, b), Rm). Clearly the sequence (uε)ε>0 is bounded in BV((a, b), Rm).

Therefore, by the compactness embedding of BV((a, b), Rm) into L1((a, b), Rm), there exist a subse-

quence (not relabeled) and u ∈ L1((a, b), Rm) such that uε → u strongly in L1((a, b), Rm). We then

have Dµ = Du in the distributional sense so that µ differs from u by a constant, then belongs to

L1((a, b), Rm). �
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