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Abstract. This paper introduces a novel method to estimate the parameters of a linear dissipative wave model from noisy observations. We focus on the case of constant coefficients and an unknown localized source. These constraints are motivated by applications in computational neuroscience and in particular separation of sources in the visual cortex in optical imaging modality. The proposed method takes advantage of the specificity of the model, namely the small number of parameters and the knowledge of the spatial support of the sources. It makes use of a temporal dimensionality reduction performed using a Laplace transform to drastically reduce the numerical complexity of the method. A Green kernel representation of the partial differential equation (PDE) solution exploiting the locality of the sources allows us to recover the parameters without the precise knowledge of the sources. A numerical evaluation of the method on synthetic data shows the strong robustness to noise of our method.

1 Introduction

Biological motivation. This work studies a particular inverse problem in 2-D wave imaging, motivated by the problem of neural sources separation in the visual brain. Optical imaging with voltage sensitive dye (VSDOI) offers the possibility to image with a high temporal and spatial resolution the activity of the early visual area of the cortex [5]. A challenging problem is to separate the different activity patterns emerging over the cortex. In some restricted experimental setups, it has been observed that the activity is characterized by waves that propagate over the 2-D cortical surface at approximately constant speed [8], [2], [9]. In a previous work [10] we proposed to model this activity using a simple wave equation with spatially localized sources. Estimating the parameters of this model (e.g. speed and diffusivity) is however challenging because of the very large noise level that contaminates the observations. In this paper, we propose a fast method to achieve a robust estimation of these parameters.

Previous works. A large amount of work has been devoted in seismic imaging to estimate spatially varying speeds when sources are fully known and the propagating waves are observed on the boundary of the domain, see for instance [1] and the reference therein. This leads to a non-convex inverse problem, that is challenging to solve because of its high dimensionality. Specific methods can be developed in the case where the sources are sparse and localized, see for instance [6]. Another class of methods assumes some degree of randomness on the (unknown) sources, and use a statistical analysis on the recorded signals to estimate the parameters (e.g. travel times or speeds), see for instance [11], [7], [4], [3]. In this paper, we consider a different setup, where only the spatial support of the sources are known.

Contribution. This paper introduces a novel imaging paradigm, that might be relevant for some applications in computational neuroscience. We stress the importance of having some prior knowledge about the spatial localization of the sources, and imposing a small number of parameters (e.g. constant coefficients). We also provide a numerical scheme that makes use of a representation of the propagating wave over the Laplace domain. This representation uses a reduced number of green kernels localized on the boundary of the source support. This leads to a fast scheme that does not need repeated simulations of the space/time wave propagations.

2 Wave Generation Forward Model

Linear PDE model. Biological considerations led us to formulate a simple linear model for the propagation of the information in the early areas of the visual cortex [10]. The measured observation \( X = u + w \) is assumed to be composed of a signal \( u \) caused by the visual excitation and an additive noise \( w \) caused by the neural activity and the imaging device. The signal is assumed to propagate in time according to a linear wave equation parameterized by (unknown) coefficients \( \alpha = (a, b, c) \in \mathbb{R}^3 \) and an (unknown) source \( f_0(t, x) \). It thus solves

\[
a_0 \frac{\partial^2 u}{\partial t^2} + b_0 \frac{\partial u}{\partial t} + c_0 u - \Delta u = f_0
\]

on \( \mathbb{R}^2 \times (0, +\infty) \), with boundary conditions \( \frac{\partial^k u}{\partial t^k} = 0 \) at \( t = 0 \) for \( k = 0, 1 \). In the following, we denote as \( u = T_{\alpha_0}(f_0) \) the propagating operator that maps the sources to the signal. For positive values of \( \alpha \), this model leads to propagating and dissipative waves that might be useful to model certain neural activities. In this paper we
restrict our attention to this second order model, although our method could be used for more general linear PDEs. **Source constraint.** In accordance with some biological observations [10], we consider a spatial constraint on the support of the sources

\[ C_x = \{ f \mid \forall x \notin \Omega, \forall t > 0, f(x,t) = 0 \} \]

where \( \Omega \subset \mathbb{R}^2 \) is a known compact set. Figure 1 shows an example of a typical propagation that is achieved with this model using sources supported inside two small disks.

\[ t = 2.5 \quad t = 15 \quad t = 30 \]

**Figure 1:** Example of a 2-D wave propagating according to our model.

**Inverse problem.** The coefficient estimation problem requires to estimate \( \alpha = (a, b, c) \in \mathbb{R}^3 \) in order for the observations \( X \) to be well approximated by a propagating wave \( X \approx T_\alpha(f) \) for some source \( f \). An efficient method should provide an estimate \( \hat{\alpha} \) close to the true value \( \alpha_0 \) even in the presence of a large noise \( w \) contaminating the observations. The following theorem asserts that the true value \( \alpha_0 \) can be uncovered in the absence of noise.

**Theorem 2.1.** If \( f_0 \in C_x \), then \( T_{\alpha_0}(f_0) = T_\alpha(f) \) implies \( (\alpha, f) = (\alpha_0, f_0) \).

This suggests to jointly estimate \( \alpha \) and \( f \) by minimizing the deviation between \( X \) and \( T_\alpha(f) \). This is however a difficult task because of the high dimensionality of \( f \) and the presence of a large noise which might lead to a poor solution. We propose here to avoid estimating the source \( f \) by exploiting the constraint \( C_x \). Once \( \alpha \) has been computed, it is easy to recover the sources \( f \) by solving the linear equation \( X = T_\alpha(f) \), possibly with some regularization to remove the noise.

**3 Green Representation of the Wave Model**

This section details our main mathematical analysis of the model. The resulting estimation procedure is described in the next section.

**Laplace transform.** To reduce the computational complexity of the method, we remove the temporal dimension by performing a Laplace transform, given some \( \beta > 0 \)

\[ Y(x) = \int_0^{+\infty} e^{-\beta t} X(t, x) dt \quad (2) \]

where we have omitted the dependency on \( \beta \) for the sake of readability. The following proposition shows that the original PDE (1) is projected to a 2-D Helmholtz equation over the Laplace domain.

**Proposition 3.1.** If \( w = 0 \) and \( f_0 \in C_x \), \( Y \) satisfies

\[ q_0(\beta) Y - \Delta Y = 0 \quad \text{in} \quad \mathbb{R}^2 \setminus \Omega \quad (3) \]

where the shape parameter is \( q(\beta) = a_0 \beta^2 + b_0 \beta + c_0 \).

Inspired by this proposition, our strategy is thus to estimate the value of the shape parameter \( q(\beta) \) for different values of \( \beta \) in order to recover the value of \( \alpha_0 \).

**Green kernel extrapolation.** For each value of the shape parameter \( q \in \mathbb{R} \), the Green solution (or fundamental solution) \( G_{x,q} \) at \( x \in \mathbb{R}^2 \) of the Helmholtz equation (3) on the whole domain \( \mathbb{R}^2 \) is given by

\[ G_{x,q}(y) = K_0(\sqrt{q \|x - y\|}) \]

where \( K_0 \) is the modified Bessel function of the second kind. At a point \( y \in \partial \Omega \) of the boundary of \( \Omega \), we denote as \( \partial_t G_{x,q}(y) \) the derivative of \( G_{x,q} \) in the direction normal to \( \partial \Omega \).

Given a set of values \( A = (A(x))_{x \in \partial \Omega} \) and derivative values \( B = (B(x))_{x \in \partial \Omega} \) defined on this boundary, one obtains a function on the whole spatial domain by the following Green extrapolation

\[ H_q(A, B)(x) = -\frac{1}{2\pi} \int_{\partial \Omega} (A(y)\partial_t G_{x,q}(y) - B(y)G_{x,q}(y)) dy \]

where the integral is performed along the 1-D contour of the boundary.

**Dissipative wave reproducing formula.** Our main result is the following theorem, that expresses the fact that in the noiseless setting, the Laplace transform of the observations can be extrapolated to the whole domain given only its values on the boundary \( \partial \Omega \). We denote receptively as \( A_Y \) and \( B_Y \) the restriction to \( \partial \Omega \) of \( Y \) and its derivative normal to \( \partial \Omega \).

**Theorem 3.1.** If \( w = 0 \), one has for all \( x \notin \Omega \)

\[ Y(x) = H_{q_0(\beta)}(A_Y, B_Y)(x) \]

where \( q_0(\beta) \) is defined in proposition 3.1.
4 Wave Model Fitting Algorithm

Fitting procedure. Our parameter estimation method proceeds in two steps:

- **Step 1:** for each $\beta \in \Sigma$, compute an estimate of the shape parameter by solving
  \[
  q(\beta) = \arg\min_q E_\beta(q)
  \]  
  where
  \[
  E_\beta(q) = \min_{A,B} \| Y - H_q(A, B) \|_{L^2(\Omega^c)}^2.
  \]

- **Step 2:** estimate the parameter $\alpha_0$ by computing the optimal $\alpha$ solving
  \[
  \min_{\alpha=(a,b,c)\in\mathbb{R}^3} \sum_{\beta\in\Sigma} \left| a\beta^2 + b\beta + c - q(\beta) \right|^2.
  \]

Theorem 3.1 asserts that in the noiseless case, $w = 0$, one has $q(\beta) = q_0(\beta)$, and proposition (3.1) thus implies that $\alpha = \alpha_0$ so that the estimation procedure succeeds. Equality does not hold in the general case, but the $L^2$ fit (5) of a single parameter from data on the domain $\Omega^c = \mathbb{R}^2 \setminus \Omega$ guarantees a strong robustness to noise.

Discrete algorithm. In a numerical scenario, the data $X$ is sampled at discrete locations in space and time, so that the $L^2$ regression (5) is performed on the discrete grid points lying outside $\Omega$.

In order to be able to compute accurately the Laplace transform $Y$ of $X$ we assume that the propagating wave $T_{\alpha_0}(f_0)$ is vanishing for $t > t_0$, and the integral (2) is estimated numerically from the available time samples. The set $\Sigma$ of tested $\beta$ values is an uniform discretization of an interval $[0, \beta_{\max}]$ at $|\Sigma|$ locations.

The resolution (4) corresponds to a minimization of a non-convex function of a single variable. Each estimation of this function requires a linear regression (5) where the variables $A$ and $B$ are sampled along the 1-D contours $\partial \Omega$. The number of variables in this regression is thus small so that we decided to perform a brute force exhaustive search for $q(\beta)$. More advanced optimization schemes could be used as well to speed up the process. The final polynomial fit (6) only requires the resolution of a $3 \times 3$ linear system.

5 Numerical Results

We benched the efficiency of our method on a synthetic model that is intended to be biologically plausible in term of both the spatial and temporal dynamics of the source.

**Signal model.** We generate a smooth source $f_0$ as a space-time colored Gaussian noise. We restrict the support of the source by multiplying it with a smooth windowing function in order to obtain a compact support in $\Omega \times [0, t_0]$ where $t_0 = 40$, $\Omega$ is an union of two disks of radius 0.08, centered at $(0.5, 0.2)$ and $(0.5, 0.7)$.

The observation $X = u + w$ with $u = T_{\alpha_0}(f_0)$ is generated by using $\alpha_0 = (a_0, b_0, c_0)$ with

\[
\begin{align*}
  a_0 &= \frac{1}{s_0}, \\
  b_0 &= \frac{2}{s_0}, \\
  c_0 &= \left( \frac{\rho_0}{s_0} \right)^2
\end{align*}
\]

where $s_0$ represent the biological speed of the propagating wave, and $\rho_0$ accounts for the dissipation of the propagation. The noise $w$ is a Gaussian white noise of standard deviation $\sigma [u]_\infty$, where $\sigma \geq 0$ controls the strength of the noise. The wave propagation $u$ is generated by solving numerically the (1) with semi-implicit finite difference scheme in time, spectral discretization of the spatial Laplacian, and absorbing boundary conditions using a perfect matched layer (PML) scheme. In the numerical experiments, we use $s_0 = 1$ and $\rho_0 = 1/10$ for a square domain of observations $[0, 1]^2$ discretized using 150 x 150 points on an uniform 2-D grid. Figure 2 shows a typical signal used for the numerical experiments.

![Figure 2: Example of synthetic signal X considered in our numerical experiment, here $\sigma = 0.1$ (see Section 5).](image)

**Numerical evaluation.** We measure the efficiency of our fitting procedure according to three noise level corresponding to $\sigma = 0$ (no noise), $\sigma = 0.03$ (low noise) and $\sigma = 0.1$ (strong noise). We perform the fitting procedure described in Section 4 using $\beta_{\max} = 0.5$ and $|\Sigma| = 25$.

$q(\beta)$ is computed for our shape parameter by solving (4) and then the polynomial fit $\beta \mapsto a_0 \beta^2 + b_0 \beta + c$ is obtained by solving (6). After having computed the values for $(a, b, c)$, we estimate the relevant biological parameters (speed and dissipation) as $s = \frac{1}{\sqrt{a}}$ and $\rho = 2 \varepsilon q(\beta)$ is computed for 200 realizations of the noise $w$. Then we compute the relative error $q_r(\beta) = \frac{q(\beta) - q_0(\beta)}{q_0(\beta)}$ for each realization. Figure 3 shows the expected value $E[\beta]$ with respect to realizations of the noise $w$ (resp. standard deviation $\operatorname{Std}[\beta]$ of $q_r(\beta)$ for $0 \leq \beta \leq 2 \beta_{\max}$).

Table 5 shows statistics of speed $s$ and dissipation $\rho$ parameters. We observed in this table that estimation is not perfect in the noiseless case ($\sigma = 0$) because of discretization error for both the signal generation and the
Figure 3: Display of the expected value $E_\beta$ (blue and red solid lines) of $q(\beta)$. The blue and red regions corresponds to confidence intervals defined as the set of $(\beta, q)$ with $|q - E_\beta| \leq 2\text{Std}_\beta$.

Table 1: Statistics of speed $s$ and dissipation $\rho$

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>Expected value</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_0 = 0.1$</td>
<td>0</td>
<td>0.101</td>
</tr>
<tr>
<td>$\rho_0 = 0.03$</td>
<td>0</td>
<td>0.102</td>
</tr>
<tr>
<td>$\rho_0 = 0.1$</td>
<td>0</td>
<td>0.99</td>
</tr>
<tr>
<td>$s_0 = 1$</td>
<td>0</td>
<td>1.001</td>
</tr>
<tr>
<td>$s_0 = 0.03$</td>
<td>0</td>
<td>1.011</td>
</tr>
</tbody>
</table>

Laplace transform. Our method is able to estimate the value of $s_0$ even in the presence of a reasonable noise. In the presence of a strong noise ($\sigma = 0.1$), our method is more accurate for the estimation of the speed $s_0$ than for the dissipation parameter $\rho_0$.

6 Conclusion and Perspectives

In this paper we have proposed a fast and robust method to estimate constant parameters in a linear PDE model using only a constraint on the (known) support of the sources. This method might be useful to calibrate biological models in computational neuroscience. We are currently working on the application of our method to real data from VSDOI experiments. This method is also quite general and might be extended to other settings, such as 3-D propagations.
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