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Abstract. Laser spectroscopy, widely applied in physics enemistry, is extended into the
soft x-ray region for the first time. Resonant flescence excitation of highly charged ions
(HCI) by soft x-ray free-electron lasers shows heepotential for unprecedented precision on
photonic transitions hitherto out of reach. The eloexperiments combine an electron beam
ion trap (EBIT) with the Free-electron LASer at Hamg (FLASH) to measure resonant
fluorescence by trapped HCI as a function of theekength. The present experiments reach
already the performance of conventional soft andl B&ray spectroscopy. We present the
results obtained for three fundamental and thezaigyi challenging transitions in Li-like ions,
namely ¥°2s 2S;,-1s?2p 2Py, in FE" at 48.6 eV, in CU" at 55.2 eV, and s2s 2S,,,-1s2p
?p,, in FE* at 65.3 eV. The latter demonstrates laser spewpysof multiply or highly
charged ions at more than one order of magnitudéehi energies than hitherto reported.
Resolving power leading to relative precision ug tparts-per-million points to the possibility
of providing an atomic absolute wavelength stanslandthis spectral region, which is still
lacking.

1. Introduction

With an average density of only $0kg/nT, the universe contains nevertheless tremendousirso

of hot, and in principle observable, baryonic nrajt¢. In most circumstances atoms will be found in
ionic states ranging from those missing only a &ctrons to the ones with most of them stripped
off, up to bare nuclei. These highly charged idd€l| [2] are present in stars and their atmospheres
in supernovae, in near-stellar clouds, in shocks jats from active galactic nuclei, in stellar wénd
and in various other astrophysical environmentsifThpectral features provide us with direct and
unique information on the composition and the sthteatter of even the most distant known objects.
Gaining insight into the spectra is therefore ipdissable for understanding and developing
astrophysical and cosmological models. Huge effoatge been undertaken to measure their emission
spectra with increasing resolution, culminatin@iseries of X-ray satellite missions in the pastde

like XMM-Newton or Chandra. Moreover, distinct qtigative knowledge of photon emission and
absorption by HCI is crucial for modelling earthbduplasmas such as those used in fusion research
[2] or for exploring the equation of state (EOSafrm dense matter (WDM) [3].
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Figure 1. (a) Energy scheme of a hydrogen-like ion versiith@t of a Li-like ion. In (b), Feynman
graphs of the one-loop self-energy (top) and vacpalarization (bottom) responsible for the
major contributions to the Lamb shift.

HCI are, in comparison to neutral atoms, relativa@igple atomic systems. Neglecting the constituents
of the nucleus, only a few particlesfor spectroscopy at least one bound electron isletke- are
interacting, and therefore the electronic leveluduire become less complex than in atoms.
Furthermore, in HCI one can control this compleXitychoosing the number of bound electrons. As
an example, exploring hydrogen-, helium-, or lithilike systems with the same nuclear charge is one
way of varying electron-electron correlation cdmtitions in the system. In this respect, HCI are an
ideal test bench for forefront atomic structureotlyewith important fundamental implications.

In HCI the strength of various electromagnetic @fferises in comparison with their equivalents in
neutral atoms. It is not surprising that this irms® scales up with, the atomic humber of the ion,
since it is the field created by the cha#ge(e being the elementary charge) in which the lasnbou
electron (5 in U*™) experience electric and magnetic field strengthsp to 16" V/m and 16 T. At
such high field strengths, the semi-classical Boddius is already smaller than the Compton-
wavelength. Effects caused by non-trivial quantaouum, e. g., vacuum polarization (VP) and self-
energy (SE) [4], exert significant influence on thieraction between the electrons and the nuclaus.
the above example, field strengths close to thev®aer limit (8 x 16° V/m), in which the energy
gained by an electron within the distance of a Ctompvavelength is sufficient to create real
electron-positron pairs, cause very large radiatorgributions.

Scaling laws are usually given in the fo#h where the exponentis dependent on the origin and
characteristic of the specific electromagnetic raetéon. While electron-nucleus interactions within
the ion scale withk=3, interelectronic correlations grow witke2. Hence, in HCI the relative
influence on the total binding energy of interelentc correlation goes down whil& rises.
Relativistic contributions to the binding energgr £xample, scale witd’, and are therefore strongly
boosted in HCI compared to the case of neutral sitdfmansition probabilities can show an even
strongerZ dependence, thd1 transition matrix element for example is risinghw**. The linewidth

of inter-combination transitions between multiplefsdifferent total spinS scales ag'®. Since the
lifetimes scale in a reciprocal way, the correspogdoptical ‘forbidden’ transitions become
observable. Such lines were found in the emisspattsum of the sun already in 1869, but their
explanation had to wait until the 1930’s [5]. Nevamproaches try to exploit the advantageBus
dependency of contributions to the transition wength due to Z boson exchange inducing parity
non-conservation [6], or to detect minute driftdime of fundamental physical constants as the fine
structure constart [7].

Although highly abundant in the universe, HCI da wacur naturally on earth, as temperatures
needed for their production easily exceed KO However, HCI up to even H-like uranium have
become available in a few laboratories, either w&itbelerators [8] feeding ion storage rings [9, b0]



by means of electron beam ion traps (EBITs) [11,113. A great variety of spectroscopic methods
have been applied [14] to cover the broad emissj@ttrum of HCI, from the infrared up to the hard
X-ray range.

Spectroscopy of neutral atoms and molecules waslugenized by the advent of lasers, with
impressive examples, such as tleA=1.810" (or even better) accuracy demonstrated in
measurements of the absoldt®-2Stransition frequency in atomic hydrogen [15], an improvement
compared to conventional spectroscopy by seveddrsrof magnitude. In spite of the broad range of
laser spectroscopy applications to neutral (cf, [) and singly-charged species (cf. [17, 18jgse
techniques have been applied to HCI in the vis#ltid near ultraviolet spectral range only in a few
exceptional cases, such as the hyperfine splittingeavy H-like ions [19], and the fine structure
splitting of some light ions [20, 21, 22] in whi¢he electronic structure of the HCI allows for an
optical transition. However, photon emission by HChaturally most intense in the X-ray region. The
absence of laser spectroscopic data in this regasia consequence of the complete lack of intense
X-ray laser sources, and of the fact that HCI vgetly available as very tenuous beams.

The lack of appropriate lasers meant that X ray eMngth measurements in HCI had to use
conventional wavelength or energy dispersive mettasicrystal or grating X-ray spectrometers [13,
23], or solid-state detectors [24, 25]. Despitemse efforts invested in instrumentation develogmen
over several decades, their absolute limitationth wegard to accuracy, stability, and efficiency
remained an insurmountable barrier to further erpemtal progress. As a consequence, the most
accurate wavelength measurements in HCI with aeanadharge Z around 20 or higher did not exceed
2 parts-per-million (ppm) [23] in general or 15 ppmLi-like ions [26], systematically limited by
instrumental resolving power and statistics. Alszently Lestinsky and coworkers performed a
storage ring based energy measurement on Li-likaddiam Z=21) with an overall accuracy down to
5 ppm [27]. Due to these limitations, in accuraey aesolution, the status of HCI spectroscopy
resembled that of optical spectroscopy prior toawalability of tunable lasers.

In this report we summarize our work extending lagectroscopy, a key technology for the last 50
years in fields like biology, chemistry, physicddararious others, to ground-state transitions in HC
and, moreover, into the soft X-ray range. The go& develop a technique of utmost precision m io
spectroscopy by combining two advanced technolpgiasiely a state-of-the-art EBH-providing a
target of trapped highly charged ienrsand the first soft X-ray laser. With the highlytense and
bright radiation of FLASH we were able to exciteeguhoton transition up to 64 eV energy difference
so far.

During our two week-long campaigns at FLASH in gears 2006 and 2008 we focused on the
ground-state transitions in Li-like highly chargiems with Z>20. These ions have three remaining
electrons and a fully occupietl shell, while the & sub-shell is half filled by one electron. Not
coincidentally, those systems are among the onesumed with the highest accuracies in the field of
HCI and thus most challenging to compare with, la@gbnd that, they are also of enormous interest to
test predictions of strong field quantum electraayics (QED) [4, 28-31]. The transitions we are
most interested in are the two ground-state tiamsit?S,,,— 2°P,, and 2S;,,— 2°P,, present in all
Li-like ions (figure 1 (c)). Fortunately, at ledstr the ZS,, — 2°P,, transition almost all transition
energies along the Li-like iso-electronic sequefnom Z=15 20 eV photon energy) to the heaviest
elements in the periodic table up 75 200 ¢&/) can be addressed by FLASH using its
fundamental mode. This set of data on differentlearcchargeZ can be of crucial importance to
understand QED and other contributions to the itiansenergy such as nuclear size effects.

With an outer electron in ststate Li-like systems show many parallels with loggm or H-like ions.
With the exception of positronium, hydrogen or kelions have the simplest structure among bound
systems. This simplicity was the only reason theustule Lamb-shift [32] could be discovered as the
energy difference between the,2and the Py, levels, which should not exist according to Dirac’s
theory stating the degeneracy of states with tmeesangular momentum. The explanation of this
energy shift strongly promoted the theory of QEDithid its framework, calculating the vacuum
polarisation and especially the self-energy contiiims became possible in the one-loop



representation [33], shown as a Feynman graplgurdil (b). In principle, for arbitrary accuracy on
the QED part of any transition, theorists needatzuate an infinite number of such graphs. Since
their complexity rapidly increases with the loopter, the calculation of just a single diagram
becomes more and more challenging. Steady progwessiecades has made weak-field QED the best
tested scientific theory, with impressive confirroatby experiment in the case of atomic hydrogen
[34], but for strong-field QED both theory and eXpeent remain still away from that certitude by
many orders of magnitude.

A calculation of an individual Feynman graph is algucarried out by series expansion wih as
one of the expansion parameters (withl/137 the fine-structure constant). In weak-fiel@E[
Za<<1 (Z=1 for atomic hydrogen) is a small parametew] the expansion converges rapidly. In a
HCI, however,Z is much larger, and the series frequently doescanverge at all. Therefore bound
strong-field QED requires a different approach gsall-order techniques [4]. Presently, neither
calculations nor experiments on Li-like HCI reachre ppm level. Although a hypothetical deviation,
if found at higher accuracy levels, might not neeesy lead to ‘new’ or ‘not yet expected’ physics,
one can argue that for a theory as uniquely fundémhes QED is, it becomes mandatory to predict
accurate energy values for transitions in systekesH-like, He-like, or Li-like HCI. If nothing ebksto
benchmark the mathematical tools, since thesearemy applied to these few cases, but find use in
all realms of physics and advanced chemistry. M#yyrverification by comparison to accurate
experimental results is called for.

An obvious approach to test QED with HCI might beeistigating the Lamb-shiftsg, — 2py;, in
different H-like systems. There have been direchsueements [35-38] of this transition and also
related indirect determinations using measuremaintBe %,,,— 2ps, transition [20, 39-41]. In one
particular case of H-like sulphur this was perfodniy applying laser techniques [42], but only with
comparatively light elements. The upper limit, ag is Ar’* (Z=18), and the accuracy did not exceed
10,000 ppm [38]. Experimentally difficulties arasem the fact that the initially long-livedsg, level
loses its longevity with the YIpower ofZ. Already at Z=18, the<,decays to thesl, ground state

in less than 3 ns. As a consequence, absorptidmiteees starting from thesg, level suffer from
dilute targets due to the rapid decay. Furthermem@ssion spectroscopy with suitable spectrometers
is hindered by the unfavourable branching ratioveen the suppressed;2— 2p;,» and the dominant
2s, — 1s;, decay channels. These problems had brought Laiftbiskiestigations to nearly
insurmountable experimental limits.

QED effects do not exclusively apply to the origigs,,— 2p;,Lamb shift, but exerts its influence in
all electronic energy levels. The;2— 2p,,, shift in hydrogen is the remainder of an unequét st
two levels. In order to speak of a shift, a refeeepoint needs to be defined, and this is in thgedhe
energy eigenvalue found by solving the Dirac-equmatAs a rule of thumb, in hydrogen or H-like ions
the electronic shells with smaller principal quantoumbem are influenced more strongly by QED,
so for instance dmore than 2and 2 more than B. Additionally, s levels are shifted stronger thpn
levels, and so liessthigher than B. Therefore, thedelectron has the largest shift with respect to its
Dirac value, causing a smaller total binding enefigys, measurements of the lamb shift in H-
like ions with differentZ up to U™ have contributed significantly to QED tests (s8¢ 43] and
references therein). This strong scaling in thelearcchargeZ can be illustrated by comparing the
values of the shift with 0.000034 eV in hydrogeri4b eV in AF* and 467 eV in H-like uranium [4].
As already mentioned, Li-like systems form a teewel diagram similar to that of hydrogen-like
systems, see figure 1 (a) and figure 1 (c). Inimediately noticeable that, however, ti8 2level is
the most tightly bound one, contrasting to the bgénic case. In Li-like systems this is simply a
consequence of the shielding due to the twelgctrons which affects the ‘penetrating orbits’'so
electrons far more strongly than thosg@iectrons.

We see that the largest fraction of the energyth;mlizzsl/z— 2°P,,in Li-like ions is not related to
QED corrections but rises up from humbler rootsn&theless, this transition is still the one having
the highest possible QED contribution to the tetaérgy difference. From neutral Li with 1.85 eV
transition energy and a -0.000031 eV total QED mbuation (17ppm) [44] to that transition, it scales
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Figure 2. Longitudinal section of FLASH-EBIT and photogrgpbf the device out of a similar
perspective (upper right). The electron beam igcatdd in red colour. It emerges from the electron
gun, passes the drift tube assembly, where ionpraduced and trapped, and is dumped on the
collector. The apparatus has a length of 2.5 nvaeighs approximately 1,500 kg.

up rapidly to 48.600 eV and -0.503 eV QED part Q@@pm) in case of Li-like F& to finally
280.645 eV transition energy and a -42.8 eV QEDiilike U%* (152000 ppm) [45, 29]. So, even if
the measurable absolute QED shifts of the optiegt®n in Li-like ions is smaller than that of ke
ions of samé, this transition in Li-like ions nevertheless offea higher relative QED contribution.
This is a great experimental advantage for spemtpms in particular since it is an intra-shell sdion
with n=2 and not an inter-shell transition involving thelevel, as needed for H-like ions. In other
words, in the latter the significant QED contriloutiis hidden within the very large energy differenc
between the 4 level and any other one. For example at least 384&re needed in H-like Af
(having a 1 eV QED part) to excite thedlectron, and 102.17 keV i that has 467 eV QED (plus
nuclear size) contributions [46].

A complete discussion of the influence of QED omitmb electrons definitively requires investigation
of He-like ions (see [23, 47-49] and referencegeing and Be-like ions [50], which have an
increasing complexity. The electronic sub-shellsttadse systems are fully closed, therefore their
description, even for the outer electrons, is mficed by inner-shell interactions. With combined
theoretical and experimental efforts, a stepwisgewstanding of the few-electron HCI would appear a
sensible approach to understanding the QED of nedeutron systems, and finally, that of inner-shell
electrons in atoms.

2. Experimental setup



2.1. The Heidelberg FLASH-EBIT

An EBIT [51] produces and stores ions in a cylindrivolume with the dimensions of a human hair of
a few centimetres length. It is different to maottes devices used for producing and investigatiaj H

in its ‘table-top’ character. The first EBIT wasnsmissioned 1986 at Lawrence Livermore National
Lab by Levine and co-workers [52]. Scince then aethoof such machines now operate around the
world. A scheme of FLASH-EBIT is shown in figure 2 near monoenergetic electron beam
emerging from the cathode of an electron gun isl tissequentially ionize atoms from their neuteal t
any desired charge state. The beam electrons eeteeated to the energy required for ionization by
an appropriate potential difference between the apohthe trap electrodes. Typical values are of the
order of some keV depending basically on the desiterge state and the ion species. To efficiently
produce H-like uranium, for example, a kinetic g@yeof 200 keV is needed. The high current electron
beam (up to 550 mA) is additionally compressediambter to achieve a very high current density, in
some cases beyond 10000 Afcior nearly one electron per barn per second. lismpurpose EBITs
are equipped with a non-uniform radially symmetri¢aith respect to the electron beam axis)
magnetic field produced by a solenoid or a paiHefmholtz coils, which increases from zero (at the
cathode of the gun) to up to 6 T at the trap regisa consequence of the conservation of angular
momentum in the cyclotron motion of the electran8, millimetre diameter beam starting at near-zero
magnetic field is compressed to diameters of 604y the strong magnetic field at the trap centre
The electron beam provides another essential irgredor an electron beam ion trap, namely the
stationary electrostatic field created by its nagaspace charge. In this way, a narrow cylindrical
cloud of ions is radially confined within the beamaround it (figure 3 (a)). Typically, there is a
complex dynamic interplay between the beam andidhs, caused by various processes such as
electron impact ionization, radiative and dielesticarecombination, electronic excitation and rast&t
decay, plasma heating and others. This combinatidnteractions of the various charged particles
produces ion clouds where most of the ions aretifyiwithin a diameter of 2-3 times larger thaatth

of the electron beam, in the present experimentraiind 200 to 300 um. The extension of the ion
cloud along the electron beam, strictly speaking tfap length, is determined by the settings of
several ring shaped drift tubes on both sides ef ¢bentral trap region to appropriate positive
potentials. This stack of nine electrodes allowsstfor adjusting the trap length. In all experinsent
within the context of this report the trap lengthsaset to be as short as possible, i. e., aroumth®s5
Since highly charged ions are extremely sensitivehtarge transfer in collisions with the neutrdls o
the residual gas, a vacuum level below'ifbar is established by cryo-cooling down to 4-5hi t
whole electrode stack by means of a two-stage ®ldhead, which also cools the superconducting
coils (see figure 3). In this respect the FLASH-EBVas the first cryo-cooled EBIT, not employing a
helium cryostat but instead taking advantage dbsetl-cycle refrigerator. Low maintenance, reduced
cost of operation and longer experimental stability some of the rewards of this setup. The ddsice
on one hand capable of running at acceleratioraget up to 80 kV. On the other hand, it is also
possible to operate it at acceleration voltagesnty 50 V, which is very low for such devices [54].
This allows the experimenter to produce, trap anekstigate a huge variety of different ions and
charge states in a targeted way, presently fréfrtd\He-like B&** or even higher. The beam intensity
is space-charged limited; at acceleration voltagewnore than 5 kV we have reached already currents
of more than 550 mA. This makes the device the witle the highest current worldwide. At low
acceleration potentials (100 V) it still suppontsrents of a few mA.

The entire apparatus was designed to be as corapauissible without compromising performance,
and was built to exploit radiation facilities wonl@le. It fits with its periphery, ancillary equipmte
and electronics in a modified shipping containdre EBIT itself is typically operational within 2-4
days after shipping. Cutting-edge performance sl regained within some 7 to 10 days later and
is a price paid for venting the experiment pardighough with dry nitrogen) for shipping.

Prior to experiments at FLASH the EBIT ran alreaycessfully at BESSY in Berlin on photo-
ionization of ions [53, 54] and will have beamtiinethe near future at LCLS (Linear Collider Light
Source) in Menlo Park, USA.
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Figure 3. (a) Longitudinal section view of the trap assgmbithin the superconducting magnet
section. lons (green, centre) are produced by ssiee electron impact ionization caused by a
highly compressed, intense and energetic electieamb(red) guided through the trap. The
negative space charge potential of the compredeetian beam is able to confine radially the ion
cloud. Its length (about 55 mm) is defined by pttds applied to the different trap electrodes.
The FLASH photon beam (yellow) enters from the &ft illuminates collinearly the ion cloud.
(b) Radial section at the position of the ion cloudrious detectors installed at 90 collect radiati
emitted by the ions. (c) scintillator (1) with h®lder (2) which is inserted into the trap region t
verify (d) the position of the electron beam (left)d of the soft X-ray beam (right) by scintillatio

in the visible range.

2.2. Setup and experiment

2.2.1. Setuat FLASH.At our two beamtimes at FLASH during the years@@@d 2008 we worked

basically with the same setup. The experiments warded out at the PG2 beamline which was
constructed and maintained by a combined effoRBSY and Hamburg University. This beamline is
equipped with a plain grating monochromator [55]ickhreduces the already narrow bandwidth
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Figure 4. (a) Photograph of the set up during our beamshm@ving the last 12 m of the beam
path after the mirror M3. (b) Schematic drawingtloé light path of the PG2 beamline from the
undulator to the experiment in a side and top vi€lae angles. andp of the grating (see inset)
can be set and determine the dispersion (resojuiathe slit. Adapted from [55].

natural to FLASH further to meet particular spestapic needs. Figure 4 (a) shows a photograph of
the EBIT setup on the PG2 platform. The opticahpait this beamline is schematically depicted in
figure 4 (b). Coherent radiation with a source Wwidf 150-300 pum is emitted in the undulator section
The plane switching-mirror MO is followed by theraa@al mirror M1, providing vertical focusing.
Furthermore, M1 has also a horizontal focus at uttifer downstream, mirror M2 guides the beam
onto the plane grating. The vertically dispersegtitlis refocused by a cylindrical mirror M3 ontath
polychromatic focus at the exit slit S. The tordidérror M4 images S into a single spot at the ¢drg
Theoretically, a focus dimension RIMSx RMS,. of 100-150 pum >AS [0—-2000 pum] withAS the
adjusted slit width could be expected [55]. Durtg measurements we found a spot approximately
double the size in vertical direction which corresgs with results in [56]. A significant reductioh

the spot size has since been reported [57].

The monochromator should by design reduce thensitrienergy bandwidth of FLASH of about E/dE
~ 100 to a level up to E/dE 30,000. However, one has to consider the dirdatioaship between
bandwidth and resolution, on one hand, and the fihaton flux of photons at the interaction region
on the other hand. The monochromator scheme traffigghoton flux for resolution. Free-electron
laser (FEL) seeding schemes should in future imptbe current situation. During the here reported
runs, we tried to use the maximum resolution abéelat sufficient flux (2006: E/dE 2000, 2008:
E/dEx 3000). As displayed in figure 4 (a), we used adinconfiguration in which the photon beam
entered the EBIT from the back first passing thectebn collector (where the electron beam is
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Figure 5. (a) FLASH pulse structure. Each pulse train catrmiit of 30 single pulses separated by
Ats=1 ps. The pulse trains repeat on a 5 Hz frequebgyEluorescence (blue) of éions from
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is detected for either running on an empty trap€g) or stopping the injection of iron into theptra
(black), thus clearly proofing the origin of thedrescence at this early stage.
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dumped), continuing on its way co-linearly with thlectron beam towards the ion cloud (target) in
the centre of the trap region. Finally, the phat@am was dumped on the electron gun cathode (see
figure 2). In principle it should be possible tdliné the photo-electron signal derived from the
cathode as a timing trigger for the photon-ionriat&ion. However, efforts to use this signal tceiee
additional shot-to-shot intensity information diotrachieve convincing results.

2.2.2. Principle of measuremengo far, all of our measurements on HCI soft X-tager
spectroscopy were performed in a single photont&xan scheme. The wavelength of the FLASH
laser beam was adjusted by means of the monochwomaaéxcite the transition under investigation.
In the case of a short lived upper level, as this case for electric dipole transitions, its ragétay
leads to the emission of fluorescence radiatiorthénsimplest scenario, this radiation has the same
wavelength as the exciting radiation. In a moreegainscheme, the upper level B could also decay to
an intermediate level C by emission of photons \dgtiger wavelength. However, the emission of this
fluorescence radiation occurs on the whole perpetalily to the FLASH beam axis. The situation is
depicted in figure 3 (a). The Fluorescence radmt@s detected in a non-dispersive single photon
counting mode. Due to the lack of wavelength ragmiuin this detection scheme, we applied a time
coincidence condition with the FLASH pulse to distgnate ‘true’ fluorescence photons from the
strong, electron impact excited radiation backgdbofthe EBIT..

The ion cloud and the photon beam were broughtéolap. Both had a comparable diameter of 200-
300 um (figure 3 (a)). The FLASH beam consisteglobton pulse-trains of 30 single pulses, see
figure 5 (a), with a 1 us separation between thEm. pulse trains itself had a 5 Hz repetition gtreec
summing up to 150 (nonequidistantly distributedigie pulses every second. Each pulse contained
approximately 210 photons within the typical length of 20-80 fs. Tiogal flux amounts to roughly
3-10" photons/s.

As mentioned, fluorescence occurs immediately &é&eh single photon pulse has interacted with the
ions. In this spectral range, electric dipole abowtransitions have decay times in the nanosecond
range or below, and thus practically all fluoreseephotons from a singe pulse are recorded together
since detection time resolution was limited to & feanoseconds. However, multi hits are not
expected since interaction rate times detectioieficy lies well below one fluorescence photon per
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Figure 6. Spectrum recorded by our flat field grating spmtieter in the wavelength range from
13 to 33 nm (from 95 eV down to 37 eV). Two ironds we excited also by FLASH radiation are
indicated.

single pulse. Data acquisition was synchronizethéoFLASH time structure, and the arrival time of
every fluorescence photon with respect to the FLASker was recorded.

Figure 5 (b) shows the fluorescence signal when rttemochromator was set td" @rder (no
bandwidth reduction, maximum flux) and the datauégition time window encompassed the whole
bunch trains of 30 us length. Theoretically, adtrite of 30 single pulses should be visible. At som
positions, however, no or very weak signals ar@.s€he explanation is that either FLASH did not
lase during the passage of these electron buntiieagh the undulator at all, or the (within its
bandwidth stochastically varying) photon wavelenglystematically did not match the
monochromator settings and thus the transitiohése pulses. Since data acquisition was linkeleto t

5 Hz structure, the data showed do not represansimgle bunch but rather the integrated signat ove
thousands of pulse trains. This means that, fomel, the signal of every"Ssingle pulse within a
train was accumulated in the same few time binswf TDC (timing-to-digital converter) and this
preserves the 30 pulse sub-structure.

In order to retrieve the transition energy we rdedr the fluorescence signal as a function of the
monochromator wavelength settings. The monochronstans the wavelength within the broader
FLASH bandwidth, covering the transition of intdrés that range. For this scheme it is more
convenient to link the data acquisition not to helz repetition rate of the pulse trains but indtaa

the single photon pulse timing. All the fluorescedight is accumulated not in 30 single time peaks
but just in a single one. The timing gate can hdcskess than 1 us (the time between two subséquen
single pulses) and opens just before every indalidingle pulse passes the ions, thereby summing up
the fluorescence signal of thousands of such puBethis scheme, our data acquisition remains open
only 150 times 1 ps within every second, but reta@@nsitivity for all potential fluorescence phaton
An important benefit is a background reduction bpetor of at least 6000; a further decrease of the
time window by post-analysis of the time-orderedadaithin the 1 ps time window multiplies this
suppression by a factor of roughly 20. Time disamation allows, by reducing background by five
orders of magnitude, to extract a extremely wealoriscence signal from the midst of an
environment with a counting rate of (electron-beexgited) soft X-ray photons close to the MHz
range. Scattered photons from the FLASH beam dreally suppressed by the near-zero reflectivity
of the cathode and other surfaces within the beamd, by the judicious choice of perpendicular
detection geometry, which would require multipl#eetions of the scattered photons before they can
reach the fluorescence detector. The wavelengtbradimce of the fluorescence signal demonstrates
how effectively scattered photons are suppressed.

2.2.3. Photon detectiofrigure 3 (b) shows a section of the trap regions BBIT provides access to
the trap centre through 6 radial viewports, whittbvadirect observation of the radiation emitted by
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Figure 7. Electron recombination photons recorded as atifumof the electron beam acceleration
voltage and their energy. The most prominent sirestbelong to the F€LL resonances.

the ions by means of various instruments. Durirg ttho campaigns the following equipment was
used: (1) a two stage gas jet chamber for injeatfogaseous or volatile neutral species into thp;tr
(2) a 52 mm soft x-ray MCP-detector for monitoripgrposes; (3) two cylindrical silicon mirrors to
focuses fluorescence light onto another MCP detedhe total detection probability (detection
efficiency x solid angle) of this mirror system was estimatede 10’ for photon energies below 80
eV. (4) a liquid nitrogen cooled germanium X-raytasdtor (intrinsic germanium low-energy type,
IGLET) on a cold finger was utilized for ion chargete monitoring, and (5) a flat-field grating
spectrometer [58] with a cryo-cooled CCD camerasfogctrally resolved detection of the soft X-ray
radiation by trapped ions.

The IGLET detects X-ray photons in the energy rafig® 160 keV and permits analysis of the
contents of the trap, exploiting the characteristidiation of differently charged ions. A further
diagnostic tool is the grating instrument, of whichypical spectrum is displayed in figure 6. lbwis
the wavelength interval from 12-33 nm with a refiolu up to 1000. This allows the user to cross-
check our laser spectroscopic measurements. lexqpearience, a maximum in fluorescence yield for
our laser spectroscopy measurement is directlyexiad with a maximum visibility of the same line
(electron beam excited) in the grating spectromeatbich operates in a time integrating mode with
exposures lasting several minutes. We stress howee¢ the fluorescence yield is too small to
become visible on the grating spectrometer, no endttthe FLASH radiation is ‘on’ or ‘off'. A
strong line in the grating spectrum simply indisags optimized ion production process and thus a
maximum amount of the desired ions in the trap.

3. Results
3.1. First run in 2006

This first beamtime period was dedicated to denmatestthe proof-of-principle of our scheme for
extending laser-spectroscopy with its enhancedracguor the first time to transitions in ions imet
soft X-ray spectral region. The results appearef5@. As target we chose Li-like iron (8, for
which we intended to excite the already mentionediigd state transition 29— 2°P1;» , See figure
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Figure 8. 2°S,, to 2%Py, resonance data. 2D plot (smoothed, 5 meV x Ou&1Binning) of the
fluorescence signal as a function of the photoivartime relative to the FEL pulse (left y-axis,
absolute offset of time scale arbitrary) versustphenergy (x-axis). The total measuring time
was 1987 seconds. The resonance contains 370 owascover a & interval after baseline
subtraction. Inset: Projection of the two dimenslorepresentation onto the photon energy axis
yielding the number of photons (white squares)5BreV photon energy interval (right y-axis) as
a function of the photon energy (see text). Regl l(Baussian fit to the data.

1 (b). Iron was an ideal candidate for experimémtvarious reasons. It is abundant both on earth a
in outer space, and it is a key element in thersmleona [60] in particular in charge states front®
23+. Iron is from a spectroscopist’s point of vieme of the most intense and visible elements used i
EBITs. Fortunately, the?8;,, — 2°P,, transition energy of 48.6 eV (wavelendth24.5 nm) was
within the range FLASH was capable to deliver stabith high photon flux at that time. With a
2°P,-level lifetime of 0.6 ns, fluorescence follows iradiately excitation, and our detection scheme
discussed above could be applied effectively.

To introduce iron into the trap we injected vapotiiron pentacarbonyl (Fe[C@)]through the two-
stage gas inlet (figure 3 (b)). The minimum electemergy needed to ionize beryllium-like’£eo
our desired state E& is 1960 eV. However, the electron impact ionizativoss-section at ionization
threshold is zero, and reaches a maximum, as afdlmb, at two to three times higher values. At
electron energies of 4900 to 5600 eV, however, yetion of the He-like charge state’fas almost
equally probable, since its production threshadd lvith 2050 eV only slightly above that of the Li-
like species. To be able to maximize thé*Fearget density, we ran the EBIT in a mode in whitsh
like iron is resonantly recombined into the Li-likeate at a high rate. This is possible by expigit
dielectronic recombination resonance [61] at arod&60 eV, more specifically two close-lying He-
like KLL resonances. At that electron energy setting, leegy released by radiative recombination of
a free electron from the beam into a 2p level eflie-like ion matches exactly the energy requioed f
inner-shell excitation of aslelectron to the Rlevel. The intermediate Li-like states populateereby
relax radiatively to the Li-like ground state byachcteristic emission of a 6.64 keV photon.

Figure 7 shows a two-dimensional density plot vitie rate of photons emitted by the ions with
energies between 2-9 keV, which are detected byiGLUET detector as a function of the electron
acceleration voltage applied between the electtam and the trap electrodes. Clearly visible is the
resonant character of dielectronic recombinatiolacfp rectangle labelled FELL). The electron



energy was tuned to resonance with the lowest gneapsition of the four intense resonances
observed. Due to strong space charge effects,dtedamation voltage times the elementary charge
lies always higher than the actual electron endirgyn which follows that the resonance appears in
this representation at values higher than the #tigat 4660 eV. From the data in figure 7 we estéma
the number of Li-like ions in the trap lying betweene and two million at electron beam currents of
more than 500 mA, and thus achieving average imretalensities of more than 2@er cni within

the trapped ion cloud.

The most cumbersome task during this first campaga to bring the FLASH laser beam with its
diameter of 200 um to overlap with the ion cloudaafimilar diameter. The light path of FLASH is
fixed in space and cannot be adjusted by the ise¢he EBIT itself, the relative alignment of the
superconducting magnet axis and the electron beano@timized carefully for minimized electron
beam loss. With the magnet coils fixed to the EBUpporting frame, and all other elements of the
apparatus adjusted to it, moving ten million Fesiimspace involves a mechanical effort increaged b
23 orders of magnitude. Therefore, we had to adphestwhole EBIT with a total mass of more than
1,500 kg on a sub-millimetre basis until we fixée open five free orientation parameters to align
those two cylindrical volumes. To ease alignmer,finst used a brighter, unmonochromatized beam
(monochromator in'®order) to find fluorescence. Afterwards we souat found fluorescence with
the monochromatic beam, and extracted excitatie@rggninformation. Figure 8 shows our main
result, the accumulated number of photons detechaing a single, final continuous run of
approximately 33 minutes in which we repetitivebasned the monochromator over the resonance.
The relative arrival time of those photons withpest to the 1 us gate is displayed as the ordinate
the two-dimensional representation in figure 8.

As we can see, fluorescence photons appear coatshtin a region well defined with respect to
wavelength and arrival time. This result tells ws things: Firstly, counts depend on the wavelength
set at the monochromator, in contrast to the wagtheindependent background by the continuously
running EBIT (as high as 50,000 counts per sectimide orders of magnitude more intense than the
fluorescence) as well as by FLASH radiation sciteon vacuum parts or (elastically) on trapped
ions in the trap. Secondly, photons counted on spat structure arrive within a small 70 ns time
window within each 1 ps gate, which proves theiraation to the FLASH photons in an additional
way, thus allowing for even stricter photon backon discrimination.

The projection of the resonance structure (as awedavithin the two horizontal white lines) onteeth
photon energy axis is represented by the white paiats (right scale), and delivers the resonance
energy evaluation of theQ ,,— 2°P,» transition. A Gaussian fit to the data providesatre-of-mass
energy B= (48.6127+0.001:) eV, or conversely a wavelengtb= (25.5045 = 0.000:) nm. The
resolution of this measurement is given byFEVHM=1350 (full-width-at-half-maximum), and
corresponds approximately to the monochromatoriwgésn of 2000 in connection with the chosen
700 um exit slit. One has to keep in mind thatrdwial extension of the ion cloud acts practicaly

an additional slit and can thus increase the resplgower in comparison with the nominal exit slit
width. The total true fluorescence count withiBaainterval beneath the red fit curve in figure 8 is
only 370 within the 2000 s of run time. Those 30ints have been isolated from a background of
total 10 photons by the techniques discussed above.

Although our measurement was carried out withimmgaratively short run we were able to reach a
statistical accuracy similar to the total uncetigilevel of the so far best value [62] achievedhwit
grating spectroscopy ofy= (48.5997+0.0008s) eV. Unfortunately, for causes unrelated to tlusei
technique, our wavelength measurement was limiyethé systematic uncertainty in the calibration of
the monochromator, which was not better than +@GD5 at this time. This adds a systematic error of
that magnitude to our final result£(48.6127+0.001,; +0.015Q,s) eV.

3.2. Second run in 2008
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Figure 9. Two subsequent measurements of th&"' F¥S,,, — 2°P,,» transition energy. One-
dimensional data extracted from two-dimensionabdsitilar to figure 8. The results of the
Gaussian fits to determine the centre-of-mass gramgyplotted within the graphs. (a) Run of 4600
s. (b) Run of 4000 s.

The plan for our ten 12 hour shifts in the 200&paign was to resume work where it was left in
2006, namely the clear evidence of a wavelengtlemnidgnt fluorescence signal on tH&,2— 2°Py),
transition in F&*, and from this point to focus in obtaining an dbsowavelength determination. For
this task it was mandatory to calibrate and charams the PG2 monochromator. To our knowledge
there has not been a single instance for whictitaXs@y monochromator calibration with our desired
accuracy at synchrotron light sources was repoiteds is most likely consequence of the lack of
appropriate calibration sources or techniques,awilV be discuss in more detail below.

Our experimental setup remained principally unmedifto the description given above, but for the
addition of a small and, in principle, straightf@amd, beam monitor that nonetheless served very well
to achieve overlap between the FLASH beam andahe&loud target. This arrangement consists of a
Ce:YAG scintillator crystal which is inserted thglua slotted aperture into the central trap eléetro
by a push-pull manipulator (figure 3 (c)). Challeagwere posed to design by the cryogenic, 4K
temperature of this drift tube, the high voltagelagul to it, the need to rotate the crystal aftesertion
through the narrow aperture, its exposure to aratgohg-up by the electron beam, and the long
distance from which the extremely weak scintillatitad to be imaged. The scintillator itself is scdi

of 10 mm diameter with a thickness of one millimetand can be adjusted after insertion into the
central electrode such that one side faces théretebeam and the other side the FLASH beam. A
Ce:YAG crystal emits fluorescence light in the oatirange when irradiated by either soft X-ray
photons or bombarded by charged particles. By meérsfast, electron multiplication intensified
CCD camera (Andor LUCA), our setup allows for imagyithe fluorescence spots induced either by
the FLASH photon beam or by the electron beamfigeee 3 (d). With the position of the electron
beam recorded by the camera, which is mounted erEBIT supporting frame, we have an ideal
proxy for the ion cloud axis. Overlap of the eleatbeam position, and hence the theoretical ceffitre
the ion cloud, and the FLASH beam axis, or strisieaking the EBIT axis is then established by
observing the photon-beam fluorescence positionlewhdjusting the EBIT supporting frame.
Additionally, this setup enables one to directly nitor the beam shape of FLASH while, e. g.,
changing the exit slit width.

We investigated the?3,,, — 2°P,, as well as the *®,, — 2°Py, transition in Li-like FE* and the
2°S,,— 2°Py, transition in Li-like CA®* during this run. In the case ofS,— 2°P1, in Li-like iron



1 05 T T L] T 400 T L] T L]
350
1.04 i
300 T ﬂ%ﬂ%l H llllpﬂ It Tﬂﬂm-
| g PO g A
! [ I 1)
—~ 1.02 ] _ 200 I 5 1 I T
3 3 wf Wi IR
& 1.01 1 = 100 I{Tll +lll 1 4
2 [ peak 1 1l 2 50 T g
@ Loop E, =48.764 10001 _PeaK2 e T peak 2 . HH ]
S oool ™ E,,,=48.842 £ 0.001 ] & peak 1 E,=48.864 2 0.001 &y
E ] Y £ % E,=48.784 £ 0.001 liT ]
0.98 - -100 peak 3 ]
L peak 3 -150 = b
0.97 | - . E,=48.928 * 0.001
[ E,,, =48.907 + 0.002 -200 ]
0.96 L L [ L -250 L A L A
48.75 48.80 43.85 48.90 48.95 48.75 48.80 48.85 48.90 48.95
energy (eV) energy (eV)
(@) (b)

Figure 1Q. Absorption lines of neon between 48.7 eV and 3&Y¥. From left to right the
resonances arepZ°P)3s(*Ps)nps; P° and 2*(*P)3s(°Py)np.,'P° belonging to the same Rydberg
series, and [#(*D)3s(°D)3p'P’ from another one. (a) Experimental data taken ff6&65]; (b)
Experimental absorption data from this work withuGsian fit (green). Error bars are estimates in
both cases.

we tested the possibility to achieve a calibratignusing known photo-ionization lines of neutral
neon.

3.2.1. 2S,, — ZPy, transition inFe*®*" and photoionization of N&Vith the ability to visualize the
FLASH beam as well as the ion cloud position weenadsle in 2008 to swiftly return to the situation
at the end of our 2006 run. Figure 9 shows two egixsnt measurements on thS2 — 2%Py1,
transition in FE"*. The first dataset took over 4600 s, the secomasda 4000 s exposure time. Both
measurements show around 700 true fluorescencetscoand the achieved resolving power is
E/FWHM=2000 on both, with a FWHM of 22 meV. It isteworthy that the line centers, which are,
E;=(48.57350 + 0.0003Q, eV and E=(48.57403 + 0.00043;) eV respectively, match perfectly
within their sub meV uncertainties, and thus pratable conditions over the 2.5 hours of
measurement, resulting in an average gf(#8.57374 + 0.00028;) eV. This demonstrates a
statistical accuracy of 6 ppm, a fourfold improvema comparison with the 23 ppm achieved in
2006. However these results cannot constitute atesolalues while monochromator energy (or
wavelength) scale is not independently calibrateda ebetter level, which is by itself a rather
challenging task.

One approach to achieve a moderately accurate wbsaalibration is the use of known
photoionization absorption lines in neutral neoihere a group of resonances lie between 48.7 and
49.0 eV. Photons with energy matching absorptieesigenerate three different types of signals which
could be exploited: one can detect the (i) photdsdas emitted from the atoms while scanning the
wavelength, or analogously the (ii) photoion yiethd, since beam photons are absorbed by the
ionization process, (ii) the FLASH beam intensifieapassing the neon gas absorber (which was a
photon beam attenuator by design). Thus, the phatam flux downstream the gas attenuator can be
measured as a function of the photon energy anddbgions of the absorption lines can be compared
to their literature values. In principle, this tbie best done by inserting the neon gas diréatty

the area surrounding our interaction point in tleatal trap drift tube. But in order to achieve
measurable absorption the gas pressure needed Wwewdd high that we would spoil the ultra high
vacuum of our trap for days. Therefore, it wouldnb@re convenient using an absorption cell inserted
in the PG2 beamline right before the EBIT entraped. Unfortunately, this absorption cell was not
operational due to damage to its MCP detector tlage was no way to overcome this problem within



our user beamtime. We had to follow the inconvenweay of using the 15 m long beam attenuator of
FLASH located upstream to the point where the FLASam is distributed to various beamlines,
flooding it with Ne to base pressures up to 150 middis location lies upstream from the
monochromator, implying that the FLASH light finsiteracted with the neon, ionizing it, and then
passes the monochromator. By scanning it accressitarval from 48.7 to 49 eV, where the usable
absorption lines lie, we had to measure the intgi$iFLASH as a function of the photon energy. We
did that by using our Ce:YAG crystal in its pogitizvithin the central trap-electrode in two differen
ways. First, we recorded the fluorescence intenisytyneans of our intensified CCD camera, and
second, we used in parallel our silicon-mirror peto counting soft x-ray photons scattered at the
scintillator crystal. Figure 10 (b) shows three fghabsorption resonances we could record by this
arrangement. A fundamental drawback of this apgraoadhat one has to measure a small intensity
decrease on top of a large signal, with poor sigmaloise ratio, thus requiring several hours tmrd

the curves shown. Nevertheless, the centroid detation of all three peaks has an uncertainty in al
cases of roughly 1 meV or even better. We compérent values with those reported in [63] and
[64,65] respectively, which are given with absolatxuracies of 1 meV. Those reference data are
shown in figure 10 (a). A least-square minimizatad the resonance energy positions in comparison
with the reference values yields a shift of (20t98.5Q;,.) meV with a remarkably small uncertainty,
thus indicating perfect agreement within error bbetween the two calibration measurements.
Inexplicably, inclusion of this shift as correctiam our measured transition energy IEads to a
calibrated result of §&.=(48.55278 + 0.000%g; + 0.001,) eV. Comparing this with the literature
value given in section 3.1 indicates that our expental value is off by almost 45 meV (actually the
measured shift obout21 meV points in the ‘wrong’ direction). Since th&o measurements,
namely that of the Li-like transition, and the ptiohization calibration, were carried out with usho
caution, we have no explanation but that some sydie, unknown deviation has affected our
measurement. It is not clear what origin this peablmight have. It could result from stability
problems since it is necessary to keep the FLASttqvthbeam parameters, such as its pointing, or the
source-point position, constant for almost halag.dther possible cause could be the fact thatave
not use the position of the ion cloud itself (whitts as an exit slit under certain circumstanass)
the reference in both measurements. In the cate gfhotoionization, all light passing the exit ofi

the monochromator is scattered by the crystal osesiit to scintillate; in contrast, in the casehef
photoexcitation of the?s,,,— 2°P,,, transition, the ion cloud acts as a second shiickvmay or may
not be perfectly centered on the mechanical eitit Bhis can lead to an asymmetric response, and
hence to a constant shift, if the (at the exi) slitgularly divergent but geometrically focussedtphs

of different energies spread out on their way ®ittieraction point.

Nevertheless, it is worth mentioning that photatation lines can not be used to calibrate on thel le

of the small statistical uncertainty demonstratetehsince they are at their best good to 1 metign
spectral range. Lack of adequate calibration seusoel their inherently asymmetric Fano lineshape is
limiting the suitability of these photoionizationés as secondary standards in general.

3.2.2. 2S,,— ZP;;, transition inFe”*. With a photon energy of around 64 eV, &8, — 2°P,,
transition in Li-like iron is the most energeticatisition we have resolved this far by laser
spectroscopy. Fig. 11 shows a run over 3600 siyiglf, = (64.54658 + 0.0005Q;). We achieve 8
ppm accuracy in the determination of the line cemtghin a hour beamtime. It is interesting to
compare the energy difference betweent®, — 2P, and the2’S,,— 2Py, transitions, namely
Aexp=15,9729 eV, with the most accurate reported vafiég A =15.9659 eV. Both values disagree
by 0.007 eV only, which has to be viewed in theteghof the 0.045 eV shift of the first of the two
inferred if the Ne absorption calibration was cotreObviously, relative changes of the
monochromator settings over the comparatively laapnning distance from 48.6 to 64.5 eV still lie
well within reasonable bounds. This finding woudd/dur our second scheme for absolute calibration,



70

Equation: y0+A*exp({-4*In(2)*((x-xc)FWHM)A2) v '23 o
60 [ Weighting: y Statistical T @ Li-like Fe<°* 2s-2p 3/9 1
| Chi*2/DoF  =1.04275 ° @ 64.5eV (19.2 nm)
RA2 = 0.94091 3600 s run
50F
L y0 002814  +0.50203
® 40 xc 64.54658 10.0005
T | FWHM 0.0250 +0.0017
3 A 49.184 +2,571
o 30
20
10 b
(1] N N 1 N i ' 1 N 1 N 1 . ?
64.50 64.51 64.52 6453 64.54 64.55 64.56 64.57 64.58 64.59

Photon energy (eV)

Figure 11 Measurements of the & 2°S,,, — 2°P;, transition energy. One-dimensional data
extracted from two-dimensional data similar to figB. The data was recorded in 1 hour of
measurement time. Parameters of the Gaussiaedi} &re plotte

where both the measurement line and a refereneealia present at the same time, which we could
realize in Li-like CG®" for the first time.

3.2.3. 35, — ZPy, transition in CU?®*. Measuring simultaneously a transition of interast the
calibration references would seem an ideal wattairahighly accurate absolute results. A class of
very appropriate candidates for reference linedlige and He-like light ions, such as Be, B, G, N
0O, and to a lesser extent F and Ne. These highiywddnt species have naturally stimulated the
physicists’ interest in their spectra since decaded thus a comprehensive body of data exists [66]
Moreover, they allow already (or are likely to doim the near future) for sufficiently precise
electronic structure calculations, and hence ebentheoretical energy levels of these fundamental
transitions can provide references with adequateigll uncertainties.

The 2°S,,— 2P, transition energy in Li-like Cu lies at about 58¥2, close to the (1s28%—(1s3p)

%P, transition in He-like & at 54.5715 eV. The lower state of the latter isthe ground state but a
long-lived metastable state (lifetime20 ms in ¢"), and the lowest possible excited state of this io

It is analogous to the well known metastable stdt¢he triplet configuration of the isoelectronic
neutral helium atom. This metastability is cruciatause absorption technique like laser spectrgscop
require a well populated lower level, thus eitheoumd state or a metastable state, for photon
absorption to happen.

Volatile copper compounds are extremely rare amicels limited, we vaporized a rather complicated
copper organometallic compound (g4$iC=CSi(CH)3:[CRCOCH=C(O-)CE]Cu (CAS 137039-38-

4) to bring Cu into the trap. It has a molecul&igit of 480 u, and carries a single copper atoly, on
but contains also the elements H, C, O, F, andh @ifferent proportions, which were intended to
serve for calibration. Fig 12 shows a measuremetiteoCyd®* 2°S,,,— 22Py;, line in which a broader
energy range than usual was scanned in order todmcthe designated reference lines. The
measurement time is about 3600 s, but each waublatega point has an statistical significance
obviously lower than that of the measurementsan olescribed above. When we switched from iron
to copper, it was not possible to optimize thepgilag parameters to the same level we reached with
the former element. Unfortunately, this copper comql was less suitable than the iron carbonyl
molecule for efficient trap loading due to the Inaction of the element in the sum molecular weight
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Figure 12 Measurements of the &t 2°s,,, — 2°Py), transition energy. One-dimensional data
extracted from two-dimensional data similar to fig@. The data (black) shows two peaks fitted
by a Gaussian (red) and their centroid. The lowergy scale (black) is uncalibrated. The blue
curve shows data from our grating spectrometecéonparison; its energy scale (upper scale) is
shifted on basis of the strongest line.

Nevertheless, two fluorescence peaks at about &4.6nd 55.2 eV are visible in the spectrum and
could be fitted. Their centroid energies in an libcated scale ar&E,=(54.615 + 0.003,) eV and
@E=(55.177 + 0.003,) eV, respectively. The blue data curve is takeomfrthe spectrum
simultaneously recorded with the soft-x-ray gratsmpctrometer (1D representation). This data also
shows a weak—but clearly visible— spectral line at an energy position of 54.6 e\d an additional
strong spectral line at around 54.4 eV not repredun the laser excitation data, although it reache
half the intensity of the strong line at 55.2 e\hisTline can be identified as a transition?g2s—
25°2s2p) from the ground state in Be-like®€u Since this is an intercombination line between tw
different multiplets, the transition probability aout 40 times smaller than that of 38— PPy
peak at 55.2 eV. At this level of statistics it glitbremain invisible in the photoexcitation spentru
The fact that is shows up in the emission spectiaken with the grating spectrometer results from
direct electron impact excitation in the EBIT, amlsdnot due to FLASH photons. Electron impact
excitation is subject to different selection rutkan electric dipole transitions. Moreover, the epp
level can be populated by cascades from higheldesasily excited by the electron beam and not
accessible to resonant laser excitation. Once ptgulil decay of this state to the ground level dse

in the EBIT, no matter what the transition probisils, because (i) there are no competing radgativ
decay channels, and (ii) collisional quenching legtons plays only a minor role.

We also found a spectral line in our grating spentat 71.55 eV, which we assign to the (133s)-
(1s%) °P, transition in He-like &, thus supporting the assumption that the line seeb4.6 eV
belongs to that carbon ion. However, there is abvagme possibility that this line could be an
unknown line in a highly-charged silicon or fluagiion, but we can certainly exclude lines from ¢, O
Fe (still present as a residue in the trap) orTe. upper (1s3p’P, level of the reference line in*Cis

a triplet state J=0,1,2) where each individual state within the nplét is excited with equal
probability. The central transition energy of thiplet is PEc,.= (54.57147 + 0.00009) eV [66].

Taking this value as a calibration for the energig in Fig. 12, the2’S,,,— ZP,, transition in C&*
takes a value of?Ec, = (55.134 + 0.005) eV, what has to be comparetiediterature value [66] of
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Figure 13. Transition energies accessible by laser speapyso multiply or highly charged ions
(magenta data points chronologically [40, 37, 41,6¥, 68, 19, 69, 21, 70, 22, 20]) and some
selected examples in neutral atoms (black datagohronologically [71, 72, 16, 73, 15]). With
the upcoming new generation of light sources likB&H in Hamburg, LCLS (Linac Coherent
Light Source) in Menlo Park, USA, and XFEL (X-RaeE&-Electron—Laser) the field of laser
spectroscopyv will open to completely new wavelenatines Here, HCI are suitable both

(55.156 £ 0.001) eV. The two values disagree by fhandard deviations. Alternatively, by reversing
the original thought, and taking the copper lin@asference instead, we find for the line at ®V6a
value of VE.,=(54.593 + 0.005) eV fitting to*F line at (54.595 + 0.009) eV. We see here that a
higher statistical significance would be requiredatrive at a conclusive interpretation. Howeveg, w
succeeded in performing laser spectroscopy on tifereht ion species at the same time, a significan
and necessary step toward high accuracy absolwsurements frequency comparisons of soft X-ray
transitions in highly charged ions.

4. Conclusions and outlook

In this work resonant one-photon laser spectrosaafpgin atomic transition by means of a free-
electron laser was demonstrated, with a considefabdy into the soft X-ray region. Furthermores th
study was carried out on a electric dipole traositof a highly charged ion with large QED
contributions. Figure 13 gives a comprehensivestitation of prior and present laser spectroscopy
work on HCI with regard to transition energy. Fefarence, some selected UV and VUV results on
neutral species are included. Using FLASH , lingshsas the 5 »— 2°Pa, transition at 64.5 eV in
Fe** were excited, and thus laser spectroscopy in H@Daimes higher photon energy than hitherto
reported [19]. With the %B,,— 2?P,,, transition in C&* we investigated with laser spectroscopy the
second highest charge state afté?'Bi19]. The uncertainties in previous works [19]2]4ie at 160
ppm and 200 ppm, respectively, partly as a consemuef the extremely dilute targets and harsh
environments in which HCI are usually producedthiis respect, our technique clearly points toward
new frontier, in view of the 6 ppm statistical urteénty of the2’S,, — 2P, transition in F&"
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Figure 14. Theoretical [29, 74, 30, 75] as well as experitakresults for the Li-like isoelectronic
1525 %S, ~152p *P,, transition for various elements with different tesr chargeZ. Shown from
the top down: absolute energy, main QED contrim#tido the transition, main sources of
uncertainty to the theoretical error budget, tothkoretical uncertainty for sonz[45, 76], and
finally total uncertainty of this work (statisticatror) as well as of other reported experiments [7
49, 78, 79, 28, 62, 80-86,10, 13]. The spectratbility of FLASH indicated on top allows for
systematic measurements across the periodic table.

attained in 2.5 hours of measurement time. Givendbmparatively low resolution settings at the
monochromator of not more thanAE#=3000, great improvements can in principle be saqgected,
with the photon flux loss easily being compensdigdmprovements of the FLASH performance
expected after the major shutdown in 2009/2010ckviwill bring the facility closer to its initial
design parameters [87]. However, using a resolpioger of EAE>100,000 as reported [88] for a
similar monochromator at 3rd generation synchrotight sources might prove fruitful only if the
pointing stability of FLASH is improved.

In the near future, establishing absolute energlyfeequency standards based in electronic transitio
in the soft X-ray spectral range will draw our fattention. If we ask ourselves how much energy, e.
g., a “48.6” eV photon carries, we will inmediatedge that the answer is finally connected to its
frequency and thus to the definition of the secdrds physical constant, however, is still linkedat

Cs hyperfine transition lying in the microwave gi Our work is far off this spectral range (figure
13), and presently no frequency chains exist wiektend into the spectral range of FLASH. The
frequency-comb technique, recently shown to reatththe VUV region [89], could provide a suitable
approach for measurements of th8-25 interval of Hé [90] at energies as high as 20.3 eV.
Unfortunately, it was not possible to use existiegperimental data to cross-calibrate our
measurements. Considering for instance the expetahaccuracies reported for A8, — 2°P1
transition in different Li-like ions, as seen igdre 14, it becomes evident that our present statiis
accuracy limit of 6 ppm already exceeds the pregisif the best conventional measurements, and thus
a calibration with data obtained by those seemdegaate. Therefore, in future we have to link our
data to more fundamental transitions in light Held&nd He-like highly charged ions as Be, B, C, N, O



F and Ne, and laser spectroscopy has to be apmtigd/o different species of ions simultaneously.
Our Li-like CU#®* measurement is a first step in this direction.

The statistical accuracy achieved here is tendismaller than the current uncertainty of theory fo
the?S,,— 2Py, transition for F&*[30]. Therefore, sensitivity to three-loop contrilons to the inter-
electron interaction (black curve in figure 14) gradentially to the dominant contributions of the@
H-like self-energy correction in order @) (purple curve) appears within reach. Howevertaike
advantage of these experimental advances the nmaertainties from the relativistic recoil of the
electron and the screening of the H-like self-gpda third order effect) have to be reduced bydbet
calculations. Obviously, theory will benefit fronigher experimental accuracy in these transitions,
which have the largest relative QED contributiamgtiomic physics.

The spectral range of FLASH (in its fundamentalpwa for investigations of théS,,, — 2°Py),
transition across almost the whole periodic taBlestematic studies for different valuesZodis well as

on various isotopes will be of crucial importanoedetermine nuclear size contributions rapidlyngsi
with Z (figure 14), thus checking different models of theslear charge distribution. The use of a laser
ion source for filling the trap will enable thoseidies. As figure 13 illustrates, FLASH, and other
upcoming FELs open an unexplored photon energyeréméaser spectroscopy.

Higher photon energies will not only allow for resmt excitation of fundamental ground state
transitions as %nP in H-like ions aiming at the 9 Lamb-shift, but also for photoionization
experiments in HCI. Moreover, the short FEL pulseke femtosecond-scale lifetime studies possible
[91, 92] by pump-probe schemes using one or twottadchemes. Steep scaling laws as a function of
Z for the lifetimes of levels depopulated by muitip transitionsI1, E2, 2E1, M2...) facilitates those
studies with HCI. Lifetimes reflect spatial aspeaftshe wavefunction to which transition energies a
less sensitive, especially to correlation termsvben the initial and final states, which are nearly
unexplored in the domain of relativistic, QED-sési electronic transitions of HCI.
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