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Magnetic anisotropy, exchange and damping in cobalt-based full Heusler compounds:
An experimental review

Simon Trudel,’"?2 Oksana Gaier,? Jaroslav Hamrle,2 and Burkard Hillebrands?
! Department of Chemistry, University of Calgary,
2500 University Dr. NW, Calgary AB Canada T2N 1N4,
2 Department of Physics and Research Center OPTIMAS,
Technische Universitit Kaiserslautern, 67663 Kaiserslautern, Germany®

Cobalt-based full-Heusler compounds with composition Coo M'Z (where M’ is a transition metal
and Z is a main group element) are attracting attention due to their predicted half-metallic be-
haviour, a considerably desired property for spin-dependent electron transport devices. Knowledge
of the basic magnetic properties of these materials, in particular in the form of thin films, is required
both to fully exploit these promising materials, and to understand their underlying electronic struc-
ture and establish structure-property relationships. In this Topical Review, we present a survey
of the magnetic anisotropy, exchange, and damping of CooM’'Z compounds. These properties are
directly related to spin-spin and spin-orbit interactions.

I. INTRODUCTION

The interest in the intermetallic compounds with the
general formula MyM'Z, where M and M’ are transi-
tion metals and Z is a main-group element, ignited in
1903 when Friedrich Heusler discovered that CusMnAl
was ferromagnetic, even though it does not contain any
of the pure ferromagnetic elements [1]. Since this dis-
covery, numerous investigations were made to clarify the
chemical and magnetic ordering in these materials [2-5],
and different models were proposed to shed light on the
microscopic interactions leading to the appearance of fer-
romagnetism [6-8]. It was also found that some ternary
intermetallic compounds with the chemical composition
MM'Z exhibit ferromagnetic behaviour as well. Today
this latter class of materials is known as half-Heusler
compounds, whereas the MyM'Z compounds are named
full-Heusler compounds. Amongst the half-Heusler com-
pounds, PtMnSb attracted particular attention due to its
extremely large magneto-optical Kerr rotation [9], which
made this compound a suitable material for magneto-
optical recording technology.

In 1983, de Groot et al. [11] calculated the band struc-
ture of NiMnSb, and termed this material to be a “half
metal” (not to be confused with a semi-metal such as
bismuth). A general introduction to half-metallic ferro-
magnets is offered by Coey et al. [12]. Here we refer
to Fig. 1 [10] which shows the calculated band structure
of CooFeSi, a more contemporary example closer to the
topic of this Review, to illustrate what a half-metal is.
First, one considers the spin-resolved band structures.
The majority spin band (Fig. 1c¢) exhibits metallic char-
acter, i.e. the valence band is partially filled, providing
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conducting electrons at the Fermi level ep. The picture
is quite different for the minority spin band (Fig. la),
where ep is seen to lie within a band-gap, which is remi-
niscent of a semiconductor. At ep, the spin polarization
P, defined as

P= Nmaj_Nmin (1)

Nmaj + Nmin
is 100%, as the number of minority electrons Ny, is
strictly 0. In other words, only electrons of one spin band
participate in the electron transport properties of this
material, or any half-metal. This property is highly de-
sired for spin-dependent electron transport (spintronic)
devices [13-15], and single-handedly accounts for the
enthusiasm these materials have received in the past
decade.

In addition to NiMnSb and CosFeSi, several other
Heusler compounds have been predicted, from ab ini-
tio calculations, to be half-metallic. Prominent are the
Cog-based Heusler compounds, which gained a partic-
ular interest and became most widely studied in this
field due to their high Curie temperatures, a requirement
for integration into devices. However, despite the huge
achievements that have been obtained in the last decade
in magnetic tunnel junctions (MTJs) using Coo M’ Z com-
pounds as electrodes [15-22], an experimental proof of
half-metallicity (i.e. robust 100% spin polarization at )
in these materials is still missing. While different mech-
anisms are thought to account for the suppression of the
half-metallic state, this topic will not be covered in this
Review. For an introduction to this topic, see for exam-
ple the paper by Dowben and Skmoski [23]. Nonetheless,
it is now clear that several Coo M’ Z compounds do indeed
support high spin polarizations higher than 85% [16, 21],
much higher than the 3d transition metals and their al-
loys, which typically have spin polarizations of ~45% or
lower [24, 25].

A parameter that will become key for future devices is
the spin polarization at surfaces and interfaces, which is
not guaranteed by bulk high spin polarization. At sur-
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faces and interfaces the half-metallic property can be lost
due to the introduction of surface and interface states at
the Fermi level in the minority spin channel. For exam-
ple, Galanakis has shown that the half-metallic charac-
ter of CooMnSi is lost at both Co- and MnSi-terminated
surfaces [26]. Hashemifar and collaborators, however,
have suggested that the half-metallicity of CooMnSi can
be preserved if the surface has the MnMn-termination
[27], based on density functional calculations. Several
other studies have looked into the spin polarization of
the surfaces of CooMnSi [26-33]. In addition to theoret-
ical studies, reduction in surface magnetization has been
observed, for example, by element-specific magnetic mo-
ment determination using x-ray magnetic circular dichro-
ism [34, 35], suggesting a decrease in surface spin polar-
ization.

The half-metallicity of the CoaMnSi/MgO and
CoyMnSi/GaAs interfaces have also been theoretically
studied [29-32]. The former is of particular importance
for magnetic tunnel junctions, whereas the latter is con-
sidered for spin injection into semiconductors. Similar to
the discussion of surfaces, interface states appear in the
half-metallic gap because of the specific atomic environ-
ment of Co and Mn atoms in the topmost layer. These
new states at the Fermi level can be filled by the electrons
from the minority valence band through inelastic scatter-
ing processes (such as electron-phonon, electron-magnon
and electron-electron scattering) thus making the spin-
down electrons contribute to the total conductivity of the
interface [36]. Therefore, the polarization of the current
passing through such an interface in a MTJ is reduced,
and spin injection into a semiconductor becomes less ef-
ficient. Irrespective of the mechanism leading to the re-
duction of the spin polarization of surfaces and interfaces,
this will become an increasingly important topic to ad-
dress before achieving the full potential of half-metallic
materials.

Apart from their spin polarization, other important
magnetic properties that must be characterized and con-
trolled are the magnetic anisotropy, magnetic exchange,
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and damping in cobalt-based full Heusler compounds.
Magnetic anisotropies play a crucial role in determin-
ing the manner of magnetization reversal, and affect im-
portant properties such as the coercive field and rema-
nence. The exchange interaction is closely related to
the Curie temperature. Furthermore, processes involv-
ing magnons — such as electron-magnon interactions and
the thermal excitation of magnons, pathways believed to
strongly contribute to the decay of the spin polarization
as a function of temperature — are intimately related to
the energy of formation of magnons, accessed through the
spin wave stiffness, another manifestation of the exchange
interaction. Finally, dynamic processes cannot be dis-
cussed without introducing magnetic damping. Damping
is also of paramount importance in spin-transfer-torque
phenomena [37].

The main goal of this Topical Review is to provide an
overview of the experimental studies concerned with the
magnetic anisotropies, magnetic exchange, and damping
properties of Cos-based Heusler compounds CooM'Z, or
in other words, experimental manifestations of the spin-
spin and spin-orbit interactions. Given their technologi-
cal impact, thin films will be emphasized. The structure
of this Topical Review is as follows. After a brief intro-
duction to the relevant magnetic and structural proper-
ties of CooM’'Z compounds (Section 11), we will discuss
the anisotropy and magnetization reversal (Section I1T),
magnetic exchange (Section 1v), and damping (Section V)
in thin films of Coo M’'Z compounds.

II. BASIC STRUCTURAL AND MAGNETIC

PROPERTIES OF CO:-BASED HEUSLER
COMPOUNDS

We begin our overview by rapidly introducing the
salient structural and magnetic properties of Heusler
compounds. For more details, the reader is directed to
the textbook by Kiibler [38], or the reviews by Galanakis
[39, 40], which deal with half-metallicity, Slater-Pauling



Compound Nv Structure aexp © Ref.
(e7 /fu.) (A)
C02 Cr0,6F60,4A1 27.8 B2 5.737 [44]
CozMnAl 28 B2 5.756 [45]
Co2MnSi 29 L2 5.654 [45]
CoaMnGe 29 L2 5.743 [45]
CozFeAl 29 B2 5.730 [44]
CozFeGa 29 L2 5.741 [46]
CozFeSi 30 L2, 5.640 [10]

* See [47] and references therein for a more

extensive compilation.

TABLE I. Experimental bulk lattice parameters of selected
Coo M’ ZHeusler compounds

behaviour, and the electronic structure of Heusler com-
pounds.

A. Structure and disorder

Heusler compounds with the general formula Cos M Z
crystallize in the L2; structure (Fm3m space group)
which is shown in Fig. 2a. The cubic unit cell consists
of four interpenetrating fcc sublattices, two of which are
occupied by Co atoms, and the other two by the M’ and
Z atoms, respectively. The two Co sublattices are posi-
tioned at the 8¢ Wyckoff positions (%,7,1) of the cubic
unit cell, while the M" and Z atoms occupy the 4a (0,0,0)
and 4b (1,4,3) positions, respectively (note that one of-
ten finds in the literature equivalent images where the
structures has been shifted by (%,%,%) so that the cobalt
occupies the corners of the unit cell). The L2; struc-
ture represents the most ordered phase of the Cos-based
Heusler compounds. However, various degrees of disorder
can exist for a given chemical composition, in the form
of interchange of atoms between different sublattices. If
the combined (0,0,0) and (3,2,1) sites are randomly oc-
cupied by M’ and Z with an equal probability, the struc-
ture is referred to as the B2 structure (Fig. 2b). The
interchange of atoms in Co and M’ sublattices results in
the DOj3 structure (Fig. 2¢). A random occupation of
all four sublattices leads to a structure which is called
the A2 structure, and shown in Fig. 2d [41-43]. See Ba-
con and Plant [41] for a further description of ordering
in Heusler compounds.

Experimentally, information about the structural
properties, such as lattice parameters and the type of dis-
order present in the samples, is obtained using a variety
of methods, such as x-ray [48-50] and neutron [51] diffrac-
tion, anomalous x-ray diffraction [52-54], extended x-ray
absorption fine structure (EXAFS) [49, 51], and nuclear
magnetic resonance (NMR) [55]. Structural information
concerning atomic disorder utilizing both x-ray and neu-

tron scattering is provided by the analysis of relative in-
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FIG. 2. L2; (a), B2 (b), DOs3 (c), and A2 (d) ordered struc-
tures for Coo M’ Z Heusler compounds. The lattice consists of
four interpenetrating fecc sublattices, two of which are occu-
pied by Co, the other two by M’ and Z atoms, respectively.
(Colour online)

tensities of superstructure reflections. While less widely
available than x-ray diffraction, NMR was demonstrated
to a be a very powerful method for the characterization
of atomic disorder [56-58]. The bulk lattice parameters
of some of the more commonly encountered Cos-based
Heusler compounds are listed in Table 1.

In order to obtain Heusler films with the well-ordered
L2, structure, high temperature annealing is usually re-
quired since the B2/1.2; phase transition in the bulk oc-
curs at about 1000 K in most of the Cos-based Heusler
compounds [59-61], while this transition occurs around
800K in thin films [62, 63]. It is interesting to note,
however, that the L2; phase is not always the most sta-
ble one from the thermodynamic point of view. For ex-
ample, CosCrg ¢Feg 4Al preferably crystallizes in the B2
structure [64] while the L2y structure is more stable for
CooMnSi and CogFeSi. Referring to Table I, it can gen-
erally be observed that Si-bearing compounds tend to
crystallize in the L2; structure, while Al counterparts
adopt the B2 structure. The origin of this most likely
stems from the difference in bonding between Si, Al, and
the transition metals [47].

As will be discussed below, important magnetic prop-
erties, such as the saturation magnetization, spin wave
stiffness, magnetocrystalline anisotropy, and Gilbert
damping constant are affected by the level of order-
ing. Unfortunately, a rigorous determination of the order
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FIG. 3. Epitaxial relationships between Co2MnSi and
GaAs(001) (left) and MgO(001) (right). (Colour online)

does not always accompany the characterization of these
quantities, and so the establishment of reliable structure-
property relationships is still challenging.

For high-quality spintronic devices and significant
structure-relationships to be established, well-defined
samples are required. As such, most studies highlighted
in this Topical Review deal with high-quality thin films
epitaxially grown using high-vacuum deposition meth-
ods. By far, the two most widely used substrates are
GaAs(001) and MgO(001). In general the III-V semi-
conductors are substrates amenable to the growth of
Heusler compounds. If one takes the CooM' Z structure
and leaves the M’ and one of the Co sublattices empty,
one has formed the zincblende structure adopted by I1I-V
semiconductors. While for Cos-based Heuslers GaAs is
better lattice-matched, InP is, for example, well lattice-
matched to compounds such as NigMnGa, while InAs
matches to RhoaMnAl [65]. When using GaAs(001) for
the growth of Cos M’ Z, a cube-on-cube epitaxial relation-
ship is present, as shown on the left side of Fig. 3 where a
unit cell of CooMnSi is shown on GaAs(001). In the case
of MgO(001), the lattice cell parameter a is too small to
accommodate a CooM’'Z compound in the same fashion
as GaAs. However, if the CooM'Z cube edge grows at
an angle of 45° with respect to an in-plane MgO (100)
direction, a good lattice match is obtained (see Fig. 3,
right hand side), enabling epitaxial growth. This is par-
ticularly important towards the implementation of mag-
netic tunnelling junctions (MTJs) taking advantage of

coherent tunnelling through a single-crystal MgO barrier
[66, 67].

B. Half-metallicity and origin of the minority spin
gap

The expression “half-metal” was coined by de Groot
et al., based on band structure calculations for the
NiMnSb half-Heusler compound [11]. This term is em-
ployed to describe material systems with an asymmetry
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FIG. 4. Top shows the density of states of Co2Fep.5Alp.551 as
calculated by means of LDA+U. Bottom shows the gap in the
minority states with respect to the Fermi energy er. Com-
pared are the positions of the valence band maximum (VBM)
and the conduction band minimum (CBM). Reprinted with
permission from [76]. Copyright 2007, American Institute of
Physics. (Colour online)

of the spin-split band structure: while the majority spin
band has a metallic behaviour (i.e. a non-vanishing den-
sity of states (DOS) at the Fermi level), the minority
electrons exhibit a semiconducting character (i.e. a band
gap around the Fermi level) (Fig. 1).

As mentioned above, several Cos-based Heusler com-
pounds were predicted to be half-metals. First theoreti-
cal evidence of the half-metallicity in CooMnSi was given
by Ishida et al. [28], and was later confirmed by various
authors [47, 68-70]. Additionally, half-metallic behaviour
has been predicted for CosFeSi [10, 71], CosFeAl [47, 71],
and CooMnGe [39, 68, 72, 73]. Kiibler et al. reported
for the first time the existence of a band gap for the
minority electrons in the related CooMnAl Heusler com-
pound [74]. In this compound, however, the Fermi energy
falls into the upper tail of the valence band and a non-
vanishing spin-down DOS is found at the Fermi level.
More recent calculations showed similar results for the
electronic structure of this material [47, 69, 75]. Nev-
ertheless, CooMnAl remains an interesting candidate for
applications because its expected spin polarization is still
comparatively high.

The electronic structure of CosM’'Z Heusler com-



pounds and their physical properties can be tuned by
alloying with a fourth element, which provides a new
way of designing materials with tailored characteristics
[60, 71, 77-79]. In the quaternary compounds, the atoms
in one of the sublattices are partially substituted by
atoms of another element. CosCrggFeg.4Al, obtained
from CosCrAl by doping with Fe atoms, represents one
of the most prominent examples in this class of Heusler
compounds. In this case, a partial substitution of Cr for
Fe resulted in a large magnetoresistance effect of about
30% in polycrystalline powder compacts, which was not
observed for the initial ternary compound CosCrAl [80].
Miura et al. investigated in detail the complete substitu-
tional series CosCrq_,Fe, Al from the theoretical point of
view [64]. Similar to the case CooMnAl, a non-vanishing
DOS is expected in the minority band of CooCrg gFeg 4 Al
according to these calculations, for both the B2 and L2
ordered phases. More recently, the CooFeAl;_,Si, series
has attracted much attention, as band structure calcu-
lations (LDA + U) have shown that the position of the
Fermi level ep in the band gap is tuned by composition
[76, 79]. For CogFeAl (2=0), ep lies just above the va-
lence band. Introducing valence electrons by replacing
Al by Si raises the Fermi level. For CogFeSi (z=1) ep
lies just below the conduction band. For z = 0.5, ey lies
in the middle of the minority spin band gap (see Fig. 4).
As such, effects which lead to the reduction of the spin
polarization due to smearing of the band edges should
be greatly minimized. A recent report from Shan and
collaborators [16] on the tunnelling magnetoresistance of
CogFeq 5Alp.551/MgAl, O, /CoFe junctions seems to sup-
port this contention.

In 2002 Galanakis and collaborators proposed a model
describing the origin of the minority band gap [69]. For
example, the minority spin band structure of CooMnGe
is shown in Fig. 5a [69]. The observed symmetry and
energy ordering of the bands at the I'-point can be un-
derstood using a group-theoretical analysis. First, one
considers hybridization of the Co 3d states (t2; and eg)
between Co on distinct fec lattices (Fig. bb)(states with
an e representation are doubly degenerate [the d,2_,»
and d,2 states for e,], while states transforming with the
t representation are triply degenerate [the dgy, ds., and
d,. states for to4]). The symmetry-adapted states of each
Co mix, yielding (in order of increasing energy) the eg,
2¢, t1u, and e, states. These hybridized states are then
mixed with the M’ 3d states Fig. 5(c). The symmetry-
matched Co(eg;) and M’(egs) states mix, and the same
occurs for Co(tog)-M/'(tog) states. However, on the M’
there are no states with symmetry corresponding to the
Co t1, and e, states. As such, these states remain non-
bonding, and will not hybridize with d states of M’'. The
Fermi level lies in the energy gap between these Co t1y
and e, states.

In the above discussion the main group Z atom has
been completely disregarded. This is because its low-
lying s and p states do not directly contribute to the
formation of the minority band gap. However, as these

Compound msp Mexp Tc
(pp/f) (uo/fn)  (K)
COQCI‘Q,(;FG(),4A1 3.48 3.30 [80] 750 [80]

CoaMnAl 400  4.04 [81] 693 [45, 81]
CoMnSi 500  4.96 [82] 985 [45, 82
CoaMnGe 500  4.84 [82] 905 [45, 82
CogFeAl 500 4.96 [81]  ~1000
CosFeCa 500  5.15 [82] >1100 [82]
CooFeSi 6.00  6.00 [10] 1100 [10]

* See [47] and references therein for a more

extensive compilation.

TABLE II. Slater-Pauling and experimental and saturation
magnetization and experimental Curie temperatures

states contribute to the total number of occupied and
empty states, the Z atom is important for the position
of the Fermi level within the minority band gap as ex-
plained above for CosFeAl; _,Si,. Moreover, the s and p
states have been shown to play an important role for the
distribution of electrons in the various symmetry distin-
guished states (t24 and e4) at Co and M’ sites [47].

C. Slater-Pauling behaviour and magnetic
moments

The origin of the ferromagnetic behaviour in Coo M’ Z is
rather complicated, and is still one of the most interesting
problems in modern magnetism.

One of the most tell-tale characteristics of the half-
metallic Heusler compounds is their integer magnetic mo-
ments. To understand this behaviour, we again refer to
the origin of the minority spin gap and Fig. 5. As was
discussed above, CooM'Z Heusler compounds have eight
occupied minority d states per unit cell, namely (in order
of increasing energy) the ey, tog, and t1, bands, the lat-
ter lying just below the Fermi level (see Fig. 5b) [39, 69].
Apart from these eight d bands, there are one s and three
p bands, which are much lower in energy (~5-6eV below
er) and do not contribute to the formation of the band
gap. Thus, in total the Cos-based Heusler compounds
possess 12 occupied minority states Ny, per unit cell.
The total magnetic moment m (in units of Bohr magne-
tons pup per formula unit f.u.) is given by the number of
excess majority electrons with respect to minority elec-
trons, t.e.

m:Nmaj_Nmin- (2)
Introducing
NV :Nmaj+Nmin (3)

as the total number of valence electrons in the unit cell,
and using Npnin = 12 as discussed above, the magnetic
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moment m of the CoosM'Z Heusler compounds should
obey the rule

m = Ny —24. (4)

This is known as the generalized Slater-Pauling rule [83],
which is an analogue to the Slater-Pauling behaviour of
the binary transition metal alloys [38, 84-86]. This equa-
tion places the Heusler compounds into the region of
systems with localized magnetic moments [38, 83, 87].
Since in the CooM'Z Heusler compounds Ny is an in-
teger number, an integer magnetic moment follows from
this rule. Note that while Eq. 4 is still valid for qua-
ternary compounds, an integer magnetic moment is no
longer expected due to the non-integer site occupancies.

D. Formation of local magnetic moments

A microscopic mechanism resulting in the formation
of localized magnetic moments in the Cos-based Heusler
compounds was first given by Kiibler and collaborators
[74].

It was later recognized that the magnetic moment
mainly resides on Co and M’, while the moment on Z
atoms is negligible. Nevertheless, the Z atom plays an
important role for the formation of the individual mag-
netic moments at Co and M’ sites [47]. For example, in
CooM'Z (M'= Mn or Fe; Z = Al or Si) replacement of

Al by Si results in an increase of localized magnetic mo-
ments on both Co and Mn (or Fe) sites, which is due to
the filling of the majority bands with an additional elec-
tron. The small moments found at sp sites are mainly
due to a polarization of these atoms by the surrounding,
magnetically active Co and M’ atoms. Co atoms bear
a larger magnetic moment in the Si compounds with re-
spect to the Al compounds. The reason for this behaviour
is a stronger bonding interaction between Co and Si as
compared to the Co-Al case due to the higher electro-
negativity of Si [47].

E. Exchange interaction between magnetic
moments

Recently, extensive theoretical studies have been re-
ported by Kurtulus et al. and Sasioglu et al. elucidating
the coupling mechanism of the localized magnetic mo-
ments in Cog-based Heusler compounds [70, 88]. In the
case of CooMnSi, both groups found that the interac-
tion between the nearest Mn and Co atoms provides the
leading interaction for the stabilization of the ferromag-
netism in this system. The magnetic moments localized
at Mn and Co sites are coupled ferromagnetically to each
other via the direct exchange coupling mechanism. This
is in contrast to the mechanism proposed by Kiibler in his
early theoretical investigations where the Mn-Mn inter-



action was proposed to be responsible for the appearance
of ferromagnetism in CooMnSi [74]. In addition to the
leading Co-Mn interaction, the Mn-Mn interaction and
the coupling of the nearest Co magnetic moments located
on different Co sublattices were found to be important for
the stabilization of ferromagnetism in CoaMnSi. These
contributions, however, are about one order in magnitude
smaller than the leading Co-Mn interaction. Although
the Mn atoms have a larger magnetic moment, the fer-
romagnetic interaction between Co atoms is stronger,
which is rationalized by a smaller distance between Co
atoms, as compared to that between the Mn atoms. Due
to a large Mn-Mn separation (> 4 A) there is no signif-
icant direct exchange interaction. The coupling of Mn
moments is believed to be mediated by a RKKY interac-
tion, since the characteristic oscillations of the exchange
parameter are found in dependence of the interatomic
distance. Co atoms positioned in the same sublattice ex-
hibit a similar behaviour and contribute as well to the
stabilization of ferromagnetism in the CooMnSi Heusler
compound. Results recently published by Thoene et al.
are in agreement with the above described coupling mech-
anism in CooMnSi [89].

Not all CooM'Z compounds were thoroughly investi-
gated. However, given their similar structural and elec-
tronic properties, the exchange mechanisms in these ma-
terials can reasonably be expected to be similar to those
described for the CooMnSi Heusler compound. This as-
sumption is supported by the results of investigations
carried out for CoaCrAl [70], which showed the same cou-
pling mechanisms are responsible for the stabilization of
the ferromagnetic state in this compound.

The strength of the exchange interaction is found to
be dependent on the lattice constant. In particular, the
lattice contraction leads to an enhancement of intra- and
intersublattice exchange constants [70, 88]. Therefore,
an increase of the exchange constants is expected in the
investigated series of Cog-based Heusler compounds for
those with a smaller a value.

F. Curie temperature

Due to the robustness of the ferromagnetic order,
which arises from the strong inter- and intrasublattice
exchange interactions, the Cos-based Heusler compounds
exhibit remarkably high Curie temperatures T (Ta-
ble IT). Their T¢ values are comparable to those of pure
3d metals. When considered as a function of the number
of valence electrons, the T of Cos-based Heusler com-
pounds show a linear dependence similar to the Slater-
Pauling behaviour discussed above [90]. The same trend
was reported for T values as a function of the magnetic
moment [87].

The origin of the linear dependence between T and
Ny was carefully investigated by Kiibler et al. by means
of ab initio calculations [90] using the frozen-magnon ap-
proach [91]. The authors estimate the Curie temperature

using the expression
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where L, is the local magnetic moment at site 7 and
jn(q) are three exchange functions, which describe the
inter- and intrasublattice exchange interactions. The ex-
pression in the square brackets in Eq. (5) represents an
exchange average. It was found that T is determined by
both the magnetic moments and the average exchange
value. The proportional relation between T and the
number of valence electrons is the result of these com-
bined factors. The same interplay is responsible for the
linear trend found for T¢ and the magnetic moment [87].

III. MAGNETIC ANISOTROPY

The study of the magnetization reversal or the excita-
tion of spin waves, and their dependence on the relative
orientation between magnetization and crystallographic
orientations, allow one to study the anisotropy of the
magnetic properties of thin films. This anisotropy can
stem from several effects, such as shape anisotropy due
to geometry-dependent demagnetization factors in struc-
tured elements (which in thin films coerces the magne-
tization to lie within the plane of the thin film), stress
(external or due to strain from epitaxial mismatch), or
the magneto-crystalline anisotropy due to spin-orbit cou-
pling [92].

The spin-orbit interaction, coupling spin and orbital
angular momenta S and L, can be expressed for localized
moments in a general form as

Hso =&(r)L- S (6)

and the magneto-crystalline anisotropy is given by the
difference in energy between the hard and easy directions
of magnetization (i.e. the anisotropy of the spin-orbit

energy),

A‘C:SO = <HSO>hard - <HSO>casy (7)
= <§(T)>[<L : S>hard - <L : S>casy]

where (£(r)) is the spin-orbit coupling constant [93]. As
can be seen in Eq. (7), the orientational dependence
stems from the directional character of orbital moments
L through anisotropic bonding within the crystal lattice.

Because of their cubic structure, Heusler compounds
have long been considered as materials with completely
quenched orbital moments. Recently, however, notice-
able orbital moments were found in x-ray magnetic
circular dichroism (XMCD) studies for CosFeAl and
CoyCrg.eFeg.4Al [94, 95], CooMnGe [96], CooMnAl and
CooMnSi [97], and CosFeSi [10], leading to an increased
interest in the orbital magnetism of Cogs-based Heusler
compounds from the theoretical point of view. Several



computational studies were dedicated to the determina-
tion of element-specific magnetic moments in CoaM'Z
compounds [98, 99]. However, none of them could give a
satisfactory agreement with the experimental results: the
calculated orbital moments are usually 2-4 times smaller
compared to the experimental values. The discrepancy
is thought to arise from difficulties in a proper treat-
ment of the orbital magnetism in ab initio calculations on
the one hand, and systematic artifacts in the analysis of
XMCD data on the other. Since the magnetocrystalline
anisotropy is directly related to the orbital magnetic mo-
ments, a larger anisotropy might therefore be expected
in CooM'Z compounds.

In practice, the anisotropy is phenomenologically de-
scribed in real systems by the anisotropy constant K.
Experimentally, its value can be accessed through Bril-
louin light scattering (BLS) spectroscopy, ferromagnetic
resonance (FMR), magneto-optical Kerr effect (MOKE)
magnetometry, or torque magnetometry. To the best of
our knowledge, the latter method has not been applied
to the study of thin films of Heusler compounds. Ex-
amples of the other three methods will be provided be-
low. Procedures on how BLS spectroscopy and FMR are
used to determine anisotropies are offered, for example,
by Hillebrands (BLS) [100] and Yilgin and Aktas (FMR)
[101]. Finally, the study of anisotropy, i.e. the relation-
ship between the magnetization and well-defined direc-
tions in the sample, requires high-quality single-crystal
films grown in an epitaxial fashion. All the examples be-
low treat such epitaxially grown Heusler compounds on
GaAs or MgO (c.f. Fig. 3 above for the epitaxial relations
in these two systems).

In this section, a few case studies will be presented.
For those particularly interested in quantitative studies,
a compilation of anisotropy constants for various com-
pounds is presented in Table III, along with the relevant
references to the primary literature. The reader should
refer to the cited literature for complete descriptions of
the samples and models used.

Due to limited space, it is impractical to review all
studies relating to the anisotropy of CooM’'Z compounds.
Instead, a few selected case studies are highlighted below.

Case study 1: Cubic anisotropy and magneti-
zation reversal in Co,Crg¢Feg 4Al

Given the cubic symmetry of Heusler compounds, a
fourfold symmetry is expected when studying the orien-
tation dependence of the magnetic properties of [100]-
oriented films. Such is the behaviour that was observed
for an 80nm thick CosCrg¢Feg4Al(100) film grown on
Cr-buffered MgO(100), as is shown in Fig. 6a [115]. Here,
a polar plot of the coercive field H, determined by MOKE
magnetometry as a function of in-plane angle is shown.
The first salient feature is the clear fourfold symmetry of
the result. The (110) directions are identified as the easy
axes of direction from their higher coercive field, while
the (100) directions are apparently the hard axes. Which
brings up the second salient feature of Fig. 6a, the sharp
peaks in H, for the (100) directions. To understand the
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FIG. 6. (a) Polar plot of the coercive field H. measured as
a function of in-plane orientation for a CozCro.6Feo.4Al(001)
thin film. CCFA = Co2Crg.¢Feg.4Al. Sketch of the magnetiza-
tion reversal when H is parallel to the (100) Co2Cro.¢Feg.4Al
direction (peak orientation) (b) and when H is slightly de-
viated from the (100) Co2Crg.¢Feg.4Al direction (out-of-peak
orientation) (c). Reprinted with permission from [115]. Copy-
right 2006, American Institute of Physics. (Colour online)

origin of these peaks, MOKE microscopy [92] was used to
study the magnetic domain configuration during magne-
tization reversal. The magnetization reversal process is
schemed in Fig. 6b-c. When the magnetization reversal
was examined along the [100] hard axes, stripes with 90°
domain walls appeared, due to magnetic frustration be-
tween two energetically equivalent easy axes (see Fig. 6b).
In the demagnetized state (H =~ 27 Oe), the stripes trans-
formed into a checkerboard magnetic domain structure.
In out-of-peak orientations (ca. 3°, Fig. 6¢), magneti-
zation reversal did not pass through this checker-board
configuration, and a smaller coercivity was observed. As
such, the origin of the peaks in the coercivity near the
hard axes was attributed to the magnetization reversal
process.



Compound Method K Reference
Co2Cro.6Fegs A1V SQUID Ky = 22kJ/m? K, = 3.7kJ/m?
K1 = 1.1kJ/m? K, = 1.8kJ/m? [102, 103)
Co2Cro.6Fep.aAl BLS K1 = 2.0kJ/m? [104]
Co2MnAl TR-MOKE Ky = -0.4572kJ/m? [105)
CooMnSi? BLS K; = -1.0 to -9.0kJ/m? [62]
CoyMnSi? FMR K1 = 8.0 to -0.5kJ/m?;
K, =0to 0.2kJ/m? [106]
CoaMnGe MOKE  Ki/Ms =-3.3 mT, Ky/Ms = 2.0 mT [107]
CooMnGe FMR Ki/Ms =-13.3 mT,
Ko/Ms =35 mT, K| /My =-120 mT  [108, 109]
CozMnGe? FMR Ko/M; =~ 0.25 to 0.75 mT;
K1/M; ~ -0.50 to 1.1 mT [110]
Co,Mn,Gei_,—,* MOKE Ku/Ms =~ -2.0 to +4.0mT;
Ke/Ms =~ 0.07 to 0.15mT [111, 112]
CoyFeSi? SQUID Ky ~ 2.0 to 20.0kJ/m?;
K1 =~ 2.0 to 4.0kJ/m? [113]
CosFeSi SQUID K1 = 1.8kJ/m? K, = 6.3kJ/m* [114]

1) samples grown on GaAs(001) with and without a 1.5nm thick MgO buffer layer, respectively

2) samples annealed at various temperatures; 3) various film thicknesses

4) (111)-oriented films, various compositions studied

TABLE III. Anisotropy constants for various Coe M’ Z compound thin films

This magnetization reversal process is dependent
on the sample structure, as when a 105nm thick
CosCrg gFeg 4Al film was grown on Fe-buffered MgO,
peaks in the coercive field were not observed at the hard
axes [115]. Magnetization reversal occurred as depicted
in Fig. 6c¢.

This type of magnetization reversal was also observed
for CooMnSi samples [62].

Case study 2: Multi-step magnetization rever-
sal

Despite the expected four-fold anisotropy from the
cubic Heusler materials, it is often observed that the
anisotropy instead has a uniaxial character. In addition,
it was widely observed that multi-step magnetization re-
versal occurs. For example, multi-step switching was no-
ticed in

- CooMnGe grown on a-plane Al,Oz [110] and
GaAs(001) [107-109];

- CoaMnSi grown on GaAs(001) [116-118];
- CogFeSi grown on GaAs(001) [113] ;
- CooMnGa grown on GaAs(001) [119];

- CosCrpgFep 4Al grown on GaAs(001) [102, 103,
120];

- CooMnSn; _,Sh, grown on GaAs(001) [121]; and
- CogFep 5 Al 5Si grown on MgO(001) [63].

As an example, in Fig. 7a-c we show magnetization
vs field loops measured by SQUID magnetometry for a
25nm thick CooMnGe(001) film, grown on GaAs(001)
by molecular beam epitaxy, reported by Ambrose et
al. [108]. When the field is applied along the [100] di-
rection, a rounded loop characteristic of a hard axis is
observed, see Fig. 7a. While in CooMnGe the [110] and
[110] directions are crystallographically equivalent, the
comparison of Fig. 7bh-c clearly shows these are not mag-
netically equivalent, even though they both show rectan-
gular features associated to easy axes of direction. An
in-plane study of the FMR resonance fields (Fig. 7d, 6
is the angle between the applied field and the [100] hard
axis) shows that two anisotropies are present. First, a
fourfold cubic anisotropy, attributed to the magnetocrys-
talline anisotropy of CooMnGe, is evident. The inequiv-
alence of the (110) directions is again evidenced, as the
resonance field differ for # = +45°, and is attributed to a
uniaxial anisotropy, which is superimposed on the cubic
anisotropy. Note that this uniaxial anisotropy is coinci-
dent with one of the (110) directions.

Yang and coworkers [107] studied this multistep mag-
netic switching in more detail for CoaMnGe grown on
GaAs(001). There the free energy density £ was given as

£ =Kiala3 + K,sin? —H-M (8)

where K7 and K, are the cubic and uniaxial anisotropy
constants, a; and asg are the directional cosines with re-
spect to the in-plane [100] and [010] axes (a3 = 6 + 45°
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FIG. 7. Hysteresis curves measured at room temperature for
a 250 A CooMnGe film with the magnetic field applied in the
plane of the film along the (a) (100) (b) [110] and (c) [110]
directions. (d) Angular dependence of the FMR resonance
field vs 6 where 0 is the angle between the applied magnetic
field and the hard axis direction [100]. The solid line is a
fit. Reprinted with permission from [108]. Copyright 2000,
American Institute of Physics. (Colour online)

and as = 0 — 45°), 0 is the angle between the magne-
tization M and the [110] axis, and the last term is the
Zeeman energy. Two easy axes are present in this co-
ordinate system, with the easiest axis along the [110]
direction (coincident with the uniaxial anisotropy axis,
i.e. 8 = 0°), and the second easy axis along the [110]
direction (¢ = 90°). The hard axes were estimated to lie
at angles # = 63° and 117°, tilted 27° from the second
easy axis. Using Eq. 8 and assuming coherent rotation
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of the magnetization, a very good agreement was found
between the measured and simulated loops.

To confirm this model, the process of magnetization
switching was investigated by Yang using the magneto-
optical indicator film (MOIF) domain imaging technique
[107]. The hysteresis loop, measured by vibrating sample
magnetometry, with H parallel to the second easy axis
(0 = 90°) is shown at the bottom of Fig. 8. The analysis
of the MOIF domain images acquired at different points
of the hysteresis loop are shown in Fig. 8a-i. Briefly, at
high field M is aligned parallel to H, along the second
easy axis (Fig. 8a-b). Magnetization switching first in-
volves the formation of 90° domains (Fig. 8c), where M
aligns along the easiest axis. This domain will then co-
herently rotate (Fig. 8d-f), until a new 90° domain forms
in the second switching step (Fig. 8g), again aligning M
along the second easy axis (Fig. 8h-i). In the intermediate
step (Fig. 8d-f), the magnetization is quasi-perpendicular
to the applied field, and as such a near-zero magnetiza-
tion is measured between the two switching events.

This model, where cubic and uniaxial anisotropies are
superimposed and coincident [108, 109], was later invoked
by several groups to rationalize similar results for Heusler
compounds epitaxially grown on GaAs(001) substrates
[102, 103, 107, 117, 118].

While we have assigned the cubic anisotropy to mag-
netocrystalline energy, we have up to now neglected to
describe the origin of the uniaxial anisotropy. To this
day, the origin of this uniaxial anisotropy is not clearly
understood. Several explanations have been put forward,
as mentioned in reports by Ambrose [108, 109], Uemura
[102] and Wang [117], including: surface reconstruction
of the GaAs substrate, the formation of a surface alloy,
or an anisotropy of the dangling covalent bonds at the
surface of GaAs(001). This latter explanation [122] is
particularly attractive, as the dangling bonds of either
Ga- or As-terminated (001) surfaces are aligned with
the (110) in-plane directions, as is the observed uniaxial
anisotropy. For CooMnSi thin films grown on GaAs(001),
Singh and coworkers report that this uniaxial asymmetry
dominated, as they observed a very clear two-fold sym-
metry in polar plots of the coercive field, where the easy
axis was parallel to (110) [123]. It is also worth men-
tioning that under certain deposition conditions, Singh
observed an interface reaction leading to the formation
of MnoAs.

However, the occurrence of this uniaxial anisotropy
is not as easily understood when Heusler films are
grown on the cubic MgO substrate. For example,
the uniaxial anisotropy was almost unaffected whether
CooCrg gFeg.4Al was grown on GaAs with or without
a 1.5nm MgO buffer [102, 103]. However, if the MgO
buffer thickness was increased to 3.0 nm for Coo,MnSi on
GaAs, the anisotropy was markedly decreased, though
still present. However, using a MgO-buffered MgO sub-
strate does not eliminate this particular anisotropy, as
similar (albeit less pronounced) magnetization switch-
ing features were observed for CosFeg 5Alp.5Si grown on
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FIG. 8. The magneto-optical indicator film images of the
Co2MnGe(001) film with H parallel to the second-easy axis
(0=90°). The easiest axis is horizontal. The nine points
marked in the hysteresis loop in the lower part indicate where
image (a) to (i) were taken: (a) H=100 Oe, (b) H=29 Oe,
(¢c) H=20 Oe, (d) H=18 Oe, (e) H=0 Oe, (f) H=-27 Oe,
(g) H=-31 Oe, (h) H=-42 Oe, (i) H=-100 Oe. The direc-
tion of the applied magnetic field is illustrated on the right
of the hysteresis loop. Reprinted figure with permission from
Yang, Shang, Chien, Ambrose, Krebs, Prinz, Nikitenko, Gor-
nakov, Shapiro, Shull, Phys. Rev. B 65 174410 (2002) [107].
Copyright (2002) by the American Physical Society. (Colour
online)

MgO(001) [63]. In this last study, Wang et al. proposed
the uniaxial anisotropy may be due to the lattice misfit
of -4.5% between MgO and CosFeg 5Alg 5Si.

Case study 3: Quadratic MOKE

In MOKE magnetometry, one usually only observes
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FIG. 9. Room temperature hysteresis loops measured by
MOKE magnetometry for a CooMnSi film (full line). Sym-
metrization and antisymmetrization of these loops provide the
LMOKE (dashed line) and QMOKE (dotted line) contribu-
tions. Reprinted with permission from [62]. Copyright 2008,
American Institute of Physics. (Colour online)

the magneto-optical response that is proportional to
the longitudinal magnetization M, of the sample, the
LMOKE. Considering the dielectric tensor € of a mate-
rial, this is equivalent to observing only terms that are
directly proportional to the magnetization [124],

cij =€) + KijMy | (9)
where
66"
Kijp = =2 1
Ik oM, (10)

However, there have been several reports of MOKE
studies where the observed Kerr rotation hysteresis loops
are no longer symmetric upon field inversion, but also
contain an even component, as is shown in Fig. 9. In
this figure, the two components were obtained by an
arithmetic symmetrization and asymmetrization proce-
dure [62]. This effect is understood when considering the
magneto-optical response of the dielectric tensor, taking
into account terms that are proportional to second order
magnetization terms, the quadratic MOKE (QMOKE)
[124],

€j = 65?) + Kijp My + Gijra MMy, (11)
where

6261']‘

M = PNLOM,

(12)
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FIG. 10. Dependence of different MOKE signals in satura-
tion for a 21 nm thick CozFeSi(100) film as a function of in-
plane orientation which are determined from the 8-directional
method (full symbols) or from the height of peaks in QMOKE
loops (open symbols). Reprinted with permission from [127].
Copyright 2007, Institute of Physics. (Colour online)

The expected Kerr rotation for a cubic material, when
taking into account effects up to the second order of the
magnetization [125], is the real part of

K? AG
Dy ZA'KML+B[<—F+2G44+T) My, M+t

—%AGcoséla - My, Mt — iAGsinéloz(Mf — M%)} (13)

where A and B are (complex) optical weighting factors
[126], K = Kjji and Ga4 = G1212 = G1313 = Ga3a3 are
components of the linear and quadratic magneto-optical
tensors, respectively, AG = G171 — G1a — 2G44 (where
G11 = Giiii, Gi2 = Gyi55) embodies the magneto-optical
anisotropy, and n is the complex refractive index of the
material.

The amplitudes of the components of the Kerr rotation
proportional to My, My, Mt, and M? — M2 in saturation
can be determined by measuring the Kerr rotation at
perpendicular light incidence onto the sample for eight
different applied field directions for each in-plane sample
orientation. These angles are chosen such that either M,
or My is equal to zero (such that the My, M contribution
in Eq. 13 is equal to zero), or My, = My (in which case
M{ — M2 = 0). Such a series of measurements is shown
in Fig. 10 for a 21 nm thick CosFeSi thin film. The ampli-
tude of the QMOKE observed for this sample, 18 mdeg,
is the highest ever reported for any material [127].

In addition to CogFeSi [127, 128], this effect has been
noticed in CooMnSn; _,Sbh, [121], CoaMnSi [62, 129] and
CoaMnGe [111, 112, 130]. However, the amplitude of the
QMOKE signal is not as strong (2mdeg and 0.4 mdeg
for CoaMnSi [129] and CooMnGe [130], respectively) as
in CooFeSi. It is worth noting this effect is not re-
stricted to Heusler compounds, but has also been seen
in (amongst other systems) NiFe bilayers [131, 132] and
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thin Fe films [125, 133-135]. The microscopic origin of
this large effect in Heusler compounds is not yet clearly
understood, but is believed to be related to second order
spin-orbit coupling [136]. To aid in the systematic study
of this effect, Trudel and coworkers have recently built
a dedicated dual-beam MOKE system equipped with a
quadrupole magnet, enabling an automated evaluation of
the QMOKE in saturation [129].

It is worth noting that while the angular dependence of
the magnetization reversal (as seen in polar plots of the
coercivity) might strongly deviate from that expected for
a material with cubic symmetry, the QMOKE still follows
the expected behaviour of Eq. 13. This is because these
two methods look at the sample in a different magneti-
zation state: the coercivity characterizes the demagne-
tized state, while the QMOKE measurements represent
the saturated state. As such, the two analyses are not
contradictory, but rather complementary [130].

Case study 4: Effect of annealing Co;MnSi on
its anisotropy

A method conducive to the quantitative study of mag-
netic anisotropy is Brillouin light scattering (BLS) spec-
troscopy (see Eq. 14.10 in ref. [100] and accompanying
discussion). Briefly, BLS spectra are collected for many
in-plane orientations with respect to the applied mag-
netic field, which is sufficiently strong to magnetically
saturate the sample. The observed spin-wave frequencies
show a periodic variation as a function of in-plane ori-
entation. Upon fitting, the anisotropy constant can be
determined [100].

Gaier et al. have used this method to study the effect
of annealing on a series of CooMnSi thin films [62]. X-ray
diffraction showed that upon annealing, L.2; ordering in-
creases. The frequency of the Damon-Esbach mode as a
function of in-plane orientation is shown in Fig. 11a for a
CooMnSi film annealed at 375°C. As can be seen, the spin
wave frequency reaches a minimum for the in-plane (100)
directions, and a maximum for the (110) directions. The
maximum identifies the easy direction, where the magne-
tization is oriented along the applied magnetic field, max-
imizing the effective field, resulting in a higher spin wave
frequency [100]. Also shown in Fig. 11a is the best fit to
the measured spin wave frequencies, quantifying the cu-
bic anisotropy constant K;. This procedure was repeated
for various annealing temperatures, which provided dif-
ferent degrees of L2, ordering. It was observed that this
increase in .21 ordering is accompanied by an initial in-
crease of the cubic anisotropy constant K7, reaching a
maximum for 375°C, and then a decrease by an order
of magnitude, see Fig. 11b. When considering Eqs. 67,
this change may be associated with a decrease in the spin-
orbit coupling parameter £(r), or the anisotropy of the
angular momentum L. The latter explanation is more
likely, as even though the local environment and its as-
sociated ligand fields may affect £(r), this parameter is
predominantly an atomic property [93].
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tures. Reprinted with permission from [62]. Copyright 2008,
American Institute of Physics. (Colour online)

IV. EXCHANGE CONSTANT AND SPIN-WAVE
STIFFNESS

Using the simple Julliere model [137], the tun-
nelling magnetoresistance (TMR) ratio of a ferromag-
net/insulator /ferromagnet tunneling magnetic junction
is expressed as (under the conditions of incoherent tun-
nelling, such as with an amorphous aluminum oxide bar-
rier)

2P - Py

TMR= ———
1-P - P

(14)
where P stands for the spin polarization (c.f. Eq. 1)
of the two ferromagnetic electrodes in the MTJ. High
spin polarizations therefore lead to high TMR ratios.
As such, half-metallic Heusler compounds, with their
100% spin polarization, are ideal contenders towards
high-performance spintronic devices.

While high TMR ratios have indeed been observed in
Heusler-based MTJs, indicating a high spin polarization

at low temperature, a commonly observed feature is the
decay of TMR ratios with increasing temperature. Equa-
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tion 14 intuitively identifies the decay of the spin polar-
ization as the origin of the strong temperature depen-
dence of the TMR ratios.

For Heusler compounds to be integrated in main-
stream devices, there is a pressing need to understand
the origin of this reduction of the idealized 100% spin
polarization at finite temperature [16, 21, 138]. Pro-
posed mechanisms for this phenomenon include inelas-
tic electron-magnon interactions, creating states at the
Fermi level in the minority spin channel band gap
[23, 138], and the thermal excitation of magnons which
decrease the spin polarization [16]. Furthermore, in the
case of coherent tunneling (such as through an MgO bar-
rier), the presence of magnons decreases the TMR ra-
tio due to the increased tunneling propability of minor-
ity spins in the antiparallel configuration [139, 140]. For
all of these mechanisms, the creation of magnons (spin-
waves) is at the center of the problem.

As such, the investigation of magnons, and hence the
exchange interaction, is an important issue in order to
understand the strong temperature dependence of the
spin polarization in Heusler compounds. Knowledge of
the exchange strength is also crucial for micromagnetic
simulations and the study of dynamic phenomena.

Different expressions for the exchange strength can be
found through the literature. The most common expres-
sions are the spin wave stiffness D, the exchange constant
A, and the Heisenberg exchange integral J. This latter
expression is particularly encountered in theoretical de-
scriptions of the exchange.

The Heisenberg Hamiltonian uses the exchange inte-
gral J to describe the energy between pairs of spins [93],

HHciscnbcrg - - Z Jijsi : SJ . (15)
J#i

The energy of an exchange-dominated spin wave with
wavevector q is well described in terms of the exchange
integral J;; through a Fourier transformation [141]

B(a) = 2257 Joy(1 - explia Rog])  (16)
Jj#0

where Ro; = Rg — R is a real-space lattice vector, and
here p is the moment per atom in units of ug. When one
only considers nearest-neighbour interactions in a one-
dimensional case (i.e. Rg; = a where a is the lattice
parameter and Jy; = J), one gets the simple result that
the energy F of a spin wave is

E = hw = (JSa®)¢*> = D¢* , (17)

which is also valid for the three cubic lattices [142].
The spin wave stiffness D describes the energy of a spin
wave (neglecting dipolar interaction), and represents the
parabolic curvature in the magnon dispersion at the dis-
persion minimum for ¢ = 0 (i.e. at the T-point) — see e.g.
Fig. 7 in [89].



Finally, the spin wave stiffness D and the exchange
constant A are related by the simple expression [143]

DM
2gpB

A (18)

The exchange constant A describes the exchange en-
ergy density £ in a continuous magnetization model,
& = A|Vm|?%. Such an expression is usually used for
micromagnetic calculations, or the description of domain
walls, where a continuous magnetization model is em-
ployed.

As A and D are accessible by temperature-dependent
magnetization measurements [144], Brillouin light scat-
tering spectroscopy [100] and neutron diffraction [142],
they are natural exchange expressions bridging theory
and experiment.

A. Experimental determination of exchange

The saturation magnetization of ferromagnetic materi-
als is known to often decay with increasing temperature,
due to the thermal excitation of spin waves, as

My(T) = My(0K)(1 — BT?/?), (19)

a behaviour known as Bloch’s law [142, 145], with

- Vo [ ks \%?
B= 2612755 (M) (20)

where V is the atomic volume (a®/16 for a full-Heusler
compound), (S) = M/(8up) is the average spin per
atom (using M in pp/fu), and kg is Boltzmann’s
constant [144]. Thus, measuring the temperature de-
pendence of the saturation magnetization by means of
SQUID or vibrating sample magnetometry provides a
means to determine the spin wave stiffness D. For exam-
ple, Ritchie and coworkers used this method to determine
D = 4.66meV nm? for bulk CooMnSi [144].

For thin films, BLS spectroscopy is used to determine
the spin wave stiffness. In the Damon-Esbach geome-
try (i.e. when the transferred wavector q L M, see
Fig. 12), two types of spin waves are typically observed.
Damon-Esbach modes are dominated by dipolar interac-
tions, while perpendicular standing spin waves (PSSW)
are exchange-dominated. PSSW modes are standing
waves bound at the two thin film interfaces, and their
wavevenumber ¢, is quantized by the film thickness d
such that ¢, = n%. The observed spin wave frequency
for PSSW modes can be approximated as (in ST units)

2A 2A
WpsSSW = H+ %21> <H + M + qr%),
FHLO\/( MOMS MOMS
(21)
where v = _-|yelg is the gyromagnetic ratio (ye is the

gyromagnetic ratio of a free electron and g, and g are and
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FIG. 12. Damon-Esbach geometry of BLS measurements.
(Colour online)

the Landé factors for the free electron and the material,
respectively), 1o is the permeability of vacuum, and A is
the exchange constant.

To determine the exchange constant, one typically
measures the spin wave frequencies at various applied
fields, angles of incidence, and (if magneto-crystalline
anisotropy is important) in-plane sample orientations.
Equation 21 is usually too simple, as it neglects effects
such as spin-wave mode crossings. Typically, spin wave
frequency calculations are done using a model, such as
the one based on a continuum-type magnetostatic the-
ory [146].

An example is provided in Fig. 13 where a 80nm
thick CogCrg gFeq.4Al thin film was studied by BLS spec-
troscopy [104]. Here the measured spin wave frequencies
are plotted as a function of applied field strength along
two high-symmetry directions (Fig. 13(a-b)), and as a
function of in-plane orientation for a given field strength
(Fig. 13¢). The best fit yielded A = 4.8 pJ/m, cubic vol-
ume anisotropy K7 = 2x10% J/m?, Landé g-factor = 1.9,
and My = 520 kA/m. This corresponds to a spin wave
stiffness D of 2.03 meV nm?.

A compilation of exchange constants and spin wave
stiffnesses determined by BLS spectroscopy is presented
in Table IV. Accompanying this data are the correspond-
ing T. for the bulk Heusler compounds. As one might
expect [90], the Curie temperature increases along with
the exchange constant (see Eq. 5 above and related dis-
cussion).

In the same study that looked into the influence of
L2, ordering on the magneto-crystalline anisotropy (c.f.
Fig. 11), Gaier et al. also evaluated the exchange con-
stant A for CooMnSi samples grown on Cr-buffered MgO
annealed at various temperatures [62]. For thermal treat-
ment at increasing temperatures (and therefore increas-
ing L2; ordering), the exchange constant was seen to in-
crease by ~9%. This is quite different than what was ob-
served for the cubic anisotropy constant, which over the
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FIG. 13. Measured spin
wave frequencies as a func-
tion of applied magnetic
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N,  T2Y thin film M. D A
Compound )
[e”/fu] [K] order [up/fu.] [meVnm?| [pJ/m)]
Co,FeSi! 30 1100 L2, 493 7.2(2) 31.5(5)
CopMnSi> 29 985 L2, 473 5.8(2) 23.5(1)
CooMnGe?® 29 905 - 3.79 3.8(4) 12.0(1.6)
COQMHO,77G60,42 4 - 905 L21 6.43 4.13(15) 22.5(1.0)
CopFeAl® 29 ~1000 B2 5.21 3.7(1) 15.5(5)
CoaMnAI® 28 693 B2 2.88 1.9 4.8
Co2CroeFegaAl” 278 750 B2 2.65  2.03(16) 4.8(4)

1 [10, 147]; 2 [45, 60, 143]; 3 [45, 110]; * [45, 130]; ® [81, 104, 148], 6 [45, 81, 149]; 7 [80, 104]

TABLE IV. Spin wave stiffness and exchange constant of Cos-based Heusler compounds.

same sample series decreased by an order of magnitude.
It is interesting to notice that spin-spin and spin-orbit
coupling seem to react in different ways to the change of
ordering.

We will take this opportunity to bring the reader’s at-
tention to the interpretation of such results. One has to
be aware that Cr from the buffer layer may diffuse into
the CooM’Z compound upon annealing, thereby also al-
tering the observed magnetic properties. For example,
Tezuka [150] and Wang [63] have compared the mag-
netic properties of CosFeq 5Alp5Si films grown on MgO
with and without a Cr buffer. In both cases, a sharp
decrease in M, and increase in H. were observed above a
threshold annealing temperature for Cr-buffered samples.
These abrupt changes in My and H. were not present for
MgO/CosFeq 5Aly 5Si structures, even up to an anneal-
ing temperature of 700°C [63]. As such, Cr interdiffusion
was proposed as the origin of this discrepancy. In the
study by Gaier [62], the maximum annealing tempera-
ture was 500°C, which is below the threshold tempera-
ture observed by Wang [63]. The decrease in coercive
field observed by Gaier would also be inconsistent with
the results of Tezuka [150] and Wang [63], and as such the
reported behaviour is likely to be inherent to the ordering
degree of CoaMnSi.

B. Trends in exchange amongst the Heusler
compounds

As was discussed in Section II of this Review, the
Heusler compounds are well known to be systematized by
the number of valence electrons N,. Striking examples
are the magnetic moment described by the Slater-Pauling
rule [39, 83, 87] or the Curie temperature T [90], which
are both generally proportional to N,. Here we discuss
how the spin wave stiffness D in Heusler compounds also
appears to scale with N, as well.

We have collected D values of various Cos-based
Heusler compounds. Most of these were deter-
mined by the current authors, namely: CogFeSi(L2;)
[147], CooMnSi(L2;) [143], CozFeAl(B2) [104],
CoyCrp.eFeg.4Al(B2) [104], Co:MnAl(B2) [149], and
CooMnyg 77Geg 42(121) [130]. Belmeguenai et al. recently
reported on the spin wave stiffness of CooMnGe [110].
However, the crystallographic order of the investigated
CooMnGe films was not specified. All values of D were
determined on Heusler films of typical thickness 30-80 nm
using Brillouin light scattering (BLS) spectroscopy, at
room temperature. The collected values of the exchange
(expressed as both the spin wave stiffness D and the ex-
change constant A), saturation magnetizations My, and
bulk Curie temperature T are presented in Table IV.
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FIG. 14. Dependence of D on L2; order for Co2MnSi. Data
adapted from [62, 143]. (Colour online)

Comparing the values presented in Table IV, a
few qualitative trends emerge. In particular, (i) A
very large change in D is observed between CosFeSi
(D=7.2meVnm?) and CosCrggFeg4Al or CoyMnAl
(both ~ 2.0meVnm?). Such a large change is associ-
ated with the introduction of only 2 valence electron per
unit formula. (ii) The experimental points appear to be
segregated into two branches (see Fig. 16 below), presum-
ably related to B2- and L2;-ordered compounds. In both
branches, D is monotonously increasing with increasing
Ny. The trend appears to be linear, although the in-
vestigation of further compounds would clarify the exact
functional form of this dependence. (iii) The B2-ordered
compounds CooMnAl and CosCrg ¢Feg 4Al have similar
N,’s (28 and 27.8 valence electrons per unit formula) and
very similar D values.

Observations (i) — (iii) may suggest that D is a function
of both N, and the crystallographic ordering. The latter
observation is consistent with the above mentioned study
of a series of CooMnSi samples with a varying degree of
L2, order [62]. The determined D values are shown in
Fig. 14 and linearly increase with increasing degree of
L2 ordering.

One of the most attractive features of Heusler com-
pounds is the possibility to tune their magnetic proper-
ties, such as Mg [10, 39, 69], Tc [87, 90], and Fermi level
position [60, 79], using the chemical handle provided by
N,. As was discussed above, the spin wave stiffness D
appears to scale with Ny, for a given atomic ordering.
While a quantitative description of this trend is still elu-
sive, here we point out a few features that help to under-
stand the dependence of D on Ni.

In the following, we discuss three possible contribu-
tions which may give rise to the observed dependence
between the composition (and N,) and the Heisenberg
exchange integral J, which is related to the spin wave
stiffness D (vide supra). (1) The increase of N, adds
electrons to the electronic structure. The additional elec-
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FIG. 15. Exchange stiffness D as a function of the bulk lattice
constant a. The solid line is a guide to the eye. (Colour
online)

trons will be primarily found in the ¢y, orbitals of the
transition metal M in the CosM'Z Heusler compound
[47]). Thus, increasing N, increases the electron density
that will participate in exchange. Additionally, ab-initio
calculations of the element-projected density of states in
CooM'Z (M'=Mn,Fe; Z=A1,Si) [78, 90, 151] show that for
a given non-magnetic element Z, substituting Mn by the
more electronegative Fe results in a lowering of the en-
ergy of the M’-based bands. This results in an improved
alignment of the band energy between M’ and Co atoms,
providing a stronger overlap of the electronic functions,
and hence a stronger exchange interaction. (2) The dif-
ference in electronegativity between Co and Si (—0.02 on
the Pauling electronegativity scale) is much less than be-
tween Co and Al (0.27). As such, Co-Si bonding is of
more covalent character than Co-Al bonding [47]. While
this will impact the electronic properties, it is not clear
how this affects the exchange interactions. However, this
appears to be correlated to an enhanced spin wave stiff-
ness. (3) Finally, increasing Ny is related with smaller
atomic diameter of the constituent elements, leading to
a contraction of the unit cell of the Heusler compounds.
Hence, a stronger exchange interaction is expected due
to the better overlap of orbitals, a result of the closer
proximity between the magnetic elements [70, 88]. In-
deed, larger spin wave stiffnesses are generally observed
for smaller (bulk) lattice constants a (see Fig. 15).

It is important to note that the trend between D and
Ny is not solely due to Ny, as is the case for the magnetic
moment determined by the Slater-Pauling rule [39, 69].
In particular, the same spin wave stiffness would not be
expected a priori for systems having the same N, due
to generally different electronic structures, and thus ex-
change integrals. However, similar exchange constants
and spin wave stiffnesses were observed for CooMnAl and
Co2Cr ¢Feg.4Al (having nearly the same N, = 28 and
27.8 ¢~ /f.u., respectively).

Figure 16 compares the spin wave stiffness D associ-
ated to a variety of Cos-based Heusler compounds, the



ferromagnetic 3d-metals, and Fe-rich bec-Fe, Coqgp—, in-
termetallic compounds, as a function of N, [10, 45, 62,
80, 104, 110, 143, 149, 152-157]. As discussed above,
Cos-based Heusler compounds appear to follow a roughly
linear dependence of D on Ny, reaching a maximum
value with CoaFeSi (D = 7.2 £ 0.2meV nm?) [147]. The
Fe,Co1pg—, compounds also provide a roughly linear de-
pendence between D and Ny in the x range of 50-100,
reaching a maximum value of D = 8.0£0.5meV nm? with
Fes3Co47 [152] which is (to the best of our knowledge),
the largest spin wave stiffness ever reported. This shows
that the exchange values of the L2;-ordered CosMnSi
and CooFeSi are extraordinarily large. They are larger
than D of the pure ferromagnetic 3d metals, and nearly
as large as the maximum value of D obtained for the
Fe,Co1go—, series. The spin wave stiffness of CosFeSi
(D=7.2meV nm?), with N,=30, is to this date the high-
est reported for a Heusler compound [147]. This is
in line with the highest T, (1100K) and saturation
magnetization (6 up) amongst the CooM'Z compounds
[10, 158, 159]. Not only does CogFeSi have the high-
est amongst the Heusler compounds, it is only surpassed
by a narrow range of Coigo_,Fe,, where x =~ 50. It
is also worth noting that the exchange constant A of
CogFeSi (31.5pJ/m) is also only surpassed by FessCoyr
(38.4pJ/m), and is on par (within experimental error)
with F€630037 (321 pJ/m) [152]
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FIG. 16. Spin wave stiffness D as a function of number of
valence electrons N, for Coo M’ Z Heusler compounds, the fer-
romagnetic 3d-metals, and bec-Fe, Co19o—» compounds. Lines
are guides to the eye. For the Heusler compounds, multiply by
4 to obtain the number of valence electrons per unit formula.
(Colour online)

It is also worth noting that higher exchange con-
stants also correlate with higher Curie temperatures, as is
shown in Table IV. This is the expected trend for Heusler
compounds [90], and is in line with previously reported
trends, for example the bee-Fe,Cry_, series [160, 161].
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C. Relevance of exchange to spin polarization

There is a known proportionality between the satura-
tion magnetization and the spin polarization [162-165],

P(T)

M(T)
POK)

M,(0K)

(22)

and as such it has been suggested that the spin polariza-
tion should also follow a behaviour similar to Eqn. (19)
(16, 166-168], i.e.

P(T) = P(0OK)(1 — AT?/?) (23)

where A is a parameter analogous to B in Eqn. (19).
Upon inserting Eqn. (23) into Eqn. (14), one can model
the temperature dependence of the TMR for a given junc-
tion. This Bloch-law-like temperature dependence has
successfully been applied to the TMR temperature de-
pendence of wide variety of TMJs [166-169], including
COQF60_5A10_5Si/MgA12OI/CO50F€50 TMJs [16] Here we
use this simple model to provide insight into how the ex-
change constants of various Heusler compounds will im-
pact their spin-dependent transport properties.

It is interesting to note that for Heusler compounds,
both M [39] and D (c.f. Table IV) increase with an
increasing number of valence electrons. Hence, assuming
that other sources of spin depolarization are negligible,
the temperature dependence should diminish (i.e. B is
smaller) for Heusler compounds with higher N,. It was
experimentally observed by Oogane and coworkers [170]
that the TMR ratio of CogFeSi-based junctions decreases
more slowly than that of CooMnSi-based TMJs, which is
the behaviour we qualitatively expect based on the higher
spin wave stiffness and saturation magnetization.

Here we have calculated the B values for the Heusler
compounds discussed above using Eq. (20) and assuming
the bulk lattice constants a and saturation magnetiza-
tions M determined by BLS presented in Table IV. By
changing the valence electron concentration by less than
10%, B changes by more than an order of magnitude.
Using these B values, My(T')/Ms(0K) was calculated, as
is shown in Fig. 17a. Only a very weak dependence is
observed for CosFeSi and CoaMnSi, where a decrease of
~1% in Mj is observed over a 350 K temperature change.
For CooMnAl and CosCrggFeg 4Al, this decrease is of
around 12% at 350 K.

While a good qualitative guide, it must be realized
that the B and A terms of Eqns. (19) and (23) are
generally not equal. For example, Shan et al. report
B =43 x107°K™%2 and A = 3.2 x 107°K~%2 for
CosFeg5Alg5Siand B=3.5x10"6K=3/2 and A = 2.0 x
1075 K~3/2 for CosgFeso [16], while Shang and coworkers
report B=1.23x10"9K3/2 and A~ 3—-5x 10> K—3/2
for NiggFeog [168]. This is mainly due to the fact that
the spin polarization is a very surface dependent prop-
erty, and the surface magnetization decays faster than
the bulk magnetization due to surface exchange softening



B
[x10 K 3/2]
CosFeSi 1.40
Co2MnSi 2.03
CO50 F650 [16] 3.5
CoaMnGe 5.00
CozFeAl 3.76
Coa2MnAl 18.75
COQ Cr0,6F60,4A1 18.27

Compound

TABLE V. Calculated Bloch parameters B for Cos-based
Heusler compounds.
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FIG. 17. Temperature dependent magnetization (a) and

spin polarization (b) calculated for CozFeSi (o), Co2MnSi
(M), Co2MnGe (V), CozFeAl (A), CooMnAl (¢), and
Co2Cro.6Fep.4Al (@) using Bloch T3/2 power laws (see
text). (c) Calculated TMR as a function of temperature for
CooM'Z/A10,/CooM'Z TMJs (for purpose of comparison,
P(0K) is assumed to be 0.85 for all CooM'Z). (d) Predicted
TMR ratio for CooMnSi/AlO, /Co2MnSi junction (solid line),
and experimental results from Sakuraba et al. [21] for a real
junction. Both data sets are normalized for comparison.

[163, 171]. The spin polarization and surface exchange
also strongly depend on the surface cleanliness [172].
For the purpose of comparison without losing general-
ity, in the following we assume A ~ 5B. This allows to
calculate P(T)/P(0K), shown in Fig. 17b. The depen-
dence naturally looks the same as for the saturation mag-
netization, with the major difference that the range of
changes is now much larger for the Heusler compounds of
interest here. As above, CooMnSi and CosFeSi show only

18

a small decay of the spin polarization, whereas it is re-
duced by almost 60% for CosCrg gFeg.4Al and CoaMnAl.
Again, it is worth mentioning this drastic change is ob-
tained by a very slight modification of the valence elec-
tron concentration.

Using  the above  calculated temperature-
dependent spin polarizations, the TMR ratio for
CooM'Z/A10,/CooM'Z TMJs using the compounds
studied here was estimated. These are shown in Fig. 17c.
Here an initial spin polarization at 0 K of 0.85 is assumed
for all compounds. Note that a spin polarization of
0.85 would be in good agreement with reported device
performance based on CosFeq 5Alp 5Si [16] and CosMnSi
[21] electrodes. For devices based on CosFeSi and
CooMnSi, high (>350%) TMR ratios are seen at room
temperature. Of relevance to this discussion is not
the absolute TMR ratio value, but rather their decay
with temperature, and the difference between various
compounds.

We have compared this calculated magnetoresistance
for a CoaMnSi/AlO, /CosMnSi junction to the experi-
mental data by Sakuraba and coworkers [21] in Fig. 17d.
As is clear, this simple model does not take into account
all spin depolarization channels relevant to that partic-
ular TMJ device, as the TMR ratio is seen to decrease
much faster than what we would anticipate if thermal
magnons were the only relevant pathway to depolariza-
tion. For CooMnSi, the Fermi level lies close to the bot-
tom of the minority spin conduction band, and the smear-
ing of the conduction due to nonquasiparticle states could
in this case dominate the spin transport properties [139].
However, we believe our estimates do provide an upper
limit to what an ideal device can achieve, where tuning
of the Fermi level reduces or even nullifies the effect of
temperature smearing of the electronic bands, such as
was demonstrated recently for CosFeq 5Aly.5Si [16].

Using previously published results on the effect of
annealing and increased L2; ordering in CoMnSi thin
films [62, 143], we also evaluated the spin polariza-
tion for CooMnSi with various degrees of L2; or-
dering (not shown). The reduced spin polarizations
P(300K)/P(0K) changed by approximately 1.2% when
comparing the range of data we had (Tannealing chang-
ing from 350°C to 500°C). While the spin polarization
itself, and thus the absolute TMR ratio, may increase
substantially, our analysis points out that the improve-
ment towards reducing the decay of the TMR ratio with
increasing annealing temperature is most probably not
due to the increase of the bulk exchange constants. On
the other hand, annealing — in particular when done in-
situ — likely improves the interfaces (structure, cleanli-
ness, etc.), which may improve the surface exchange and
polarization [172]. While this surface exchange improve-
ment is not an effect that would be detected in BLS ex-
periments, it would be of the utmost importance when it
comes to spin-dependent transport.

While here we have focussed on a simple model where
the spin polarization decays according to a Bloch be-



haviour, the population of thermal magnons is also an im-
portant parameter if considering spin-dependent trans-
port when interface states near the Fermi level of the
minority spin band are present. In this case, when elec-
trons emitted by the electrode come from the minority
spin band, the current is likely due to interface states
[36]. Electrons excited to these interface states can tunnel
through the barrier to the minority spin band interface
states (when the moments of the electrodes are aligned
in a parallel fashion) or the majority spin band (when in
an antiparallel alignment) of the collector electrode. One
channel leading to the population of the interface states
is inelastic electron-magnon scattering.

Yamamoto et al. [173] have shown that when in-
terface states are relevant, the TMR ratio (defined as
[Rap — Rp]/Rp) decay with increasing temperature is
largely determined by the temperature dependence of the
resistance of the junction in the anti-parallel configura-
tion Rap, whereas the resistance in the parallel state
Rp is comparatively constant. This was attributed to
minority-to-majority spin-flipping electron-magnon scat-
tering populating interface states in the emitter elec-
trode, and majority-to-minority transitions freeing up
the minority interface states in the collector electrode.
A higher spin wave exchange stiffness results in fewer
thermally excited magnons at a given temperature. As
such, electron-magnon scattering is less likely, and the
tunnelling current temperature dependence in the anti-
parallel state, which should be absent in a true half-
metal, is (at least partially) suppressed. This would
then inhibit the decay of the TMR ratio with increas-
ing temperature. At the same time, the magnitude of
the TMR ratio would be expected to increase, as Rap
would increase with respect to Rp. In a qualitative sense,
these considerations suggest that, as was the case for the
Bloch model presented above, materials with a higher
spin wave stiffness should provide TMJs whose perfor-
mance are more stable with respect to temperature.

We finally present a major challenge this discus-
sion clearly highlights towards fully understanding the
temperature dependence of the magnetoresistance in
Heusler-based TMJs. The strong dependence of the spin
wave stiffness on composition (c.f. Table IV) suggests
the decay of the TMR ratio is also a strong function of
the stoichiometry of the Heusler compounds used.

For example, a two-fold difference of spin wave
stiffness is found between presumably stoichiomet-
ric CoaMnGe(110) [110, 174] and non-stoichiometric
CoaMnyg 77Geg.42(001) films [130]. It is also worth point-
ing to the work of Ishikawa et al. which showed that the
TMR ratio can be significantly modulated when using
non-stoichiometric electrodes [175]. In this study, the
performance of CoaMn,Si/MgO/CosMn,Si with vary-
ing amounts x of Mn were compared to the nearly-
stoichiometric CooMnSi (x = 0.99) devices, for which
a TMR ratio of 873% was measured 4.2 K. For Mn-poor
electrodes (x=0.69), a strongly diminished TMR ratio of
~200% at 4.2 K was reported, while this value increased
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to 1135% for Mn-rich (z=1.29) electrodes.

These two examples demonstrate how meaningful com-
parisons between various devices are only possible if the
stoichiometry is well characterized. Currently, much
more emphasis is put on atomic ordering, which, as we
discussed above, might be arguably far less important
vis-a-vis the temperature dependence of TMR ratios in
MTJs.

To close this section, a few guidelines towards achiev-
ing better device performance are here outlined. The
comparison of our calculated TMRs with experimen-
tal results suggest there is still quite a bit of improve-
ment possible if electronic effects (e.g. band-smearing,
electron-magnon scattering, etc.) can be minimized, for
example through Fermi level tuning [16]. When thermal
magnon-limited, which could be a fundamental limit for
the temperature dependence of the spin polarization, it is
important to maximize the value of spin wave stiffness, to
hinder magnon creation, thus preserving high spin polar-
ization over a larger temperature range. Another recently
proposed approach consists of doping Heusler compounds
with rare earth elements, thereby suppressing the ther-
mal excitation of magnons and preventing spin depolar-
ization [138, 176].

V. MAGNETIC DAMPING

Since its prediction in 1996 by Berger [177] and Slon-
czewski [178], spin transfer torque (STT) has attracted
much attention due to its potential applications in de-
vices [13]. Figure 18 schematically explains STT. In spin
transfer torque, a spin polarized current is obtained by
passing current through a ferromagnet with a fixed mag-
netization direction. This polarized current then passes
through a free-layer ferromagnet, wherein the moment
is non-collinear with that of the incoming current. The
spin moments of the conducting electrons align with the
magnetization of the free layer, whereby transverse mo-
mentum lost by the electrons is transferred to the ferro-
magnet (labeled as Torque in Fig. 18). This results in
a torque on the magnetization of the free layer, and the
free layer’s magnetization aligns with the polarization of
the incoming current. Thus, current-induced magnetiza-
tion reversal is achieved. For more details on STT, see
the tutorial review by Ralph and Stiles [37].

For efficient spin torque transfer, one wants a high
spin polarization of the incoming current, a low satu-
ration magnetization, and low damping. During magne-
tization reversal, the spin transfer torque (which tries to
rotate the magnetization from its equilibrium position)
acts against the damping term (which tries to recover
the magnetization), as is shown schematically in Fig. ref-
Scheme:STTarrows. The STT term increases with cur-
rent, and reversal can only occur when the spin transfer
torque overcomes the damping torque. As such, a small
damping reduces the critical current density for current-
induced magnetization switching [37].
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FIG. 18. Schematic representation of spin transfer torque.
(Colour online)

FIG. 19. Precession of the magnetization, along with damping
and spin transfer torque (note that the spin transfer torque
depends on the current and its direction of flow). (Colour
online)

Two methods are typically used to determine the
damping parameter. These two methods are ferromag-
netic resonance (FMR) [179] and all-optical FMR [180],
based on time-resolved MOKE. In FMR, the out-of-plane
angular dependence of the linewidth of the resonance field
is studied, while in all-optical FMR, the temporal evo-
lution of the Kerr rotation in the nanosecond range is
monitored, using the pump-probe method [181]. In both
cases, the results are analyzed in terms of the Landau-
Lifshitz-Gilbert (LLG) equation of motion

oM e oM
W = (M X Heﬂ') |M| (M X W) (24)

where the first term of the right hand side describes
the precession, and the second term the damping of
the motion, with « being the Gilbert damping term
(c.f. Fig. 19). Two relevant parameters are the in-
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Compound « Reference
CosMnAl 0.006 [184]
Co2MnAl 0.007" [185]
CosMnAl 0.015-0.05? [105)
Co2MnSi 0.003 || [100] [106]
CosMnSi 0.006 || [110] [106]
CosMnSi ~0.025% [186]
CosFe,Mni_,Si 0.003 for =0.4 [187]
CooFeSi 0.008% [188]
CooFeSi 0.04% [188]
CozFeAl 0.0019 [189]
Fe 0.0019 [184]
Co 0.011 [184]
Ni 0.064 [184]
NigoFezo 0.007 [184]
NigoFeao 0.008%7 [190]
CO50F€50 0.0020 [184]
CO75F€25 0.0041 [184]
COg()Fez() 0.013 [191]
Cor2Fe1sBio 0.006 [191]
COgoFel() 0.0043 [184]

D Toinea1=300°C; 2) as a function of field, TR-MOKE
3) polycrystalline, independent of T,ppneal

1) as-deposited (amorphous) and for Typnea=300°C

5) Tonneal=400°C; 6) T, 1 ..1=600°C; 7 Small disks.

TABLE VI. Damping parameter for various CooM'Z com-
pounds and 3d transition metals and alloys

trinsic Gilbert damping « and the relaxation frequency
(G = avyMy), also called the Landau-Lifshitz damping
term [182]. The latter is used for comparison between
samples, as « is expected to be inversely proportional
to My. The relaxation frequency is predicted to be pro-
portional to £2D(er), where £ is the spin-orbit coupling
parameter (see Eq. 6) [93, 183] and D(er) is the density
of states at the Fermi level.

Ideally, the listed desired properties can be obtained
with Heusler compounds, wherein high spin polarization
is expected, and the saturation magnetization is easily
handled by the composition. The damping properties
of CooMnAl [105, 184, 185], CooMnSi [101, 106, 186],
CogFe, Mny_,Si [187], CooFeSi [188] and CosFeAl [189]
were recently studied. The obtained Gilbert damping
parameters are presented in Table VI.

Also shown in Table VI are typical ferromagnetic met-
als and alloys [184, 190, 191]. As can be seen, the re-
laxation in Heusler compounds is comparable, or lower
than in these materials. In particular, some Heusler com-
pounds have lower damping than permalloy (NiggFesq),
which is one of the most widely used magnetic material.

Kubota and co-workers recently reported on the com-
position dependence of a and G for the quaternary
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FIG. 20. Gilbert damping constants a Co2Fe;Mni_;Si

Heusler thin films (a) and relaxation frequency G (=aryMs)
for various Heusler compounds (b). For the number of va-
lence electron=30 (CozFeSi), G=416 MHz (not plotted in the
graph). (c) Expected schematic descriptions of density of
states for CosFe,Mn;_,Si. Broken lines respectively denote
Fermi levels for £=0, about 0.6, and 1.0. Reprinted with per-
mission from [187]. Copyright 2009, American Institute of
Physics. (Colour online)

CogFe,Mny_,Si compounds, by means of FMR [187].
The results are shown in Fig. 20(a-b), respectively. For
both parameters, a minimum value («=0.003) is seen for
CogFep 4Mng ¢Si (£=0.4). When considering that [183]

a x £2D(er), (25)

small values are expected if both the spin-orbit coupling
interaction ¢ and the density of states near the Fermi
level D(er) are low. The first may be expected given the
low orbital moments of Heusler compounds [98]. When
compared to a ferromagnetic metal, the unoccupied mi-
nority band at er contributes to a lowered total density
D(er). The composition dependence is then interpreted
as follows [187]: for x < 0.6, a half-metallic behaviour
is observed, with a low D(ep), resulting in low damping.
For x > 0.6 the sample would no longer be half-metallic,
and the increasing density at ep (see Fig. 20c¢) results in
an increasing damping. The importance of the density
of states at the Fermi level was further demonstrated by
Mizukami using a series of CosFeAl(001) grown on MgO
and annealed at various temperatures [189]. The anneal-
ing increased the B2 ordering parameter (S in Fig. 21),
and the relaxation frequency G, determined by FMR,
decreases with improved B2 order. Also shown in this
Figure are ab initio calculations where the atomic dis-
order is implemented within the coherent potential ap-
proximation [38]. The two trends show congruous be-
haviour, such that the order-damping relationship is, at
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FIG. 21. Relaxation frequency GG (e) and the calculated total
DOS at Fermi level D(er) (o) as a function of long range
order parameter S for B2 order. Reprinted with permission
from [189]. Copyright 2009, American Institute of Physics.
(Colour online)

least qualitatively, understood in terms of the vanishing
density of states at the Fermi level. It is worth mention-
ing that for Thnnea1=600° leading to S ~0.92, a=0.001
and G = 2 x 107 rad/s, which compares very favorably
to the value of (3.545) x 107 rad/s found for Feg 73Vq.27,
the lowest of all 3d ferromagnetic alloys [192].

As a final example, the relaxation properties of
CoyMnAl were investigated by all-optical FMR [105]. In
this case, a comprehensive study of the relaxation at vari-
ous frequencies was achieved by varying the applied mag-
netic field. In that study, it was also demonstrated that
the precession results from an ultrafast modification of
the magnetocrystalline anisotropy field.

The study of relaxation in CosM'Z Heusler com-
pounds is still in its initial stages. The first ex-
ample of STT magnetization switching in Heusler-
based spin-valve nanopillars was recently reported by
Jukegawa and coworkers [193]. The critical current
density for magnetization switching in the studied
CogFeq 5Aly.551/MgO/CosFep 5Alp.5Si nanopillars  was
9.3x10%A/cm?. As anticipated, this current is lower
than the critical current densities encountered in permal-
loy (~ 1.1 x 107 A/em? [194]) and Co/Cu/Co based de-
vices (where current densities in the 2-12x107 A/cm?
range were reported [195, 196]). As such, we can an-
ticipate the advantageous characteristics of Heusler com-
pounds will be harnessed, and more investigations are
expected as Heusler compounds are integrated into other
STT-based devices, such as domain-wall nanowire shift
register (also known as racetrack) memory [197] or STT
magnetic random access memory (STT-MRAM) [13].



VI. CONCLUSIONS

We have provided an overview of the magnetic prop-
erties of cobalt-based full-Heusler compounds. The com-
plexity of these systems, which arises from the wide range
of chemical compositions, atomic structures, and defects,
and the impact these have on their electronic properties,
makes them particularly challenging, and interesting to
study. While ab initio calculations have been a guide
towards the development of materials with advantageous
properties, the experimental investigation of their mag-
netic properties remains the ultimate test of our under-
standing of these materials. While advances are contin-
uously being made, further work will be necessary be-
fore all the complex interactions between chemical and
physical characteristics, and their impact on the mag-
netic anisotropy, exchange, and damping are fully un-
derstood. Crucial to this task is a thorough control of
ordering, stoichiometry, and interface engineering.

It is however clear that both theory and experiment
have, over the past recent years, shown beyond a doubt
that Heusler compounds are indeed in many respects very
attractive towards novel applications in emerging spin-
tronic devices. Whether this is due to their high spin po-
larization, tunable properties, or low magnetic damping,
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it appears evident that even though Heusler compounds
are more than a century old, they are still in their infancy,
and still have much fascinating physics to reveal.
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