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Abstract

A technique known as intensity filtering is introduced to selaldnce-like virtual orbitals for
calculating the local electron affinity, EAIntensity filtering allows EA to be calculated
using semiempirical molecular orbital techniques that includarization functions. Without
intensity filtering, such techniques yield spurious Evalues that are dominated by the
polarization functions. As intensity filtering should also be apple forab initio or DFT

calculations with large basis sets, it also makegs &Ailable for these techniques.
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I ntroduction

Local properties in the vicinity of molecules can be used as alusi&frnative to atom-
centered potentials for describing intermolecular interactifdjs.The best known of these
local properties is the molecular electrostatic potentidt®)[2]. The MEP clearly governs
the strength of electrostatic (Coulomb) interactions betweencmieke This is the dominant
intermolecular interaction in the gas phase, but is madéenhgestant by solvation in solvents
of high dielectric constant. Weaker intermolecular interactionghé gas phase therefore
become more important in polar solutions, crystals or biologicakrsgs Additional local
properties are therefore necessary to describe interactionsasuelectron donor-acceptor
(Lewis acid-base) and dispersion. This was first recognlaedSjoberget al.[3], who
introduced the local ionization energyE,, which is defined as a density-weighted

Koopmans’ theorem ionization potential:
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where HOMO is the highest occupied molecular orbifals the Eigenvalue of molecular

orbital (MO)i and p (r)is the electron density assignable to M@ position(r). The local

ionization energy is a non-equilibrium property that describepithygensity of the molecule

to donate electrons at the posit(o)L It has been linked with the polarizability [4] and has

proven to be useful in a variety of silico approaches to predicting physical and chemical

properties [5-7].

We [8] later extended this idea to define the localtedecaffinity for semiempirical MO
techniques that use a minimal basis set, SAthe equivalent of IEfor the virtual orbital

space:
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where the sum now runs over the virtual orbital space from thestaw®ccupied molecular
orbital LUMO) to the total number of orbitaldN¢rbs). EA_ is designed to provide an



electron-acceptor (Lewis acid) pendant t@.INote that EA is defined analogously to the
electron affinity itself as the ionization potential dfetreduced species. The strongest
electron-accepting capacity is therefore indicated by the poss#ive (or least negative) EA
values. EA has proven to be a very important, and often the dominant loocpény in
guantitative structure-property relationship (QSPR) models [9-14] and predictions of
biological activity [15]. Indeed, in such applications, l&nd EA often play a statistically
more significant role than the MEP, presumably because solvdtemiseshield electrostatic
interactions and because the difference between eledtastatactions in the receptor and
in bulk aqueous solution is small..IBnd EA can be combined in the spirit of Mulliken [16,
17] and Pearson [18] to give the local electronegativity andhikas, respectively. [8]. They
represent an extension of the idea of the Fukui function[19], wh@kever is limited by the
frontier-orbital approximation to considering only the HOMO and LUMG@hef molecule in

qguestion.

It is often pointed out that virtual orbitals are meaninglessabse they do not affect the
energy and are therefore not optimized. This is strictly, thug virtual orbitals have in
practice played a significant role in qualitative moleculdnital treatments [20]. They are
useful because they are constrained by the requirement thadrtheythogonal to occupied
orbitals (and each other). This leads to the well known correspandmteeen bonding
occupied orbitals and their antibonding virtual equivalents. We wdll this the
“orthogonalization constraint” in the following. This orthogonalizatiamstraint results in
virtual orbitals that are valence-like antibonding equivalentorad or a combination of
several (optimized) bonding orbitals in the occupied space. Thusawalistinguish five

subsets of molecular orbitals, as shown in Fig. 2.

- Figure 2 here —

The term Rydberg in Fig. 2 reflects the nomenclature used inatueal bond order (NBO)
analysis [21, 22] and indicates polarization functions, diffuse atsbétc. that are only
represented weakly in the occupied space. Ideally, we woulddikelude the bonding and
Lewis-acid orbitals in the calculation of EAut exclude the Rydberg block. This happens
automatically for minimal basis sets because no basis fusctom available to describe
Rydberg-type orbitals. If we now assume, as is approximatelgabe, that the antibonding
block spans the same orbital space as the bonding one, we canalefiterion for filtering

the antibonding block from the total virtual space. This criteisanly approximately correct



for split-valence basis sets because antibonding orbitals tend rteoige diffuse than their
bonding counterparts.€. they “borrow intensity” from the Rydberg space), but proves to
work well in practice. Note that there is no orthogonality comdtizetween lone pairs and
localized Lewis-acid acceptor orbitals because they are not beadiipnding pairs. This
would lead to exclusion of the Lewis-acid acceptors from the vedike virtual space if they
were strictly localized. In practice they are delocaliemough to interact with the bonding

block for all but the smallest molecules (see below).

Eq. 2 has so far been used exclusively for semiempirical motemmbigal theory calculations
[23] using techniques such as MNDO [24], AM1 [25] or PM3 [26] tls¢ minimal basis
sets. This is because large basis setalninitio or density functional theory (DFT)
calculations, or even semiempirical techniques such as AM[7-32] that usal-orbitals as
polarization functions contain many basis functions that are very yesidupied and
therefore dominate the virtual space. The effect of such Vaterce” orbitals is to dominate
the sum in Eq. 2 locally in the vicinity of the atom concerrigds leads to spuriously large
negative EA values in the affected area. The problem is that theaViispace is often
considerably larger than the occupied one so that many virtual Isrkita not limited
sufficiently by the orthogonality requirement with occupied orhitalss has the effect that,
for instance, the EAcalculated with AM1* differs from that calculated with AM1 bgving
strong negative peaks around atoms with polarization functions, as shoFig. 1 for a

typical drug-like molecule].

- Scheme 1 (no title) here —

- Figure 1 here —

This is clearly a severe limitation, especially when ithportance of EA in QSAR and
QSPR applications is taken into account. We therefore now rapwectical technique that
can be used to calculate Efor semiempirical methods witthpolarization functions and for

Hartree-Fock or DFT calculations with large basis sets.

M ethods

The filtering criterion outlined qualitatively above is analogousthe density-overlap

requirement that determines the oscillator strength for eldctexcitations [33], so that we



have named it “intensity filtering”. Within the zero diffat@l overlap (ZDO) approximation

the density overla[1)|§Do between virtual and occupied orbitalndj, respectively, is

norbs

0" =S e(i.k) (1 K)
®)

wherec(i, k) is the coefficient of atomic orbitalin the LCAO-Eigenvector for M@

One possible corresponding expression for a non-orthogonal basis is

_ 2 2
|O|ij _<Lpi ‘LPJ> (4)
where W, denotes molecular orbitaland the squares ensure absolute values of the overlap.

ZDO

We now examine the use {@Lj as a criterion (intensity filtering) for calculating Efor

semiempirical MO techniques that use polarization functionsa liater paper, we will
investigate the use of Egs. 3 and 4 for Hartree-Rbadkitio and DFT calculations with large

basis sets.

ZDO

Each virtual orbital whose maximu|@|ij with an occupied orbital is larger than an arbitrary

threshold is included in the calculation of EA

ZDO Selection Criterion for AM 1*

Table 1 shows details of tﬁ@ﬁDo analysis of molecul@. The highest five virtual orbitals are

excluded if we use a@|§DO threshold of 0.5. However, in this case, the choice of thresfold i

ZDO

not critical because the gap |@|ij values between these five orbitals and the remainder

stretches from 0.23 to 0.76. The five virtual orbitals withclose occupied equivalent all

consist predominantly af-polarization functions on the sulfur.

- Table 1 here -



Fig. 3 shows the EAL projected onto the same molecular sudatiee AM1* wavefunction

as that shown in Fig. 1 using a slightly modified version of Eq.\hich the five MOs are

excluded:
Norbs
Y -&o(r)a
IE, (r) ==

2. Al)a
i=LUMO
3 =1 for maximum|O™° = 0.!
o =0 otherwise
! ®)
The large negative peak around the sulfur no longeurs and the map resembles that given
by AM1. However, there are some differences causedhe importance of polarization

functions for describing heavy elements.

The separation observed fbis quite general. Fig. 4 shows a scatter pqu)jm againste,

for all virtual orbitals of a dataset of 74 neuttampounds containing S, P, Cl, Br and | taken

from a logP dataset [34]. For this set of neut@hpounds, there is one exception to the

|O|§DO > 0.5 criterion, which will be discussed below. Notetthar this set of compounds, a

simple energy criterion g <8 eV) would work well and also treat the outlier cothec

However, if we simply deprotonate one of the conmatsuto give aniol, the energy criterion
is no longer appropriate. The outlier (the red Hodorresponds to a Ctdntibonding orbital

of the methoxy-substituent on the ring of compodnd

- Figure 3 here -

- Scheme 2 (no title) here —

Fig. 5 shows the “outlier” orbital with the occugi@rbital with which it has the highest

density overlap.

- Figure 5 here -



The low density overlap (0.48) between these twaitals is caused by the fact that the
occupied orbital is strongly delocalized, whereasvirtual counterpart is localized on the
methyl group. This situation is not uncommon as/ aldlocalization of the occupied orbital

leads to stabilization; the virtual orbital has m@son to delocalize as long as it remains

orthogonal to all others. A further source of exmas to the|O|§Do > 0.5 criterion is a

Lewis-acceptor orbital such as that indicated ig. . In the worst case, for instance the

unoccupiedp-orbital on aluminum in planar Alithe density overlap with occupied orbitals

. . . . . ZDO
is zero. In practice, delocalization mcreast@ﬁ. for all but the smallest molecules (the

maximum density overlap for the corresponding Leadseptor orbital in Al(Ch)s is 0.4),

but may not increase it above the 0.5 threshold.

We have therefore implemented a further check piuta such exceptions. Quite simply, if
ZDO

virtual orbital i +1satisfies the}O|il > 0.5 criterion, but not orbital , orbitali is included in

the virtual subspace used to calculate. ERfhus, a continuous block of virtual orbitals is
selected. This is equivalent to a variable energgtterion, but automatically allows for the

effects of charge on the orbital energies.

Conclusions

The suggested ZDO-based intensity-filtering metpomlides a fast and effective technique
for selecting “valence-like” virtual orbitals in méempirical calculations using basis sets that
are larger than minimal. When used to calculate Itiwal electron affinity, the filtering
technique leads to results similar to those givwetebhniques that use minimal basis sets. The
intensity-filtering technique is in principle apgdible to DFT orab initio calculations that
uses extended basis sets, although it may be @megesuse Eq. 4 rather than the ZDO-based
Eq. 3 for such calculations. We are currently itigaging the use of Egs. 3 and 4 and their

basis-set dependence for DFT calculations.

Alternative, even simpler schemes such as usingiasy virtual as occupied orbitals or
simple energy filtering do not lead to the samealtedecause the valence-like space may not
be balanced between occupied and virtual orbitatgs polyhalogen compounds have many

more occupied valence-like orbitals than virtuaé®nand because of charge effects.



Above all, intensity filtering now means that EAan be used as a useful and easily
calculated index of electrophilicity as the pend&mtlE. as an index of nucleophilicity.
Together, they avoid the limitation of the front@bital approximation inherent in the Fukui
function [19].

The technique introduced here has been implemémtedraSurf'10 [35].
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Tablel The virtual MOs of2 (AM1*) with their highest|O|”° values and the occupied

ij

orbitals that give these values

Virtual MO Occupied MO |O|§DO
20 11 @ 0.869
21 17 ﬁ 0.764
22 17 ﬁ 0.826
23 11 @ 0.832
24 6 0.823
25 9 % 0.688
26 8 0.858
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27 0.764
28 0.799
29 0.821
30 0.828
31 0.815
32 0.123
33 0.146
34 0.181
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35

14

0.203

36

0.232
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Figure captions

Fig. 1

Fig. 2

Fig. 3

Fig. 4

Fig. 5

EA_ calculated using Eq. 2 projected onto equivalesoidénsity surfaces for

moleculel using the AM1 and AM1* Hamiltonians
Schematic representation of the five subsets oéoutdr-orbital space

EA. calculated using Eq. 5 projected onto the sameerssity surface as used in

Fig. 1 for moleculdl using the AM1* Hamiltonian

Scatter plot of|O|§D°vs g for some typical S, P, ClI, Br and I-containing

compounds. The large squares are data for adiorhe vertical red dotted line

ZDO

represents the}O|”_ > 0.5 criterion. The red point corresponds to the otbita

discussed fo#d below

The “outlier” virtual orbital indicated by the rgabint in Fig. 4 and the occupied
orbital with which it has the highest density oaerl
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