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Asymptotic behaviour of solutions of quasilinear parabolic equation
with Robin boundary condition

Michele GRILLOT! Philippe GRILLOT!

Abstract

In this paper we study solutions of the quasi-linear parabolic equations % - Apu =
a(z)|u|?"tu in (0,T) x Q with Robin boundary condition %|Vu|1”_2 = b(x)|u|""tu in (0,7) x
0Q where Q is a regular bounded domain in RY, N >3, ¢ >1,r > 1 and p > 2. Some
sufficient conditions on a and b are obtained for those solutions to be bounded or blowing
up at a finite time. Next we give the asymptotic behavior of the solution in special cases.

Keywords : quasilinear parabolic equation, blow-up, asymptotic behavior, Robin boundary
condition.

1 Introduction

Let Q be a regular bounded domain in RN, N >3, ¢ > 1, r > 1 and p > 2. We consider
a continuous function a on Q and a continuous function b on 99, the boundary of Q. We
study the solutions of the following equation :

ou

ot
in (0,7) x Q where Ayu = div(|Vu|P~2Vu) denotes the p-laplacian of u, subject to the Robin
boundary condition :

— Apu = a(@)[ul"u (1)

ou _ —
o Vul’ 2 = b(@)|u[""u (2)

du

in (0,7) x 09 where 5

normal to 0f).

In this paper, some sufficient conditions are obtained for solutions of (1)-(2) to be bounded
or tending to infinity at a finite time. Those conditions depend on a, b, p, ¢ and r. In special
cases we can study the asymptotic behavior of classical solutions. A function u of (¢, x) is
said to be a classical function in (0,7") x Q if w is uniformly continuous in the closure of
(0,T) x © and the functions %, g—; and % are continuous in (0,77) x €.

denotes the normal derivative of u on 02, v is the unit outward

The problem of global existence of the solutions of (1)-(2) arises from many branches of
mathematics and applied mathematics and has been discussed by many authors in particular
contexts: see for example [3], [5], [7] and [13] for @ = constant, b = 0 and p = 2; [4] for
a< —ayp<0,b>0,p=2and u(0,.) is small enough; [9] for b = 0 and p = 2 and other
particular cases.
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The problem of asymptotic behavior of the solutions of (1)-(2) was also studied in specific
cases: see [1] and [12] for a = constant, b =0 and p =2 and [9] for a <0, b= 0 and p = 2.
Our results here are not exhaustive but are improvements on the previous studies.

The aim of the second section is to study the conditions which imply that any solution
of (1)-(2) blows up at a finite time. Our first result is the following :

Theorem 1 Assume one of the following conditions
(H1) ¢ =1 and [ga(x)dx + [ b(x)do >0
or (H2) ¢ #r, [qa(x)dz >0 and b >0
or (H3) q #r, [3qb(x)do >0 and a > 0.
Then there exists no positive solution of (1)-(2) on (0,00) x .

If we add some assumptions on u, we can extend this result :

Theorem 2 Assume one of the following conditions
(H1’) g =1 and [ga(x)dz + [4qb(x)do =0
or (H2’) q#r, |qa(x)dr =0 and b >0
or (H3’) q #r, [3qb(z)do =0 and a > 0.
Then there exists no positive bounded solution of (1)-(2) on (0,00) x Q.

The next natural condition to be envisaged is [ a(x)dx + [y, b(x)do < 0. But this
condition does not insure the global existence of a solution of (1)-(2). The third part of this
paper proposes conditions on a and b such that [, a(z)dx + [4qb(x)do < 0 and for which
the solution of (1)-(2) blows up at a finite time. This result is based on a Keller-Osserman
type estimation which is an extension of a result of [8]:

Proposition 1 Assumep > 2, g > p—1 (no condition on r) and that there exists a constant
aop > 0 such that for all z € Q : a(z) < —ag, then there exists a constant C = C(p,q,N) > 0
such that for all solution u of (1)-(2) on a set (0,T) x Q and all (t,x) € (0,T) x Q :

1 1 1
lu(t,z)| < C lag “P 7 d(z) Tr T 4ag Tt TT| (3)
where d(x) denotes the distance from x to the boundary of Q.
We deduce from this proposition the next result :

Corollary 1 Assume p > 2, ¢ > max(p—1,r) and q(p—1) < p(r — 1)+ 1, then there exists
functions a and b such that [ a(x) dx+ [4q b(x)do < 0 and for which there exists no positive
solution of (1)-(2) on (0,00) x €.

Then we consider in the fourth part of the paper a stronger condition than [, a(z) dz +
Joq b(x)do < 0, that is @ < 0 and b < 0. In this case, comparing any solution of (1)-(2) with
the corresponding solution of the quasi-linear heat equation, we notice that any solution of
(1)-(2) is global. Then we study the asymptotic behavior of those solutions. We start proving
that u tends to 0 at infinity. This predictable result was proved in [11] for p = 2 and we give
the proof when p > 2.

Proposition 2 Assume thatp > 2, r > 1, (no condition on q), a <0 and b < 0 hold and b
is non identically equal to 0 (a can be identically equal to 0). Let u be a solution of (1)-(2)
in (0,00) x Q. Then

lim wu(t,z) =0 (4)

t——+o0

uniformly on €.



Next we give an a prior: estimate :

Proposition 3 Assume thatp > 2, r > p—1 ( no condition on q), a < 0 and b < 0 hold and
b is non identically equal to 0 (a can be identically equal to 0). Let u be a solution of (1)-(2)
in (0,+00) x Q. Then there exists to > 0 and C > 0 such that for all (t,x) € (tp,00) x § :

lu(t, )| < Ot 71,

Moreover if ¢ > r, we obtain :
1 _1
lu(t,z)] < Ct 71 < Ct 1.
The main results of this part are the followings :

Theorem 3 Assumep >2,q=1r>p—1,a <0 andb <0 hold and b is non identically equal
to 0 (a can be identically equal to 0). Let u be a positive solution of (1)-(2) in (0, +00) x €.
Then

lim tq%lu(t,m) = L(r,a,b)
t——+o00

uniformly in Q where

1

L(r,a,b) = <7"|(—2|1 <—/Qa(x)d:1:— » b(g;)dx»” (5)
and |Q| = [, dx.

Theorem 4 Assume thatp>2,g>r >p—1,a <0 andb <0 hold and b is non identically
equal to 0 (a can be identically equal to 0). Let u be a positive solution of (1)-(2) in (0, co) X 2.
Then

lim YDyt z) = L(r,b) (6)

t——+o00

uniformly in Q where

L(r,b) = (1&"" ( " b(a;)da))_rll . (7)

The fifth part is devoted to the case p = 2 in which we deal with solutions which can
change sign and we make precise the behavior of the solutions.

Theorem 5 Assume that p = 2, g = r, a < 0 and b < 0 hold and b is non identically
equal to 0 (a can be identically equal to 0). Let u be a solution of (1)-(2) in (0,00) x €.
Then tl/(Tfl)u(t,x) converges uniformly in 0 to some limit | as t goes to infinity where
1€{0,L(r,a,b),—L(r,a,b)}.

Theorem 6 Assume thatp=2,qg>r>1,a <0 andb <0 and b is non identically equal to
1

0 (a can be identically equal to 0). Letu be a solution of (1)-(2) in (0,00)xQ. Thent™Tu(t,x)

converges uniformly in Q to some limit | as t goes to infinity where | € {0, L(r,b), —L(r,b)}.



Corollary 2 Assume the assumptions of theorem 5 or 6 hold and

lim t7Tu(t,z) = L (8)

t—o00

where L is given by (5) if ¢ =1 and by (7) if ¢ > r. Then

uniformly in €.
1
Finally, we study the case where t7Tu(t, z) tends to 0 as t goes to infinity.

Theorem 7 Assume the assumptions of theorem 5 and that u is a solution of (1)-(2) in
(0,00) x Q such that
1
Jim £57 [[ut, )| Lo ) = O- (10)

Then there exists ¢ € Ker(—A + M\ I) such that

tlim Mt x) = () (11)
uniformly in Q, where A1 is the first nonzero eigenvalue of —A in WH2(Q) with the Neumann
boundary condition : 0 /0v = 0.

The proof of this theorem is not written here because it is sufficient to follow the similar
proof of theorem 1.11 in [9] which uses a technical lemma introduced by Chen-Matano-Véron
[2].

Acknowledgment : The authors are grateful to Laurent Véron for his suggestions work
and his constant encouragements.

2 The cases where the solutions blow-up

We begin to proof theorems 1 and 2 adapting the idea of [9].

Proof of theorem 1 : Let u be a positive solution of (1)-(2) in (0,7") x 2. Multiplying
equation (1) by u~" and integrating on (0, s) x Q with s < T', we obtain

/OS/QCZ (1irul_r(ta$)> dxdt — /()S/Q(Apu)(t,x)u_’"(t, z)drdt = /()S/Qa(x)uq—’” d dt

Using Green inequality, it implies

1
1—r

/Qul_r(s,x) dx — /Qul_r(O,:L‘)dm + /OS/Q|Vu|p_2Vu(t,:E).V(u_r)(t,x) dx dt

1—r

- // V22 4, 2) (")t @) dodt :// a(@)ud da dt
o Joa ov 0 Ja

we deduce that

1
1—r

1
1—r

/ul_r(s,x)dx - /ul_r((),:c) dx — 7"/ /|Vu|p(t,:v)u_1_r(t,x) dx dt
Q Q 0 Jo

4



- / b(x) do dt :/ /a(m)uq_rdxdt
0 JoQ 0 JQ

and then
/ul”(s,x)da: = / (0,z)dr +r(l—r / /|Vu]p t,x)u (¢, ) do dt
Q Q

+(1—T)s<agb() ) 1—7“// x)u?™ " dx dt.

If we assume (H1), then
/ul‘q(s,x)dx = / ~9(0,2) dz + q(1 — q) / /!Vu\ptm 144, ) da dt
Q Q

+ (1 —1¢q)s (/mb(x)da + /Qa(x) dx)

< /QuH(o,x) dr + (1—q)3( ROCE /Qa(x) dm). (12)

If we assume (H3), then
/ul_’"(s,x) dx < / 0,z)dr +r(l—r / / |VulP(t, x)u™ " (t, ) do dt
Q Q

L (1—r)s (/m b(x) da) . (13)

Letting s go to infinity in (12) or (13) implies a contradiction. Therefore the blow-up time
for w is finite. If we assume (H2), we multiply equation (1) by u~¢, integrate on (0,s) x 2
with s < T and use Green inequality to obtain

/ul_q(s,m) dr < /ul_q(O,x) dx +q(1—q)/ /|Vu|p(t,m)u_1_q(t,:n) dx dt
Q Q 0 JQ

+ (1—¢q)s (/Q a(x) d:v)

which leads us to the same conclusion.

Remark : Moreover, we deduce from (12) that the blow-up time 7" of u satisfies

T < (/Q w90, x) dx) ((q -1) ( - b(x) do —i—/Qa(a:) da:)>_1.

The other cases are similar.

Proof of theorem 2 : Step 1 Assume that there exists a nonzero nonnegative continuous
solution v of

{ —Apv =a(z)v? in Q
(14)

gv|Vv|p_2 = b(z)v" sur O0NQ.
v



We deduce from the strong maximum principle that v is positive. Therefore, multiplying
(14) by v~%, we obtain

| =8 1@) = [ a(@)dz,

the Green inequality and the Robin boundary condition of (14) imply

/Q|Vv|p_2Vv(x) Vi ) (z) = b(x)v" " do + / a(z) dx
0N Q

If we assume (H1’), then

—Q/Q|Vv(:v)|pv_1_q(a:)dx =0

From the equation of problem (14) the only constant which is a solution is zero. We conclude
that there exists no nonzero nonnegative continuous solution of (14). This is similar if we
assume (H2’) or (H3’).

Step 2 Assume that u is a bounded positive solution of (1)-(2) on (0,00) x Q. Then we
claim that there exists a sequence (t,) tending to infinity such that u(t,,.) converges to 0 in

C(Q).
Since there exists a constant M; > 0 such that for all (x,t) € (0,00) x €,
0 <u(t,x) < M.

The standard quasi-linear regularity theory [10] implies that there exists a constant Ma > 0
such that for any 7" > 2, we have

[[ull < M, (15)

C % ([T-1,T+1]x0)

for some « € (0,1). Therefore, the w-limit set of the trajectory of u in C(Q2), defined by

=N (U{um}cm)) ,

t>0 \7>t

is nonempty. Multiplying (1) by v = du/Jt and integrating on (g,t) x Q for 0 < & < t, we
obtain

//att:n tmdmdt—//Aputx (t,z) dxdt = // x)ul(t, z)v(t, x) dxdt.

Using Green inequality, we deduce

//( ) (t, ) d“'d“r/ / \VulP~2Vu(t, z).Vo(t, z) dedt

// |Vu|P~ 2 Ou t (t,x)v(t,z) dodt = // x)ul(t, z)v(t, ) dzdt.
oN

that is

t
[ (?Z) (t, ) dudt + - / [ 21wl (s, ) dudt / (@) (s, 2)o(s, @) dodt
e JQ



:/:/Qgt (C?Ei_gu)lu“l(s,x)) dxdt

therefore

t

[ LY e [ (rrans 2hetaa) o]

_ 2
Asu(t,.) is bounded in W1P(Q)NC(9) independently of t > &, we deduce that [ [, (%7;) (s,z)dxdt
is finite. Thus there exists a sequence (¢,) tending to infinity and a continuous nonnegative
weak solution w of (14) such that tlim %(tn, ) = 0in L*() and tlim u(ty,.) = w(.)
n—00 n—00

ur+1(8 x) t
b(x)————2d
0 (z) r—+1 g

uniformly in . Step 1 allows us to conclude that w = 0.

Step 3 As in the proof of theorem 1, we multiply equation (1) by u~¢ and integrate on
(0,t,) x €, we obtain

/Otn/th (11(1”1—%”7@) drdt — /Ot”/Q(Apu)(t,:c)u—q(t,x) dx dt Ztn/ﬂa(m) dx.

Because of Green equality and the condition on the functions a and b, we get :

1
~— [ a2 d + 7/ 90, 2) da — / / VulP(t, ) (w9 (1, @) da di =
-
tn
/ b(x)u" Ut ) do dt +t, / a(z) dz
0 o Q
and thus
1 1— tn r—
7/ u " 90,z)dx > / Uy, d:v+/ b(x)u"9(t, :L‘)dadt+tn/ a(x) dz
q—1Ja g—1 o0 Q

(16)
If we assume (H1’) or (H2’), then the second member of (16) tends to infinity because of step
2. This contradiction implies that there exists no global bounded positive solution. The case
(H3’) is similar.

3 The case where : /89 x)do + /Q x)dr <0

Proof of proposition 1: Let zyp € Q and t; > 0 be fixed. Set k = d?(z¢)/t1 and r = |z —x0].
We introduce the function w defined in D := {(z,t) such that|z — x|?> < kt, 0 <t < t;} by

¢
(kt — r2) 7o

w(t,x) =

with C' > 0 a constant to be determined such that w becomes a super-solution of (1) in
D. First w = oo on the parabolic boundary on D. On the other hand, a straightforward
computation gives:



0 Ck g+l 200 p—1
= - Apw — a(x)|w|®w = —pi(kt —r?) Tt — (p) rP—2x
o ¢g-p+l q—p+1
_@t)e-1) 2012
(kt %)~ et [(p —D+ _qgi C(kt =)t 4 N

—a(z)C(kt — r?) TP,
Recall that a < —ag < 0 on €. Thus

ow

ot g—p+1

2p )pl . _2[ 9 2qp 2}
- — CP==pP — 14 N)(kt — + — .
(q—p+1 e =)+ 1

Since kt — r? < kt < kt; = d*(xo) and r = |z — x9| < d(z0), we obtain :

881;) - Apw — a(z)|w|! w > C(kt — T2)747q§+1 X
aocq_l B P d(x0)2+2q<qp:plvhl
3 g—p+1 t1
agC?t 2p p-1 9
+ 3 _(q—p+1> (p—14+ N)CP “d(x)?

apCI™! < 2p )pl o ( 2pq >
n - or=2 (P gz |
3 q—p+1 g—p—+1 (IO)

Therefore we are looking for a constant C' such that

o )2p(q111)
q—1 3_p ®g) 7P
¢ =z ap g—p+1 ti
—p+1 3 2 p—
cortl > 3 (L2 (N 4 p— 1)d(zo)?
3

—p41 2 p
it 2 ()l

Finally there exists a constant C' > 0 under the form :

1

_ 2 _ 1 _ 1
C=K(qgp,N) [ao (q_l)d(aco)qufﬂ ty =1 ay quﬂd(xo)quﬂ

q(p—1)—

— Apw — a(x)|w]"w > Okt —r2) T x [aGC‘1 - L(kt —r2) et

1

such that w is a super-solution of (1). The maximum principale implies for all (¢,z) € D :

ult, x) < wit, )
and in particular :

1 1

— 1
u(ty, z0) < K(q,p, N) ag ©t, 7 +ag * " d(wg) T
0 1 0

The same holds for —u and we obtain (3).



Proof of corollary 1 : Let u be a positive solution of (1)-(2) in (0,7") x Q. Multiplying
equation (1) by ©~" and integrating on (7, s) x Q with 0 < 7 < s < T, we obtain as in section
1:

1 1
—] /Qul_r(s,:c)dx = /Qul_r(n,x)dx

_r/n /Q |VulP(t,z)u= 17" (t, z)dzdt — (s — 1) b(x)do — /77 /@9 a(z)ud " (t, x)dzdt. (18)

o0

Since ¢ > r, if the function a satisfies for all x € Q :

—a; =mina < a(z) < —ag (19)
Q

with ag > 1 then proposition 1 implies :

q—rn

—a(z)u(t,z)?" < Cayay " (d(m)quzﬂ + n*qfll)q_r (20)

pla—
with / d(z) e P+1dfn < oo for p,q and r such that 2 ( )

Q
qg(p—1) <p(r—1)+ 1. We deduce from (18) that

<lieplg—7r)<g—p+1or

q—r

1 1— —_— -
< T _ _ _ q1
1 (s,z)dz — /Qu (n,x)dz — (s —n) [ - b(xz)do — Caiq,

(21)

| S

It remains to prove that we can find functions a and b such that :

/ z)do +/ z)dz < 0 (22)

Vo € Q: —ay <a(x) < —ap with ag > 1 (23)
— _a-r
b(z)do — Qaray " > 0. (24)
o0N

If (24) holds, then we obtain a contradiction as s tends to infinity in (21) and the corollary
is proved. The conditions (22)-(24) are satisfied if (23) and the following condition hold :

Caray ™ / b(x)do < aglQ| < — / o(x)de (25)
Q

_ _g=r
then we can take a; = 2ag and ag sufficiently large such that 2Ca, * ' < |Q|. After that we
choose a and b satisfying (25) which end the proof of the corollary.

4 Asymptotic behavior of global solutions

The remaining of this paper is devoted to the study of the asymptotic behaviour of the global
solutions of (1)-(2). We begin with a lemma :



Lemma 1 Let i) € C%(Q) and A < 0. Then there exists By > 0 and Sy > 0 such that for
allz € Q, B> By and S > 5y :

B+ 84(z) >0

Proof : Since 1) € C°(Q), there exists ¢ > 0 such that B + S4)(x) > B — (S4 and
B—(S8">0 & BS™>¢
Since —A > 0, we can choose Sy = 1 and By = 2(.

Proof of proposition 2 : We treat only the case p > 2. ( see [11] for p = 2 where we don’t
need the following parameters v and 4) and b non identically zero ( we can adapt the proof
of [9] for b = 0). We are looking for a supersolution w of (1)-(2) of the form

w(t,x) = vt A (x)t™H (26)

where 7, ¥, A, p and 1 are to be determined. By a straightforward computation, we obtain

0 A - _
%—pr—a(x) = Mt () =D A () —a) (17 + Fup(a)t )"
(27)
We choose —\ — 1= —pu(p—1) that is u = (A+1)/(p — 1) and 77~! = 7 to have
ow e A+1 1y a4
G~ A= al@ut = (A - Ag(a)) - ST T u()

A+1

—a(z) (’Y + vpilw(:c)tk‘p—ly} '

Then we look for a solution ¢ of

{ A=Ay =a in

28
?ﬁrvw\p2=g on 09 28)

where o € (0,00) and g are to be determined so that w would be a supersolution of (1)-(2).
Remark if 1) is a solution of (28) then 1)+ C' is also a solution of (28). Thus we assume that
1) is positive. If we choose A\ — >‘+1 < 0 that is

A< p— (29)
A+l
so that £~ »-1 — 0 when ¢ tends to 400, and
A+1
oz ST (30)
we obtain since a <0 :
ow —a—1 /\+1 -2
5 Apw —a(z)w? > t R 1 r=1e)(x)
A—1 ,\+1 p=2 -2t (31)
e (’Y”l — ¢(a)t pl)} -

By lemma 1, there exists tg > 0 and 79 > 0 such that for all t > tg, 2 € Q and v > 7p :

10



p—2 A A+

=T —p(x)t" =1 > 0.

Thus a—w —Apw —a(z)w? > 0 for all t > tg, x € Q and v > 79. On the other hand, the

boundary condition leads us to have

gﬁvwwﬂ_mmzvf*Hrwf”(v+wﬁwwﬁ“fw 20. (32)

Then we choose g = b and condition (32) is equivalent to

p=2 p—2 "
r —1 —1 A
b [W_l (72 + 1+ wmﬁ-ﬁi) - ﬂvt—A—HM} >0 (33)

p—2

p—1 =2+l .
But *5— +1(x)t" »~1 > 0, and since b < 0, we have

—w|Vw|p_2 — bw"

ov T
bt—xrlvpil wi;1> 57t—A—1+Ar] (34)

bty [727:1 _ ﬂt—k—l—i-)\r}

Y

v

which is positive by lemma 1 with ¢y and vy depending on 3, under the condition Ar—A—1 < 0
that is

1

A< — . (35)
The compatibility condition for this nonlinear Neumann problem leads us to have
——A+ﬁ<_1 M)d) (36)
4= mes(2) Joq e

p—27 r—1
(36), we choose 3 large enough such that —\+ 3 (meS(Q Joq b(z)d ) > >‘+1 . Then we define

a by (36) and finally we obtain v solution of (28) and ¢y and ~ from lemma 1 such that
0
6—1: — Apw — a(z)w? > 0 and a—w|Vw|p_2 —bw" >0 for all t > ty, z € Q and v > . It
v
remains to treat the initial data. We take v large enough such that

Thus we first choose from (29) and (35) : 0 < A < min (L L) Next from (30) and

u(to, ) < vta)‘ < w(ty, )

on  and we conclude, from the comparison principle that

u(z,t) < w(t, ) (37)

for all (t,z) € [tp,00) x . In the same way, we prove that —u(t,z) < w(t,z) for all
(t,z) € [to,00) x Q wich implies (4).

Proof of the proposition 3 : the only difference with the proof of proposition 2 is that
1
we take A =1/(r — 1) in (35) and also choose 7 such that v > (e"3) =1 in (34).

11



Proof of theorems 3 and 4 : In this proof we denote by L the constant L(r,a,b) defined
in (5) or L(r,b) defined in (7), we shall precise later. Let u be a positive solution of (1)-(2)
n (0,00) x Q.

Step 1: Supersolution.
Let € > 0. We look for a supersolution of (1)-(2) of the form :

witor) = (14 5) 7 (24 5) 7 v T

where v is to be determined. A straightforward computation gives :

ow

1
g Apw — a(z)|w|Ttw = = [— (L + E) —

r—1 2

r—p+1

)/1 Y(z)t T-De-D — (L + ;)T Ap¢‘| —a(z)|w|" w. (38)

r 9

‘@—H@—D(L+2

Then we consider the following Neumann boundary value problem

{ — A (L+5) — (L+5) A —a(@)¢ (L+5)" =ninQ (39)

90 1Vp[P2 = b on 90
where ( = 1if ¢ =r and { = 0 if ¢ > r. Remark if ¢ is a solution of (39), then ¢ 4+ C is also
a solution of (39). Thus we assume that 1 is choosen positive. Therefore (38) becomes :

T

ow
ot

r e\r1 __r—ptl
el G R

-1 1 4
—Apw —a(z)|w|! w=t"1"" |n—

r—p+1

Ya(z)¢ <L n ;) — al) (L n ;)qt—i? <1 n (L n ;) o 1/}(93)75%)1 (40)

Now there exists tg = tg(e, 1) and there exists a uniformly bounded positive function M on
[to, 00) x Q such that

£ T;f-‘l—l __r—p+1 1 __r—p+1
14 (L 4 2) Pla)t T ) = 14 M(t,2)t 0D (41)

for all (t,z) € [tg,00) x Q. We distiguish two cases :

First case : ¢ =r. Thus ( =1, (40) and (41) imply

T _

ow ,_ 1
E—pr—a(x)\ﬂ lw=¢ 711 [n—

r g\ p-1 _7T*P+il
] Gt B

—a(z) (L + ;) M(t,x)tm] | (42)

Next, the Neumann compatibility condition is:

0 (05) (1) e (03) ot

12




which is equivalent with L = L(r,a,b) defined in (5) to :

T i 1 (L * ;)T lLlT - (L ! ;> I_T] - "

Second case : q¢ > r. Thus ¢ =0, (40) and (41) imply

_r_

ow € r—ptl

o _ g1, _ =271 _T< >p1 T -D-1
5 Apw — a(x)|w|T w =1t 1 [n D01 L+2 ()t @

e\? _aq=r __roptl
—a(x) <L+ 2) tm =t (1 + M(t, )t (p—l)(r—l))} . (44)

Next, the Neumann compatibility condition is:

() (e3)

— L+-)—(L+= =7
— +5 +t5 aﬂb(:v)da n|Q|
which is equivalent with L = L(r,b) defined in (7) to (43).

On the other hand we consider the boundary condition for both cases. Using (39) and (41),
we obtain

0 ___r—p+l
ai’vav’*? — blw|"tw = —bM(t, 2)t T DD > 0.
14

Finally for e given, we first choose 7 > 0 defined by (43). Therefore v is determined from
(39). Then there exists T > tg such that

P
T

" L)t e 1 N TS M) > 0
- — r—1)(p— _ _ r—1)(p—
" D) ( +2> Y(x) &(96)( +2> (t, ) >

if ¢ = r and such that

S — (L + 5)”“ Y(@)t T —a(z) (L+ 5>qt—q§ (1 + M(t,)t T Tlﬁ“n) >0
_ _ p—1)(r—1) _ _ r— p—1)(r—
Tr-ner-1 2 ! o 2 ' =
if ¢ > r so that, because of (42) if ¢ = r and (44) if ¢ > r:

ow

= Aw — q—1,, -
5 W — a(x)|w|T w >0

on (T,00) x Q and
0
20 Vw|P2 — blw| " w > 0
ov
on (T, 00) x 9. From proposition 2, there exists 7 > T such that

u(t,z) < w(T,x)

for all (t,z) € [r,00) x Q. We apply the comparison principle to (t,z) — w(T + t,z) and
(t,z) — u(t+ 7,x) on (0,00) x 2 and we conclude that

u(t+7,2) <w(t+T,x)

13



for all (t,z) € (0,00) x 2, which implies that there exists ¢; > 7 such that

(t+T)$u(t+7‘,m) <L+e
for all (t,z) € (t1,00) x Q and

lim sup tﬁu(t, z) <L (45)

t—+o0

uniformly on €.

Step 2: Subsolution. The proof is similar to step 1.
Let ¢ > 0. We look for a subsolution of (1)-(2) of the form

2

We keep (39)-(40) replacing L 4 § by L — § but now we choose 9 negative in , then M is
also negative. The Neumann compatibility condition leads us to choose 7 defined by

1= () - ()
r—1 2 2

1%}
As in step 1, we deduce that a—qf — Apw — a(z)|w|? w < 0 on a set of the form (T, 00) x Q

9 1 I3 ﬁ _ r
w(t,x) = (L - 2) trT + (L — ) Y(z)t” DD,

< 0. (46)

0
and ai”vav’—? — blw|""*w < 0 on (T, 00) x IQ.
Z/ ~
Since w tends to 0 when ¢ tends to +o0o uniformly in €, there exists 7' > T such that
w(T+1,2) > w(T,z) Vel

We apply the comparison principle to (t,x) — u(t + T + 1,z) and (t,2) — w(t + T, x) on
(0,00) x 2 and we conclude that

ut+T+1,2) > w(t+T,)
for all (t,z) € (0,00) x Q, which implies that there exists 7y > T such that

T

S 1 € AN - __r—ptl
t+T)—tu(t+T+1,2)>L——-+L— = z)(t+T) -D0-1) > —¢
2 2

for all (t,z) € (T1,00) x Q and we conclude that
lim inftq%lu(t, x) > L.
t——4o00

uniformly in € which ends the proof of theorem 3 and 4.

5 The case of the Laplacian

The next result needs no sign assumption on a(x) and b(x). We introduce the mean function
@ of u definied by

u _i u\v,r)axr
a(t) = gy | u(t.)a (a7)

14



Lemma 2 Let u be a solution of (1)-(2) in (0,00) x Q. Assume that there exists a constant
K > 0 such that

u(t, )| < K71 and |ult,z)| < Kt 1 (48)

in [0,00) x Q. Then there exists a constant C' > 0 such that

Ju(t,.) = u(t)|[=(@) < Ct+1)777 (49)

forallt >0

Proof : We don’t direcly compare the function u and its mean function but we introduce
1
the function v definie by v(t,x) = t7=Tu(t, z) for ¢ > 0. This function satisfies

@—Av—t = 1a( Yol — ! v=0 in (0,00) xQ
8711/) - g\vl’"_lv =0 on (0,00) x9N

and if we set w = v — U, we obtain

a—i}—Aw—i—f—O in  (0,00) x Q (51)
o1
wo b o
E_ZM v=0 on (0,00) x9N
where f is definied by
f(t.0) = —7 |2 0lta) = 0) - o [ b@)lel 2ol )do]
j2) == | = ((tz) —v i Joo z)|v ,)v(t, z)do
s [a(m)|v\q1v(t,aﬁ)—‘é| a(z) v u(t, x)dx} . (52)
Q

Note that f is bounded because of (48). We introduce the solution z of the following heat
equation:

——Az—O in  (0,00) x Q
gz (53)
|v|q v on  (0,00) x 99

and set W = w — z. Then

——AW—i—f—O in  (0,00) x Q

8% (54)

——0 on (0,00) x 0.

Introducing the continuous semigroup of contractions of L?(2) generated by the Laplacian
with Neumann boundary data and its restriction to L>(Q) N (Ker(—A))*, the results of [6]
and [9] p.128 lead us to the existence of a constant G > 0 such that

G
[W(t+1,)]lLe@ < 7

for all ¢ near infinity. We conclude that this is the same to w and we obtain (49).

15



The proof of theorems 5 and 6 is exacly the same as in [9], using both theorems 3 and
4 and lemma 2.

Proof of corollary 2 : Let v(t,z) = tﬁu(t,x). Then

@—Av:f in  (0,00) x
3 ) (55)
v bt—Tu" on (0,00) x 0N
where f(t,z) = rjltril u(t,x) + a(m)tﬁ(u(t, x))?. Now we introduce

1
w=v—v=v— — [ v(t,x)dr
a7y v

and
g=f—-Ff
Thus w is solution of
e
O Aw=g— U0 [ b)) de in (0,00) x 9
gt Q| Jaa
6—15 =btm1ud on (0,00) x ON.

As in the proof of theorem 2, we obtain

0 (Ow ow .
at(at)_A<at>_G 1m (0,00)XQ

0
£ ((;tu) =B on (0,00) x9N
with
) - !
Gltw) = o (F=TF) = ar |, vt 2o
~a'gp [ pedutt o) ) do
Blt,2) = 17 Tb(w) (ult,2)? + gt Tb(a) ult, ) O 1, ),
and
3f 1 1 0
) =7 <(T jl)ztrflu(mx) b )

—+

a()t75 (ult, ) + qa<x>t&uqlg;‘) .

As a consequence of classical estimates for parabolic equations, there exists ty > 0 such
that tm%(t,m) remains bounded in (tp,00) x  and since ¢ > r, we have [tTTu(t,z)?| <

r—1

1 —
[t=Tu(t,x)|? for all (¢,z) € (to,00) x Q for ¢y sufficiently large. Therefore, because of (8),
there exists a positive constant M such that

M
G0 < =
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for all (t,z) € (tp,00) x Q and
M
Bta)| <

for all (¢,z) € (to,00) x 9. Thus, as in the proof of lemma 2, we deduce

v 6’U C
(ot < — 56
O O T
for t large enough and some positive constant C’ . By the deﬁmtlon of v, we have :
v ou
a7,r_1tr 1u+tr la (57)
and because of (55), we have
Ju - 1 1
— ) =f+ —= b(x)(t™—Tu(t,z))" do
S0 =T+ [ )t Tu(r.a)
prig t / a(x)(t%u(t x))?dx + ! b(w)(t%u(t x))"d
— r— r— , —_— T s g .
T‘—l 2 Ja 12| Joo
We distinguish two cases.
First case : ¢ = r. From (8), we obtain
o q 1
lim 20 L+(/aqud:U+ bz qua): . 58
oo Ot g1 2] Q() 89() (58)

Second case : ¢ > r. From (8), we obtain

ov S
Jim 2= |m</b Lda)-. (59)

Because of (56), (57) and (58) or (59) we get

ou T L
lim t71— = [ — L=-—
tg?o ot r—1 r—1

uniformly in Q which is (9).
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