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TWISTED MOMENTS OF AUTOMORPHIC L-FUNCTIONS

YUK-KAM LAU, EMMANUEL ROYER, AND JIE WU

ABSTRACT. We study the moments of the symmetric power L-functions of
primitive forms at the edge of the critical strip twisted by the square of the
value of the standard L-function at the center of the critical strip. We give a
precise expansion of the moments as the order goes to infinity.
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1. INTRODUCTION

Let ρ be a representation on SU(2). For any g ∈ SU(2) we define the polyno-
mial

(1) D(X ,ρ, g ) = det
(
I −Xρ(g )

)−1 .

Endowing SU(2) with its Haar measure, Cogdell & Michel remarked that∫
SU(2)

D(X ,ρ, g )z dg = 1+
[

z2

2
FrSc(ρ)2 + z

2
FrSc(ρ)

]
X 2 +Oz

(
X 3)

[CM04, (2.26)] for any complex number z, where FrScρ is the Frobenius-Schur
indicator of ρ. The coefficient of X 2 is then

0 if ρ is not self-dual,

z(z −1)

2
if id appears once in the irreducible decomposition of Sym2ρ,

z(z +1)

2
if id appears once in the irreducible decomposition of ∧2ρ.
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For ρ = St (the standard representation of SU(2)), this coefficient is z(z−1)
2 . In

particular, the Euler product (indexed over the set P of all prime numbers)∏
p∈P

∫
SU(2)

D
(
p−1/2,St, g

)z
dg

converges only for z ∈ {0,1}.
Let k ≥ 2 be a (fixed) even integer. For any squarefree integer N such that

the set of primitive forms of weight k over Γ0(N ) is not empty, we denote by
H∗

k (N ) this set. To any f ∈ H∗
k (N ) we associate an L-function defined by the

Euler product

L(s, f ) = ∏
p∈P

det
(
I −X St(g f (p))p−s)−1

where for any prime number p, the matrix

g f (p) =
(
α f (p) 0

0 β f (p)

)
is made up of the local parameters in p associated to f . For any prime p not di-
viding N , this matrix belongs to SU(2) and for theω(N ) prime numbers dividing
N we have α f (p) = ±p−1/2 and β f (p) = 0. Hence it tempts naturally to model
the moments of L-functions for the primitive forms in H∗

k (N ) (over the discrete
harmonic measure) with Euler product of polynomial of type (1) with g in SU(2)
endowed with its Haar measure.

As in [CM04], denote by
∑h

the harmonic average. It is apparent that

lim
N→+∞

∑h

f ∈H∗
k (N )

L

(
1

2
, f

)0

= ∏
p∈P

∫
SU(2)

D
(
p−1/2,St, g

)0
dg

and it follows from [RW07, Theorem A and Proposition B] that

lim
N→+∞

∑h

f ∈H∗
k (N )

L

(
1

2
, f

)1

= ∏
p∈P

∫
SU(2)

D
(
p−1/2,St, g

)1
dg .

The generalization to high power moments sounds problematic, and in fact,
there is a convergence problem on the right side. For z = 2, the lack of con-
vergence of the product in the representation side comes from the term 1/p so
a natural remedy is natural to consider the normalized form∏

p∈P

∫
SU(2)

(
1− 1

p

)
D

(
p−1/2,St, g

)2
dg .

To fix ideas, we assume temporarily N to be prime. It turns out that the remedy
is appropriate; in fact,∑h

f ∈H∗
k (N )

L

(
1

2
, f

)2

∼
[ ∏

p∈P

(
1− 1

p

)∫
SU(2)

D
(
p−1/2,St, g

)2
dg

]
log N (N →+∞)

∼ e−γ
∏

p6N

∫
SU(2)

D
(
p−1/2,St, g

)2
dg (N →+∞),

where γ is the Euler constant. In other words, we may model L(1/2, f )2 by the

product over prime numbers p 6N of the random variables g 7→ D
(
p−1/2,St, g

)2

with a correction factor e−γ.
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Our result is actually more precise and we compute all the complex moments
of L(1,Symm f ) twisted by L(1/2, f )2 without too heavy restriction on the level
N . To give our results, we need a few notation.

For any integer m> 1, the mth symmetric power L-function of f ∈ H∗
k (N ) is

L
(
s,Symm f

)= ∏
p∈P

det
(
I −Symm ρ

(
g f (p)

)
p−s)−1 .

If m ∈ {1,2,4} it is known to have all the required properties to be an L-function in
the sense of [IK04, §5.1] and to have no Landau-Siegel zero [GJ78, Kim03, KS02].
For other values of m, we impose two standard hypothesis - Hypothesis Symk f
and LSZk f in [CM04]. Therefore, our results are unconditional for m ∈ {1,2,4}
and rest on the standard conjectures for all other cases. We write, γ∞ for the
gamma factor of L(s, f ) which depends only on the weight of f . Explicitly it is
given by

γ∞(s) =π−sΓ

(
s

2
+ k −1

4

)
Γ

(
s

2
+ k +1

4

)
.

Let

F z (w, s; X ) = (
1−X 1+2w )∫

SU(2)
D

(
X 1/2+w ,St, g

)2
D

(
X 1+s ,Symm , g

)z
dg

and

C z (w, s; X )

=


(
1+X 2+2w )(

1−X 2+2w )−2(1−X 1+m/2+s)−z if 2 | m,(
1+X 1+w

)−2(1−X 1+m/2+s
)−z + (

1−X 1+w
)−2(1+X 1+m/2+s

)−z

2
if 2 -m.

The function C z (w, s; X ) will be used as a correction factor to F z (w, s; X ). More-
over we define

A2,z
(

1

2
,1;St,Symm ; N

)
= ∏

p∈P
p-N

F z
(
0,0;

1

p

) ∏
p∈P
p|N

C z
(
0,0;

1

p

)

and

B 2,z
(

1

2
,1;St,Symm ; N

)
= d

dw |w=0

 ∏
p∈P
p-N

F z
(

w,0;
1

p

) ∏
p∈P
p|N

C z
(

w,0;
1

p

) .

Finally denote byϕ(n) (resp. µ(n)) the Euler function (resp. Möbius) and by logk
the k-fold iterated logarithm.

Below are our main results.
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Theorem A� Let m ∈ {1,2,4}. There exists two positive real numbers cm and δm

such that for any sufficiently large squarefree N ,

N

ϕ(N )

∑h

f ∈H∗
k (N )

L

(
1

2
, f

)2

L
(
1,Symm f

)z

= A2,z
(

1

2
,1;St,Symm ; N

)
log N

+2A2,z
(

1

2
,1;St,Symm ; N

)(
γ+ γ′∞

γ∞

(
1

2

)
+ ∑

p|N

log p

p −1

)

+B 2,z
(

1

2
,1;St,Symm ; N

)
+Om

(
exp

(
−δm

log N

log2 N

))
uniformly in

|z|6 cm
log N

log2 N log3 N
.

This theorem is proved in Section 3.1. The dependance on the level can be
easily depicted when N has no small prime factors. Consider the set of numbers

N (h) = {
N ∈Z>0 : µ(N )2 = 1 and P−(N )> h(N )

}
for some function h where P−(N ) is the smallest prime factor of N with the con-
vention P−(1) =+∞. We write

A2,z
(

1

2
,1;St,Symm

)
= A2,z

(
1

2
,1;St,Symm ;1

)
= ∏

p∈P

(
1− 1

p

)∫
SU(2)

D

(
1

p1/2
,St, g

)2

D

(
1

p
,Symm , g

)z

dg

and

B 2,z
(

1

2
,1;St,Symm

)
= B 2,z

(
1

2
,1;St,Symm ,1

)
= d

dw |w=0

∏
p∈P

(
1− 1

p1+2w

)∫
SU(2)

D

(
1

p1/2+w
,St, g

)2

D

(
1

p
,Symm , g

)z

dg .

Corollary B� Let m ∈ {1,2,4}. There exists a positive real number cm such that
for any sufficiently large squarefree N ∈N

(
log2),∑h

f ∈H∗
k (N )

L

(
1

2
, f

)2

L(1,Symm f )z = (1+om(1))A2,z
(

1

2
,1;St,Symm

)
log N

uniformly in

|z|6 cm
log N

log2 N log3 N
.

This is shown in Section 3.2.
It is interesting to evaluate the asymptotic behavior of the main term

A2,z
(

1

2
,1;St,Symm

)
and the constant term B 2,z

(1
2 ,1;St,Symm

)
as the exponent z →+∞ in real num-

bers.
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Let Xm be the Chebyshev polynomial of second kind whose restriction on
[−2,2] is defined by

Xm(2cosθ) = sin((n +1)θ)

sinθ
.

They come up naturally in theory of modular forms since, if {χSymm : m ∈Z>0} is
the set of irreducible characters of SU(2), then

χSymm (g ) = Xm(tr g ).

Let us introduce some auxiliary functions.

gm(t ) := log
∫

SU(2)
etχm (tr g ) dg = log

(
2

π

∫ π

0
et Xm (2cosθ) sin2θdθ

)
(t > 0),(2)

g̃m(t ) :=
{

gm(t ) if 06 t < 1,

gm(t )− (m +1)t if t > 1,
(3)

and

hm(t ) :=

∫
SU(2)

etχm (tr g ) tr g dg

2
∫

SU(2)
etχm (tr g ) dg

=

∫ π

0
et Xm (2cosθ) cosθ sin2θdθ∫ π

0
et Xm (2cosθ) sin2θdθ

(t > 0),(4)

h̃m(t ) :=
{

hm(t ) if 06 t < 1,

hm(t )−1 if t > 1.
(5)

Theorem C� Let J > 1 and m> 1 be two fixed integers. Then we have

log A2,z
(

1

2
,1;St,Symm

)
= z

{
(m +1)log2 z + (m +1)γ+

J∑
j=1

a j

(log z) j
+O

(
1

(log z)J+1

)}
uniformly for z > 3, where γ is the Euler constant and

a j :=
∫ +∞

0

g̃m(t )

t 2 (log t ) j−1 dt .

The implied constant depends on J and m only.

Theorem C is proved in Section 4.1.

Theorem D� We have

B 2,z
(

1

2
,1;St,Symm

)
¿ A2,z

(
1

2
,1;St,Symm

)
log z

uniformly for z > 3 if m is even; and

B 2,z
(

1

2
,1;St,Symm

)
= A2,z

(
1

2
,1;St,Symm

){
bm +O

(
e−

p
log z

)}p
z

uniformly for z > 3 if m is odd, where

bm :=−4

(
2+

∫ +∞

0

h̃m(t )

t 3/2
dt

)
6= 0.

The implied constants depend on m only.



6 YUK-KAM LAU, EMMANUEL ROYER, AND JIE WU

Section 4.2 is devoted to its proof.
It is surprising that the asymptotic behavior of logB 2,z

(1
2 ,1;St,Symm

)
changes

dramatically according as the parity of m.
Acknowledgements. We began working on this paper during a visit of the first

author at Université Blaise Pascal Clermont-Ferrand 2 and continued during the
visits of the second and third authors at The University of Hong-Kong. This work
is supported by the PROCORE - France/Hong Kong Joint Research Scheme (F-
HK36/07T). The first author is also partially supported by the Hong Kong Gen-
eral Research Fund (HKU702308P). The second author is partially funded by the
ANR project “Modunombres”.

2. PRELIMINARY RESULTS

For every g ∈ SU(2), define λz,v
Symm (g ) by the expansion

D(X ,Symm , g )z =
+∞∑
v=0

λz,v
Symm (g )X v .

We have from [RW07, (46) and (36)],

λz,v
Symm (g ) =

mv∑
u=0

µz,v
Symm ,SymuχSymu (g )

with

(6) µz,v
Symm ,Symu =

∫
SU(2)

λz,v
Symm (g )χSymu (g )dg .

One should remark µz,v
Symm ,Symu = 0 for n > mv . Recall that {χSymm : m ∈ Z>0} is

explicitly defined by the generating series

(7)
∑

m>0
χSymm (g )T m = 1

(1−αT )(1−αT )
= D(T,St, g )

where α and α are the eigenvalues of g . It follows from the study of Cogdell &
Michel [CM04] (see also [RW07, eq. (38), (39) and (52)]) that

µz,0
Symm ,Symu = δ(u,0),(8)

µz,1
Symm ,Symu = zδ(u,m),(9)

|µz,v
Symm ,Symu |6

(
(m +1)|z|+ v −1

v

)
.(10)

2.1. Combinatorial results. The aim of this short section is to prove the two
following useful equalities:∑

u>0

τ(pu)

p(1+w)u

∑
v>0

u≡mv (mod 2)

τz (pv )

p(1+m/2+s)v
=C z

(
w, s;

1

p

)
,(11)

∑
u>0

τ(pu)

p(1/2+w)u

∑
v>0

µz,v
Symm ,Symu

p(1+s)v
= F z

(
w, s;

1

p

)
.(12)

Thanks to (10) and the binomial theorem, the series in (12) is absolutely conver-
gent for ℜs >−1/2 and ℜw >−1/2.
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Equality (11) follows directly from the following expressions:

∑
u>0

u odd

(u +1)X u = 2X

(1−X 2)2 ,
∑

u>0
u even

(u +1)X u = 1+X 2

(1−X 2)2

and ∑
v>0

v≡r (mod 2)

(
v + z −1

v

)
X v = (1−X )−z + (−1)r (1+X )−z

2

for any r ∈ {0,1}.
From (6) we deduce

∑
u>0

τ(pu)

p(1/2+w)u

∑
v>0

µz,v
Symm ,Symu

p(1+s)v
=

∫
SU(2)

D

(
1

p1+s ,Symm , g

)z ∑
u>1

(u +1)χSymu (g )

p(1/2+w)u
dg .

Let g ∈ SU(2) and let α,α be its eigenvalues. We use (7) to get∑
u>1

(u +1)χSymu (g )T u = d

dT

T

(1−αT )(1−αT )
= (1−T 2)D(T,St, g )2.

This gives (12).

2.2. Analytical results.

Lemma 2.1� Let m ≥ 1 and zm = (m +1)min{n ∈Z>0 : n> |z|}.
(a) For σ> 3/4 and r > 1/3, we have∏

p|N

∑
u>0

τ(pu)

pr u

∑
v>0

u≡mv (mod 2)

τ|z|(pv )

p(σ+m/2)v
6 ec[|z|+Sr (N )]

where

Sr (N ) =


1 if r > 1/2

log3(N ) if r = 1/2

(log N )1−2r /log2 N if r < 1/2

and the constant c > 0 does not depend on σ.
(b) For σ> 1 and r > 1/3 we have

∏
p-N

∑
u>0

τ(pu)

pr u

∑
v>0

|µz,v
Symm ,Symu |

pσv 6 exp(cσ(zm +3)) ,

where cσ > 0 is a constant depending on σ.
(c) For σ ∈ [3/4,1] and r ∈ [1/3,1] we have

∏
p-N

∑
u>0

τ(pu)

pr u

∑
v>0

|µz,v
Symm ,Symu |

pσv

6 exp

(
c(zm +3)

[
(zm +3)−1+1/σ−1

(1−σ) log(zm +3)
+ log2(zm +3)

])
where c > 0 is a constant not depending on σ.
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Proof. (a) Let

Am(p) = ∑
u>0

τ(pu)

pur

∑
v>0

u≡mv (mod 2)

τ|z|(pv )

p(σ+m/2)v
.

If m is even then by (2.1),

(13) Am(p) = ∑
u even

∑
v
=

(
1+ 1

p2r

)(
1− 1

p2r

)−2 (
1− 1

pσ+m/2

)−|z|
.

If m is odd, then we get

Am(p) = ∑
u even

∑
v even

+ ∑
u odd

∑
v odd
6

∑
u even

∑
v even

+ ∑
u even

∑
v odd
6

∑
u even

∑
v

.

In both cases, we are led to the bound in the right side of (13). Since σ+m/2 ≥
5/4 and r ≥ 1/3, this yields

∏
p|N

Am(p) ¿ exp

(
c

(
|z|+ ∑

p|N

1

p2r

))
6 exp(c[|z|+Sr (N )]) .

(b) The proof is similar to [RW07, Page 728]. We separate the product into two
parts according to pσ6 zm +3 or pσ > zm +3. Using (9) and (10), we have

(14)
∏

pσ>zm+3
6 exp

( ∑
pσ>zm+3

(
zm

pσ+r m + ∑
v>2

1

pσv

∑
u>0

τ(pu)

pr u |µz,v
Symm ,Symu |

))

and ∑
v>2
6

∑
u>0

u +1

pr u

∑
v>2

(
zm + v −1

v

)
1

pσv

with ∑
v>2

(
zm + v −1

v

)
1

pσv 6
zm(zm +1)

p2σ

∑
v>2

(
zm + v −1

v −2

)
1

pσ(v−2)

so that

(15)
∑

v>2
6

(
1− 1

pr

)−2 (
zm +1

pσ

)2 (
1− 1

pσ

)−zm−2

6 4

(
1− 1

21/3

)−2 (
zm +1

pσ

)2

since pσ > zm +3. Reporting (15) in (14) leads to∏
pσ>zm+3

6 exp
(
c(zm +3)1/σ)

.

Now we deal with pσ < zm +3. Using (8), (9) and (10), we have

∑
u>0

τ(pu)

pr u

∑
v>0

|µz,v
Symm ,Symu |

pσv 6 1+ zm

pσ
+ ∑

v>2

1

pσv

∑
u>0

τ(pu)

pr u

(
zm + v −1

v

)
.
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The right hand side, denoted by R, satisfies

R = 1+ zm

pσ
+ ∑

v>2

1

pσv

(
zm + v −1

v

)
+ ∑

v>2

1

pσv

∑
u>1

τ(pu)

pr u

(
zm + v −1

v

)

=
(
1− 1

pσ

)−zm

+ 1

pσ+r

∑
u>0

u +2

pr u

∑
v>1

(
zm + v

v +1

)
1

pσv

6
(
1− 1

pσ

)−zm

+ 2zm

pσ+r

(
1− 1

pr

)−2 ∑
v>1

(
zm + v

v

)
1

pσv

6
(
1− 1

pσ

)−zm

+ 2zm

pσ+r

(
1− 1

pr

)−2 (
1− 1

pσ

)−zm−1

6
(
1− 1

pσ

)−zm−1 (
1+ c

zm

pσ+r

)
(16)

for some absolute constant c > 0. Since σ and σ+ r are greater than 1 it follows
that ∏

pσ<zm+3
6 exp(cσ(zm +1)) .

(c) As for establishing (15) we have an absolute constant c such that∏
pσ>zm+3

6 exp

( ∑
pσ>zm+3

zm

pσ+r m + c
(zm +1)2

p2σ

)

6 exp

(
c

(zm +3)1/σ

log(zm +3)

)
.(17)

From (16) we have ∏
pσ<zm+3

6 exp

(
c(zm +1)

∑
pσ<zm+3

1

pσ
+ 1

pσ+r

)
and using ∑

p6y

1

pσ
¿ log2 y + y1−σ−1

(1−σ) log y

valid uniformly for 1/26σ6 1 and y > e2 [TW03, Lemma 3.2] we get

(18)
∏

pσ<zm+3
6 exp

(
c(zm +3)

[
(zm +3)(1−σ)/σ−1

(1−σ) log(zm +3)
+ log2(zm +3)

])
.

The result is a consequence of (17) and (18). �

3. EVALUATION OF THE MOMENTS

3.1. Moments in the all level case. We fix G any function which is holomorphic
and bounded in some sufficiently wide vertical strip |ℜs|¿ 1, even and normal-
ized by G(0) = 1. (Note G ′(0) = 0.)

Let z ∈C and x > 1. Define

(19) ωz
Symm f (x) =

+∞∑
n=1

λz
Symm f (n)

n
e−n/x

for all f ∈ H∗
k (N ). We prove the following lemma.
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Lemma 3.1� For all x, z and N we have

∑h

f ∈H∗
k (N )

L

(
1

2
, f

)2

ωz
Symm f (x) = 2

∑
q>1

τ(q)p
q

VN

( q

N

) ∑
n>1

e−n/x

n
τz (nN )

×
( ∏

p|n(N )

µ
z,vp (n)

Symm ,Symvp (q)

)
δ

(
q (N ) | n(N )m)�(nm

N qN )√
nm

N qN

+O(Err)

where

(20) VN (y) = 1

2iπ

∫
(2)
ζ(N )(1+2w)

(
γ∞(1/2+w)

γ∞(1/2)

)2 G(w)

w
y−w dw

and

Err = τ(N )2 log N log2 N

N 1/4
xm/4 (

log x
)zm+1 (zm +m +1)!.

Proof. Let L(s, f � f ) = L(s, f )2. This is an L-function in the sense of [IK04, §5.1].
In particular the gamma factor is γ∞(s)2, the sign of the functional equation is
1, the conductor is N 2 and the n-th Dirichlet coefficient is

λ f� f (n) = ∑
(q,r )∈Z2

>0

qr 2=n

1
(N )(r )λ f (q)τ(q).

Therefore we can apply [IK04, Theorem 5.3] to obtain

(21) L

(
1

2
, f

)2

= 2
∑

q>1

λ f (q)τ(q)
p

q
VN

( q

N

)
where

VN (y) =∑
r

1
(N )(r )

r

∫
(3)

(yr 2)−uG(u)

(
γ∞(1/2+u)

γ∞(1/2)

)2 du

u

=
∫

(3)
y−uζ(N )(1+2u)G(u)

(
γ∞(1/2+u)

γ∞(1/2)

)2 du

u
.

We have to evaluate
T = ∑h

f ∈H∗
k (N )

λ f (q)λz
Symm f (n).

Similarly to [RW07, Lemma 12] we have

T = τz (nN )√
nm

N qN

�(nm
N qN )δ

(
q (N ) | n(N )m) ∏

p|q (N )

µ
z,vp (n)

Symm ,Symvp (q)(22)

+O

(
τ(N )2 log2 N

N
nm/4q1/4τ(q) log(N nq)τ(m+1)|z|(n)

)
.

From (19), (21) and (22) we deduce∑h

f ∈H∗
k (N )

L

(
1

2
, f

)2

ωz
Symm f (x) = P +E

where P is the announced principal term and

(23) E = τ(N )2 log2 N

N

∑
q

τ(q)2

q1/4
log(N q)VN

( q

N

)∑
n

τ(m+1)|z|(n) logn

n1−m/4
e−n/x .
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We proved in [RW07, Proof of Lemma 16] that the summation over n is

(24)
∑
n
¿ xm/4(log x)zm+1(zm +m +1)!.

Moreover, by (20) and since

∑
q

τ(q)2 log(N q)

q s =
[

log(N )− d

ds

]
ζ4(s)

ζ(2s)

we get, after having moved the integration line in VN from (2) to (7/10) and
crossed a pole at w = 3/4 the majoration

(25)
∑
q

τ(q)2 log(N q)

q1/4
VN

( q

N

)
¿ N 3/4 log N .

The announced error term is a consequence of (23) with (24) and (25). �

We study the principal term exhibited in Lemma 3.1 in the following lemma.

Lemma 3.2� For any squarefree integer N , any z ∈C and any x ∈R such that

1

100m
log N 6 log x 6

1

12
log N

we have

∑
q>1

τ(q)p
q

VN

( q

N

) ∑
n>1

e−n/x

n
τz (nN )

( ∏
p|n(N )

µ
z,vp (n)

Symm ,Symvp (q)

)
δ

(
q (N ) |n(N )m)�(nm

N qN )√
nm

N qN

= ϕ(N )

N
A2,z

(
1

2
,1;St,Symm ; N

)(
1

2
log N +γ+ γ′∞

γ∞

(
1

2

)
+ ∑

p|N

log p

p −1

)

+ 1

2
B 2,z

(
1

2
,1;St,Symm ; N

)
+O(Err)

where

Err = exp

(
c

[
log2 N − log N

log(zm +3)
+ (zm +3)log(zm +3)

])
.

Proof. We write Σ for the sum to be evaluated:
(26)

Σ= 1

(2iπ)2

∫
(1)

∫
(1)

N wζ(N )(1+2w)

(
γ∞(1/2+w)

γ∞(1/2)

)2

H z
N (w, s)G(w)

dw

w
Γ(s)xs ds

with

H z
N (w, s) =∑

q

τ(q)

q w+1/2q1/2
N

∑
n

τz (nN )

ns+1nm/2
N

δ
(
q (N ) |n(N )m)

�(nm
N qN )

∏
p|q (N )

µ
z,vp (n)

Symm ,Symvp (q) .
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Writing a = n(N ), b = nN , c = q (N ) and d = qN we have H z
N (w, s) = AB where

A = ∑
b|N∞

τz (b)

b1+m/2+s

∑
d |N∞

τ(d)

d w+1 �(dbm)

= ∏
p|N

∑
u>0

τ(pu)

pu(w+1)

∑
v>0

u≡mv (mod 2)

τz (pv )

p(s+1+m/2)v

=C z
(

w, s;
1

p

)
by (11) and

B = ∑
(a,N )=1

1

as+1

∑
c|am

τ(c)

cw+1/2

∏
p|c
µ

z,vp (a)

Symm ,Symvp (c)

= ∏
p-N

∑
u>0

τ(pu)

p(1/2+w)u

∑
v>0

µz,v
Symm ,Symu

p(1+s)v

= F z
(

w, s;
1

p

)
by (12). (Recall that µz,v

Symm ,Symu vanishes when u > mv .)

In (26) we shift the w-contour to ℜw =−1/6 encountering a simple pole at 0
and obtain

(27) Σ= P + 1

2iπ

∫
(1)
Σ−(s)Γ(s)xs ds

with

P = ϕ(N )

N

1

2iπ

∫
(1)

[(
1

2
log N +γ+ ∑

p|N

log p

p −1
+ γ′∞(1/2)

γ∞(1/2)

)
H z

N (0, s)

+ 1

2

∂

∂w |(0,s)
H z

N (w, s)

]
Γ(s)xs ds.

We bound |Σ−| as follows. We use lemma 2.1 choosing σ = 2 and r = 5/6 in (a),
r = 1/3 in (b) to get

|Σ−(s)|¿ N−1/6 exp

[
c

(
(log N )1/3

log2 N
+ zm

)]
hence

Σ= P +O

{
xN−1/6 exp

[
c

(
(log N )1/3

log2 N
+ zm

)]}
.

We now treat the integral in the defining expression for P . For this, we replace
the segment [1 − i log2 x,1 + i log2 x] by the union of the three segments [1 −
i log2 x,−σ− i log2 x], [−σ− i log2 x,−σ+ i log2 x], [−σ+ i log2 x,1+ i log2 x] with
σ= 1/log(|z|+3). We shall show that the residue Res of the pole of Γ at 0 provides
the main contribution whereas the integral on the new contour enters the error
term.

We write

(28) P −Res = A0 + A1 + A2 +B0 +B1 +B2
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where

Res = ϕ(N )

N

(
log N

2
+γ+ ∑

p|N

log p

p −1
+ γ′∞
γ∞

(
1

2

))
H z

N (0,0)+ ϕ(N )

2N

∂

∂w |(0,0)
H z

N (w, s),

A0 = ϕ(N )

N

(
log N

2
+γ+ ∑

p|N

log p

p −1
+ γ′∞
γ∞

(
1

2

))
1

2iπ

∫ 1±i∞

1±i log2 x
H z

N (0, s)Γ(s)xs ds,

B0 = ϕ(N )

2N

1

2iπ

∫ 1±i∞

1±i log2 x

∂

∂w |(0,s)
H z

N (w, s)Γ(s)xs ds,

and A1 (resp. B1) has the same integrand as A0 (resp. B0) but the contour is
[1− i log2 x,−σ− i log2 x] and A2 (resp. B2) has the same integrand as A0 (resp.
B0) but the contour is [−σ− i log2 x,−σ+ i log2 x].

From lemma 2.1 (a) and (b) and Stirling formula [IK04, (5.113)] we have

(29) A0 ¿ ϕ(N ) log N

N
e− log2 x+c(zm+3).

From lemma 2.1 (a) and (c) and Stirling formula we have

(30) A1 ¿ ϕ(N ) log N

N
e− log2 x+c(zm+3)log2(zm+3).

and

(31) A2 ¿ ϕ(N ) log N

N
exp

(
− log x

log(zm +3)

)
ec(zm+3)log2(zm+3).

The contribution of B0, B1 and B2 are easily seen to be dominated by the ones of
A0, A1 and A2 thanks to Cauchy integral formula. Reporting (29), (30) and (31)
in (28) and the result in (27) we obtain that Σ is the announced principal term
(the residue Res) up to an error term

¿ exp

(
c

(
− log N

log(zm +3)
+ (zm +3)log(zm +3)+ log2 N

))
.

This completes the proof. �

We have now the ingredients to prove theorem A. As in [RW07, pages 743] we
have

(32)
∑h

f ∈H∗
k (N )

L

(
1

2
, f

)2

L(1,Symm f )z = ∑h

f ∈H∗
k (N )

L

(
1

2
, f

)2

ωz
Symm f (x)+O(Err)

where

Err = x−1/log2 N eD|z| log3 N log4 N +eD|z| log2 N− 1
2 log2 N +N−1/4 logD|z| N

¿ exp

(
D|z| log2 N −α log N

log2 N

)
by setting x = Nα. We have also used∑h

f ∈H∗
k (N )

L

(
1

2
, f

)2

¿ log N

which follows from (21) and Petersson trace formula [ILS00, Corollary 2.10] or
[RW07, Lemma 10].
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Reporting lemma 3.2, 3.1 in (32) and assuming

|z|6 ε log N

log2 N log3 N

for ε> 0 small enough (regarding to α) we obtain the theorem.

3.2. Moments for levels without small prime factors. Corollary B is a conse-
quence of the following lemma.

Lemma 3.3� We have
ϕ(N )

N
A2,z

(
1

2
,1;St,Symm , N

)
= A2,z

(
1

2
,1;St,Symm

)
[1+om(1)]

and
ϕ(N )

N
B 2,z

(
1

2
,1;St,Symm , N

)
= B 2,z

(
1

2
,1;St,Symm

)
[1+om(1)]

+ A2,z
(

1

2
,1;St,Symm

)
om(1)

uniformly for

(33)


N ∈N

(
log2)

|z|¿m
log N

log2 N log3 N
.

Proof. To prove the first equality, we write

(34)
ϕ(N )

N
A2,z

(
1

2
,1;St,Symm , N

)
= A2,z

(
1

2
,1;St,Symm

)
E1(N )

E2(N )

with

E1(N ) = ∏
p|N

C z
(
0,0;

1

p

)
,

E2(N ) = ∏
p|N

∫
SU(2)

D(p−1/2,St, g )2D(p−1,Symm , g )z dg .

First, we deal with E1(N ). For m even we have

E1(N ) =
(
1+O

(
ω(N )

P−(N )2

))(
1+O

(
(|z|+1)ω(N )

P−(N )1+m/2

))
= 1+O

(
(|z|+1)ω(N )

P−(N )min(2,1+m/2)

)
as soon as the function inside the error term is bounded. If m is odd then

C z
(
0,0;

1

p

)
= 1

2

(
1+ 2

p
+O

(
1

p2

))(
1+ z

p1+m/2
+O

(
(|z|+1)2

p2+m

))
+ 1

2

(
1− 2

p
+O

(
1

p2

))(
1− z

p1+m/2
+O

(
(|z|+1)2

p2+m

))
= 1+O

(
(|z|+1)2

p2+m/2

)
so that

(35) E1(N ) = 1+O

(
(|z|+1)2ω(N )

P−(N )2+m/2

)
.
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From (35) we deduce that

(36) E1(N ) = 1+om(1)

if N and z satisfy (33).
To study E2(N ) we define

e(z, p) =
∫

SU(2)
D(p−1/2,St, g )2D(p−1,Symm , g )z dg

=
+∞∑
ν1=0

p−ν1
+∞∑
ν2=0

p−ν2/2
min(mν1,ν2)∑

u=0
µ

z,ν1

Symm ,Symuµ
2,ν2

St,Symu(37)

by orthogonality. Using (8) and (9) we compute the contribution of ν1 = 1 and
ν2 = 2 to (37) and with (10) we obtain

|e(z, p)−1|6
+∞∑
ν2=2

(
3+ν2

ν2

)
1

pν2/2
+ |z|

p

+∞∑
ν2=m

(
3+ν2

ν2

)
1

pν2/2

+
+∞∑
ν1=2

(
(m +1)|z|+ν1 −1

ν1

)
1

pν1

+∞∑
ν2=0

(
3+ν2

ν2

)
1

pν2/2

¿m
1

p
+ |z|

p1+m/2
+ |z|(|z|+1)

p2 .

It follows that

(38) E2(N ) = 1+O

(
ω(N )

P−(N )

(
1+ |z|

P−(N )m/2
+ (|z|+1)2

P−(N )

))
= 1+om(1)

if N and z satisfy (33). The first result of the lemma follows from (34), (36) and
(38).

We consider now B 2,z
(1

2 ,1;St,Symm , N
)
. We begin in considering

F z
N (w,0) =

 ∏
p∈P
p-N

F z
(

w,0;
1

p

) ∏
p∈P
p|N

C z
(

w,0;
1

p

)
with enough uniformity in some fixed neighbourhood of w to be authorized to
apply Cauchy integral formula. We write F z

N (w,0) = F z
1 (w,0)QN (w) with

QN (w) =Q(1)
N (w)/Q(2)

N (w)

and

Q(1)
N (w) = ∏

p|N
C z

(
w,0,

1

p

)
, Q(2)

N (w) = ∏
p|N

F z
(

w,0,
1

p

)
.

As for E1(N ) and E2(N ) we compute

Q(1)
N (w) = 1+Oε

(
ω(N )

P−(N )1−ε

(
1+ |z|

P−(N )m/2+ε

))
(39)

and
N

ϕ(N )
Q(2)

N (w) = 1+Oε

(
ω(N )

P−(N )1−2ε

(
1+ |z|

P−(N )1/2+ε +
(|z|+1)2

P−(N )1+2ε

))
(40)

the constant implied by the error term being independant of w such that ℜw >
−ε. It follows in particular that

(41) QN (0) = 1+om(1)
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if N and z satisfy (33). Denote C (0,ε) the circle of centre 0 and radius ε. We have

(42)
d

dw |w=0
F z

N (w,0) = d

dw |w=0
F z

1 (w,0)QN (0)+F z
1 (0,0) · 1

2iπ

∫
C (0,ε)

QN (w)
dw

w2

and from the uniformity in w in (39) and (40) we deduce

(43)
1

2iπ

∫
C (0,ε)

QN (w)
dw

w2 = o(1).

Reporting (41) and (43) in (42) we obtain the second result of the lemma. �

4. BEHAVIOR FOR THE ASYMPTOTIC REAL MOMENTS

4.1. Behavior of the main term. The aim of this section is to prove Theorem C.
In fact we shall establish a more general result (see Proposition 4.1 below). Write

(44) Dm(θ, t ) := D(t ,Symm , g ) =
m∏

j=0

(
1−ei(m−2 j )θt

)−1
,

and

F `,z
m (w, s; t ) := (

1− t 1+2w ) `(`−1)
2

2

π

∫ π

0
D1

(
θ, t 1/2+w )`

Dm
(
θ, t 1+s)z

sin2θdθ.

so that

F z (w, s; t ) = F 2,z
m (w, s; t ) .

Proposition 4.1� Let J > 1, ` > 0 and m > 1 be three fixed integers. Then we
have∑
p6y

logF `,z
m

(
0,0;

1

p

)
= z

{
(m +1)log2 z + (m +1)γ+

J∑
j=1

a j

(log z) j
+O

(
1

(log z)J+1

)}

uniformly for y > z3/2> 10, where γ is the Euler constant and a j is defined as in
Theorem C.

Since

A2,z
(

1

2
,1;St,Symm

)
= ∏

p∈P

F 2,z
m

(
0,0;

1

p

)
,

Theorem C is an immediate consequence of Proposition 4.1 by taking `= 2 and
making y →+∞.

In order to prove this proposition, we first establish some preliminary lem-
mas.

Lemma 4.2� Let gm(t ) and g̃m(t ) be defined as in (2) and (3). Then

g̃m(t ) ¿
{

t 2 if 06 t < 1,

log(2t ) if t > 1,

and

g̃ ′
m(t ) ¿

{
t if 06 t < 1,

t−1 if t > 1.
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Proof. When t > 0, we can write

et Xm (2cosθ) =
∞∑

n=0

1

n!

(
t sin((m +1)θ)

sinθ

)n

.

From this we deduce, for 06 t < 1,

g̃m(t ) = log

(
1+

∞∑
n=2

t n

n!

2

π

∫ π

0

(
sin((m +1)θ)

sinθ

)n

sin2θdθ

)
= log

(
1+ t 2 +O

(
t 3))³ t 2

and

g̃ ′
m(t ) ³ t .

Let Cm be the maximum of 2X ′
m(x) in [−2,2]. Then, since Xm(2) = m +1, we

have
06m +1−Xm(2cosθ)6Cm(1−cosθ)

for every θ ∈ [0,π]. Thus for t > 1, we have by (3) and (5),

g̃ ′
m(t ) =−

∫ π

0
et Xm (2cosθ)(m +1−Xm(2cosθ))sin2θdθ∫ π

0
et Xm (2cosθ) sin2θdθ

¿m |h̃m(t )|.

Now (54) of Lemma 4.6 below implies g̃ ′
m(t ) ¿ t−1 for t > 1. From this we im-

mediately deduce g̃m(t ) ¿ log(2t ) for t > 1. �

Lemma 4.3� Let m> 1 be a fixed integer. Then we have

(45)
∫ π

0
et Xm (2cosθ) cosθ sin2θdθ¿ t

∫ π

0
et Xm (2cosθ) sin2θdθ

and

(46)
2

π

∫ π

0
et Xm (2cosθ) cos2θ sin2θdθ =

{
1

4
+O (t )

}
2

π

∫ π

0
et Xm (2cosθ) sin2θdθ

uniformly for t > 0. The implied constants depend on m only.

Proof. First we note that these estimates are trivial for t > 1, so we suppose that
06 t 6 1. In view of the following relations:

2

π

∫ π

0
cosn θ sin2θdθ =


0 if n is odd

1 if n = 0

2
(2r −1)!!

(2r +2)!!
if n = 2r

(with n!! := n · (n −2) · · ·) and et Xm (2cosθ) = 1+O (t ) , it follows that∫ π

0
et Xm (2cosθ) cosθ sin2θdθ¿ t

∫ π

0
|cosθ|sin2θdθ

¿ t
∫ π

0
et Xm (2cosθ) sin2θdθ.

Similarly

2

π

∫ π

0
et Xm (2cosθ) cos2θ sin2θdθ = 1

4
+O (t )

which implies (46). �
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Lemma 4.4� Let `> 0 and m > 1 be two fixed integers. Suppose z ≥ 4 is real.
Then we have

(47) logF `,z
m

(
0,0;

1

p

)
=−(m +1)z log

(
1− 1

p

)
+O

(
log z

)
uniformly for 26 p 6

p
z; and

(48) logF `,z
m

(
0,0;

1

p

)
= gm

(
z

p

)
+O

(
z

p3/2

)
uniformly for p >

p
z > 2. The implied constants depend on ` and m only.

Proof. We have

m∏
j=0

(
1− ei(m−2 j )θ

p

)
=

m+1∑
ν=0

(−1)ν

pν

∑
06 j1<···< jν6m

ei(νm−2 j1−···−2 jν)θ.

Since the left-hand side is real and∑
06 j1<···< jν6m

ei(νm−2 j1−···−2 jν)θ = 1 (ν= 0,m +1),

it follows that, with notation jν = ( j1, . . . , jν) and `m
jν
= νm −2 j1 −·· ·−2 jν,

m∏
j=0

(
1− ei(m−2 j )θ

p

)
=

m+1∑
ν=0

(−1)ν

pν

∑
06 j1<···< jν6m

cos
(
`m

jν
θ
)

=
(
1− 1

p

)m+1

+
m∑
ν=1

(−1)ν−1

pν

∑
06 j1<···< jν6m

{
1−cos

(
`m

jν
θ
)}

=
(
1− 1

p

)m+1

+
m∑
ν=1

(−1)ν−1

pν

∑
06 j1<···< jν6m

2sin2
(
`m

jν
θ/2

)
.

Introducing the notation

D̃m
(
θ, p−1) := 1+

(
1− 1

p

)−(m+1) m∑
ν=1

(−1)ν−1

pν

∑
06 j1<···< jν6m

2sin2
(
`m

jν
θ/2

)
,

we can write

m∏
j=0

(
1− ei(m−2 j )θ

p

)
=

(
1− 1

p

)m+1

D̃m
(
θ, p−1)

and

F `,z
m

(
0,0;

1

p

)
=

(
1− 1

p

)−(m+1)z+`(`−1)/2

F̌ `,z
m (p)

with

F̌ `,z
m (p) := 2

π

∫ π

0
D1

(
θ, p−1/2)` D̃m

(
θ, p−1)−z

sin2θdθ.
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Observing the nonnegativity of the integrand, we infer that for some suitably
small positive constant δ,

F̌ `,z
m (p)>

2

π

(
1− 1p

2

)2` ∫ δ
p

p/z

0

(
1+ cmθ

2

p

)−z

θ2 dθ

À
∫ δ

p
p/z

0

(
1+ cmδ

2

z

)−z

θ2 dθ

À
(
1+ cmδ

2

z

)−z ( p

z

)3/2

Àm

( p

z

)3/2

for p 6 z. On the other hand, it is obvious that∣∣∣D̃m
(
θ, p−1)−1

∣∣∣6 1 and F̌ `,z
m (p) ¿ 1

uniformly for p 6
p

z. By combining these estimates, we find that

logF `,z
m

(
0,0;

1

p

)
= log

(
1− 1

p

)−(m+1)z+`(`−1)/2

+ log F̌ `,z
m (p)

= (m +1)z log

(
1− 1

p

)−1

+O
(
log z

)
for p 6

p
z.

Next we prove (48). In view of (44) and (9), it is easy to see that

(49) Dm
(
θ, p−1)z = e(z/p)Xm (2cosθ)

{
1+O

(
z

p2

)} (
p >

p
z
)

,

where the implied constant depends on m at most. Thus for p >
p

z, we can
write

F `,z
m

(
0,0;

1

p

)
=

{
1+O

(
z

p2

)}(
1− 1

p

)`(`−1)/2

F̃ `,z
m (p)

with

F̃ `,z
m (p) := 2

π

∫ π

0
D1

(
θ, p−1/2)` e(z/p)Xm (2cosθ) sin2θdθ.

Since

(50) D1
(
θ, p−1/2)` = 1+ 2`cosθ

p1/2
+ 2(`+1)`cos2θ−`

p
+O

(
1

p3/2

)
where the implied constant depends on ` at most, (45) and (46) of Lemma 4.3
allow us to deduce that

F̃ `,z
m (p) =

{
1+ `(`−1)

2p
+O

(
z

p3/2

)}
2

π

∫ π

0
e(z/p)Xm (2cosθ) sin2θdθ.

Inserting it into the preceding relation, we easily obtain (48). �

Now we are ready to prove Proposition 4.1. From (47) and (48), we deduce
that for y ≥ z3/2,∑

p6y
logF `,z

m

(
0,0;

1

p

)
= (m +1)z

∑
p6

p
z

log

(
1− 1

p

)−1

+ ∑
p

z<p6y

gm

(
z

p

)
+O

(
z3/4

log z

)
.
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In view of (2), (3) and the following estimate∑
p

z<p6z

{
(m +1)z log

[(
1− 1

p

)−1]
− (m +1)

z

p

}
¿

p
z

log z
,

the last asymptotic formula can be written as

(51)
∑

p6y
logF `,z

m

(
0,0;

1

p

)

= (m +1)z
∑

p6z
log

(
1− 1

p

)−1

+ ∑
p

z<p6y

g̃m

(
z

p

)
+O

(
z3/4

log z

)
.

By the prime number theorem, it follows that

(52)
∑

p
z<p6y

g̃m

(
z

p

)
=

∫ y

p
z

g̃m

( z

u

)
d

∑
p6u

1 =
∫ y

p
z

g̃m(z/u)

logu
du +R1,

where

R1 :=
∫ y

p
z

g̃m

( z

u

)
dO

(
ue−2

p
logu

)
.

In view of Lemma 4.2, a simple partial integration gives us

R1 ¿ ze−
p

log z .

In order to evaluate the last integral of (52), we use the change of variables t =
z/u to write ∫ y

p
z

g̃m(z/u)

logu
du = z

∫ p
z

z/y

g̃m(t )

t 2 log(z/t )
dt

= z
∫ p

z

1/
p

z

g̃m(t )

t 2 log(z/t )
dt +O (R2)

where

R2 := z
∫ 1/

p
z

z/y

∣∣g̃m(t )
∣∣

t 2 log(z/t )
dt ¿ z1/2

log z

by using Lemma 4.2. On the other hand, we have∫ p
z

1/
p

z

g̃m(t )

t 2 log(z/t )
dt = 1

log z

∫ p
z

1/
p

z

g̃m(t )

t 2(1− (log t )/ log z)
dt

=
J∑

j=1

1

(log z) j

∫ p
z

1/
p

z

g̃m(t )

t 2 (log t ) j−1 dt +O J

(
1

(log z)J+1

)
.

Extending the interval of integration [1/
p

z,
p

z] to (0,∞) and bounding the con-
tributions of (0,1/

p
z] and [

p
z,∞) by using Lemma 4.2, we have∫ p

z

1/
p

z

g̃m(t )

t 2 (log t ) j−1 dt = a j +O

(
(log z) j

p
z

)
.

Combining these estimates, we find that

(53)
∑

p
z<p6y

g̃m

(
z

p

)
= z

{
J∑

j=1

a j

(log z) j
+O J

(
1

(log z)J+1

)}
.
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Now the desired result follows from (51), (53) and the prime number theorem in
the form ∑

p6z
log

(
1− 1

p

)−1

= log2 z +γ+O
(
e−2

p
log z

)
.

This completes the proof.

4.2. Behavior of the constant term. The aim of this section is to prove Theo-
rem D. We shall prove a slightly more general result, i.e. Proposition 4.5. Clearly
Theorem D is its simple consequence with the choice of `= 2.

Let `> 0 and m> 1 be two fixed integers. Define

Bm(w) = Bm(w, z, p) := 2

π

∫ π

0
D1

(
θ, p−(1/2+w))`Dm

(
θ, p−1)z

sin2θdθ

so that

F `,z
m

(
w,0; p−1)= (

1−p−(1+2w))`(`−1)/2
Bm(w).

Proposition 4.5� Let `> 0. We have∑
p6y

d

dw |w=0
logF `,z

m

(
w,0;

1

p

)
¿ log z

uniformly for y > z > 10 if m is even; and∑
p6y

d

dw |w=0
logF `,z

m

(
w,0;

1

p

)
=p

z
{

b`,m +O
(
e−

p
log z

)}
uniformly for y > ze2

p
log z > 10 if m is odd, where

b`,m :=−2`

(
2+

∫ +∞

0

h̃m(t )

t 3/2
dt

)
.

The implied constant depends on ` and m only.

We need preliminary lemmas.

Lemma 4.6� Let hm(t ) and h̃m(t ) be defined as in (4) and (5). Then

(54) h̃m(t ) ¿
{

t if 06 t < 1,

t−1 if t > 1,
h̃′

m(t ) ¿
{

1 if 06 t < 1,

t−1 if t > 1.

Further if m is even, then

(55) hm(t ) = 0 (t > 0).

Proof. Equation (55) follows from

hm(t ) =
∫ π/2

−π/2
et Xm (2cosθ) cosθ sin2θdθ (m even)

by parity. The estimates of (54) with 0 6 t 6 1 are equivalent to (45). Next we
prove h̃m(t ) ¿ t−1 for t > 1, i.e.

(56)

∫ π

0
et Xm (2cosθ)(1−cosθ)sin2θdθ∫ π

0
et Xm (2cosθ) sin2θdθ

¿ 1

t
.
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From the power series expansion, we have

Xm(2cosθ) = (m +1)− m(m +1)(m +2)

6
θ2 +Om

(
θ4) ,

and hence there exists δ= δm ∈ (0,π/(3(m +1))) such that for all 06 θ6 δ,

(57) (m +1)− (m +2)3

6
θ2 < Xm(2cosθ) < (m +1)− 1

6
θ2.

Since θ 7→ Xm(2cosθ) is continuous on the compact [δ,2] where its values are
strictly less than m +1, there exists αm ∈ (0,m +1) such that

(58) |Xm(2cosθ)|6αm (δ6 θ6π/2).

We give a lower bound to the denominator of the fraction in (56). As the inte-
grand is nonnegative, we infer from (57) that∫ π

0
et Xm (2cosθ) sin2θdθ>

∫ δ

0
et Xm (2cosθ) sin2θdθ

À e(m+1)t
∫ δ

0
e−cm tθ2

θ2 dθÀm
e(m+1)t

t 3/2
(59)

where the implied constant in Àm depends on m only. For the numerator in the
left-hand side of (56), we write∫ π

0
et Xm (2cosθ)(1−cosθ)sin2θdθ =

∫ π/2

0
et Xm (2cosθ)(1−cosθ)sin2θdθ

+
∫ π/2

0
e−t Xm (2cosθ)(1+cosθ)sin2θdθ.

Since Xm(2cosθ)> 0 for θ ∈ [0,π/(2(m +1))], we deduce with (58) that∫ π/2

0
e−t Xm (2cosθ)(1+cosθ)sin2θdθ¿

∫ π/(2(m+1))

0
dθ+

∫ π/2

π/(2(m+1))
etαm dθ

¿ eαm t ,

which is negligible in comparison with (59). Splitting at θ = δ and applying (57)
and (58), we have∫ π/2

0
et Xm (2cosθ)(1−cosθ)sin2θdθ¿ e(m+1)t

∫ δ

0
e−

1
6 tθ2

θ4 dθ+
∫ π/2

δ
eαm t dθ

¿ t−5/2e(m+1)t +eαm t .

The desired estimate in (56) follows with (59) and the fact αm < m +1.
A direct differentiation shows that

h̃′
m(t ) =

∫ π

0
et Xm (2cosθ)Xm(2cosθ)sin2θdθ

∫ π

0
et Xm (2cosθ)(1−cosθ)sin2θdθ(∫ π

0
et Xm (2cosθ) sin2θdθ

)2

−

∫ π

0
et Xm (2cosθ)Xm(2cosθ)(1−cosθ)sin2θdθ∫ π

0
et Xm (2cosθ) sin2θdθ

(t > 1).
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Using the nonnegativity, we see that∫ π

0
et Xm (2cosθ)Xm(2cosθ)sin2θdθ¿

∫ π

0
et Xm (2cosθ) sin2θdθ,

and∫ π

0
et Xm (2cosθ)Xm(2cosθ)(1−cosθ)sin2θdθ

¿
∫ π

0
et Xm (2cosθ)(1−cosθ)sin2θdθ.

Therefore (56) implies h̃′
m(t ) ¿ t−1 for t > 1. �

Lemma 4.7� Let `> 0 and m> 1 be two fixed integers. Then we have

(60)
B ′

m(0)

Bm(0)
¿ log p

p1/2

uniformly for all p and z > 1; and

(61)
B ′

m(0)

Bm(0)
=−2`

log p

p1/2
hm

(
z

p

)
−`(`−1)

log p

p
+O

(
log p

p3/2
+ z log p

p2

)
uniformly for p > z2/3. The implied constants depend on ` and m only.

Proof. We have

(62) B ′
m(0) =

−2`
2

π

∫ π

0
D1

(
θ, p−1/2)`+1

(
cosθ

p1/2
− 1

p

)
(log p)Dm

(
θ, p−1)z

sin2θdθ

hence

B ′
m(0) ¿ log p

p1/2

∫ π

0
Dm

(
θ, p−1)z

sin2θdθ.

This implies (60), since

Bm(0) =
{

1+O

(
1

p1/2

)}
2

π

∫ π

0
Dm

(
θ, p−1)z

sin2θdθ.

In view of (50), it follows that

(63) D1
(
θ, p−1/2)`+1

(
cosθ

p1/2
− 1

p

)
= cosθ

p1/2
+ 2(`+1)cos2θ−1

p
+O

(
1

p3/2

)
.

By using it, (49) and (46) of Lemma 4.3, we can deduce, for p >
p

z,

B ′
m(0) =−2`

log p

p1/2

2

π

∫ π

0
e(z/p)Xm (2cosθ) cosθ sin2θdθ

−
{
`(`−1)

log p

p
+O

(
log p

p3/2
+ z log p

p2

)}
2

π

∫ π

0
e(z/p)Xm (2cosθ) sin2θdθ.

Under the same condition, thanks to (49) and (45), we have

Bm(0) =
{

1+O

(
1

p
+ z

p3/2

)}
2

π

∫ π

0
e(z/p)Xm (2cosθ) sin2θdθ.

Combining these, we obtain (61). �
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Lemma 4.8� Let `> 0 and m ≡ 0(mod2) be two fixed integers. Then we have

(64)
B ′

m(0)

Bm(0)
¿ log p

p

uniformly for all p and z > 1, and

(65)
B ′

m(0)

Bm(0)
=−`(`−1)

log p

p
+O

(
log p

p3/2
+ z log p

p2

)
uniformly for p > z2/3. The implied constants depend on ` and m only.

Proof. Equation (64) follows from (62) and (63) since, by parity consideration we
have ∫ π

0
(cosθ)Dm

(
θ, p−1)z

sin2θdθ = 0.

Equation (65) is an immediate consequence of (61) since hm(t ) = 0 when m is
even. �

Now we are ready to prove Proposition 4.5. If m is even, we apply Lemma 4.8
to ∑

p6y

d

dw |w=0
logF `,z

m

(
w,0;

1

p

)
= ∑

p6y
`(`−1)

log p

p −1
+ ∑

p6y

B ′
m(0)

Bm(0)

and obtain∑
p6y

d

dw |w=0
logF `,z

m

(
w,0;

1

p

)
= ∑

p6z
`(`−1)

log p

p −1
+ ∑

p6z

B ′
m(0)

Bm(0)

+ ∑
z<p6y

{
`(`−1)

(
log p

p −1
− log p

p

)
+O

(
log p

p3/2
+ z log p

p2

)}
¿ log z.

When m is odd, by using (60) of Lemma 4.7 for p 6 z2/3 and (61) for z2/3 <
p 6 y , we obtain∑

p6y

d

dw |w=0
logF `,z

m

(
w,0;

1

p

)
=−2`

∑
z2/3<p6y

log p

p1/2
hm

(
z

p

)
+O

(
z1/3 log z

)
so that

(66)
∑

p6y

d

dw |w=0
logF `,z

m

(
w,0;

1

p

)
=

−2`

{ ∑
p6z

log p

p1/2
+ ∑

z2/3<p6y

log p

p1/2
h̃m

(
z

p

)}
+O

(
z1/3 log z

)
.

By using the prime number theorem, it follows by integration by parts that∑
z2/3<p6y

log p

p1/2
h̃m

(
z

p

)
=

∫ y

z2/3

h̃m(z/u)

u1/2
du +O

(p
ze−

p
log z

)

=p
z
∫ +∞

0

h̃m(t )

t 3/2
dt +O

(p
ze−

p
log z

)
with the help of Lemma 4.6, provided y > ze2

p
log z . Combining these yields

(67)
∑

z2/3<p6y

log p

p1/2
h̃m

(
z

p

)
=p

z
∫ +∞

0

h̃m(t )

t 3/2
dt +O

(p
ze−

p
log z

)
.
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Now the required result is a simple consequence of (66) and(67) and the prime
number theorem.

REFERENCES

[CM04] J. Cogdell and P. Michel, On the complex moments of symmetric power L-functions at
s = 1, Int. Math. Res. Not. (2004), no. 31, 1561–1617. MR MR2035301 (2005f:11094)

[GJ78] Stephen Gelbart and Hervé Jacquet, A relation between automorphic representations of
GL(2) and GL(3), Ann. Sci. École Norm. Sup. (4) 11 (1978), no. 4, 471–542. MR MR533066
(81e:10025)

[IK04] Henryk Iwaniec and Emmanuel Kowalski, Analytic number theory, American Mathemat-
ical Society Colloquium Publications, vol. 53, American Mathematical Society, Provi-
dence, RI, 2004. MR MR2061214 (2005h:11005)

[ILS00] Henryk Iwaniec, Wenzhi Luo, and Peter Sarnak, Low lying zeros of families of L-functions,
Inst. Hautes Études Sci. Publ. Math. (2000), no. 91, 55–131 (2001). MR MR1828743
(2002h:11081)

[Kim03] Henry H. Kim, Functoriality for the exterior square of GL4 and the symmetric fourth
of GL2, J. Amer. Math. Soc. 16 (2003), no. 1, 139–183 (electronic), With appendix 1
by Dinakar Ramakrishnan and appendix 2 by Kim and Peter Sarnak. MR MR1937203
(2003k:11083)

[KS02] Henry H. Kim and Freydoon Shahidi, Cuspidality of symmetric powers with applications,
Duke Math. J. 112 (2002), no. 1, 177–197. MR MR1890650 (2003a:11057)

[RW07] Emmanuel Royer and Jie Wu, Special values of symmetric power L-functions and Hecke
eigenvalues, J. Théor. Nombres Bordeaux 19 (2007), no. 3, 703–753. MR MR2388795

[TW03] Gérald Tenenbaum and Jie Wu, Moyennes de certaines fonctions multiplicatives sur
les entiers friables, J. Reine Angew. Math. 564 (2003), 119–166. MR MR2021037
(2004m:11151)

YUK-KAM LAU, DEPARTMENT OF MATHEMATICS, THE UNIVERSITY OF HONG KONG, POKFULAM

ROAD, HONG KONG

E-mail address: yklau@maths.hku.hk

EMMANUEL ROYER, CLERMONT UNIVERSITÉ, UNIVERSITÉ BLAISE PASCAL, LABORATOIRE DE

MATHÉMATIQUES, BP 10448, F-63000 CLERMONT-FERRAND, FRANCE

Current address: Emmanuel Royer, Université Blaise Pascal, Laboratoire de mathématiques,
Les Cézeaux, BP 80026, F-63177 Aubière Cedex, France

E-mail address: emmanuel.royer@math.univ-bpclermont.fr

JIE WU, INSTITUT ÉLIE CARTAN NANCY (IECN), NANCY-UNIVERSITÉ CNRS INRIA, BP 239,
F–54506 VANDŒUVRE-LÉS-NANCY, FRANCE

E-mail address: wujie@iecn.u-nancy.fr


	1. Introduction
	2. Preliminary results
	2.1. Combinatorial results
	2.2. Analytical results

	3. Evaluation of the moments
	3.1. Moments in the all level case
	3.2. Moments for levels without small prime factors

	4. Behavior for the asymptotic real moments
	4.1. Behavior of the main term
	4.2. Behavior of the constant term

	References

