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[1] An electrification and lightning flash scheme was run in a cloud-resolving model

to study the electrical structure of idealized convective storms with several charge
separation parameterizations. The electrification of an intense multicellular storm was first
simulated. The results confirm the sensitivity of the cloud polarity and lightning flash
characteristics to three noninductive charging formulations. Furthermore, it is found that
the inductive charging is an efficient mechanism to enhance the lower electric charge,
which favors cloud-to-ground flashes. Then, microphysical and electrical budgets were
calculated for the convective and stratiform regions of a two-dimensional squall line. The
simulation shows that the liquid water content is high enough to generate graupel by
riming. Thus the noninductive separation process is efficient to charge the stratiform
plume as well, and lightning flashes can be triggered. Finally, the application of
various noninductive charging schemes to several convective storms showed the

storm electrification variability, which heavily depends on the cloud dynamics and
microphysics. The study reveals some remarkable features concerning the charge

structure and the cloud-to-ground flash polarity.

Citation:

Barthe, C., and J.-P. Pinty (2007), Simulation of electrified storms with comparison of the charge structure and lightning

efficiency, J. Geophys. Res., 112, D19204, doi:10.1029/2006JD008241.

1. Introduction

[2] The concomitant dynamical, microphysical, and purely
electrical aspects of deep convection is currently a source
of perplexity, especially when one attempts to unravel and
to simulate the mechanisms responsible for sustained elec-
trical activity inside thunderstorms [Ziegler et al., 1986;
MacGorman and Burgess, 1994; Lang and Rutledge, 2002;
Carey et al., 2003; MacGorman et al., 2005]. At present,
the occurrence, the polarity, and the frequency of lightning
flashes can still be considered as one of the most unpredict-
able features among short-range atmospheric events.

[3] In numerical models, a potential source of uncertainty
comes from the mixed-phase microphysical schemes. They
quantify the growth of the condensate and all the possible
collection rates between cloud particles and hydrometeors.
Even with some evidence that cloud-resolving models can
simulate the amount of precipitation at high resolution with
some confidence [Stoelinga et al., 2003; Walser et al., 2004;
Colle et al., 2005], little is known about the capability of
these mixed-phase microphysical schemes to treat the
charge separation and charge transfer mechanisms which
are at the origin of electrical activity inside the storms. In
addition, according to recent views, the triggering and the
propagation of lightning discharges themselves have a
probabilistic nature to some degree [Mansell et al., 2002;
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Barthe et al., 2005]. This means that interpreting lightning
flash characteristics (location, frequency, type, strength,
etc.) as an index of severity of deep convection or as
an indicator of storm maturity [Zipser and Lutz, 1994;
Toracinta et al., 2002; Cecil et al., 2005; Prigent et al.,
2005] is definitely a difficult task. It would therefore be
worthwhile to try to obtain more insights in electrification
models by exploring idealized test cases using an electric
charge cycle scheme [Helsdon et al., 2001; Mansell et al.,
2005; Altaratz et al., 2005], here coupled to an original
lightning scheme [Barthe et al., 2005; Barthe and Pinty,
2007].

[4] Besides the dynamical and microphysical contribu-
tions to the poorly determined electrical state of thunder-
storms, the numerical representation of the electrification
processes is a matter of debate. Extensive studies agree now
that the noninductive process is the leading charging pro-
cess in clouds. However, the physics of this mechanism is
not firmly established despite recent progress [Dash et al.,
2001; Nelson and Baker, 2003]. So existing parameter-
izations rely solely on meticulous laboratory measurements
[Takahashi, 1978; Jayaratne et al., 1983; Saunders et al.,
1991; Saunders and Peck, 1998; Pereyra et al., 2000]. A
common finding of these laboratory experiments is that
noninductive charge separation rates depend on the temper-
ature, the liquid water content, the relative vertical velocity,
and the crystal diameter. However, because of different
experimental designs, substantially different parameteriza-
tions have been published for the amplitude and even the
sign of the quantity of charge exchanged at a given
temperature and liquid water content. In the Takahashi
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[1978] parameterization and for temperatures warmer than
—10°C, the graupel always charges positively, while for
temperatures colder than —10°C, the charge separated
depends on the liquid water content. Concerning Saunders’s
parameterizations [Saunders et al., 1991; Saunders and
Peck, 1998], a positive charge is transferred to the graupel
for high liquid water content and warm temperature, and the
charge gained by the graupel is negative in the case of low
liquid water content and cold temperature. As a result, the
variability between the parameterizations is strong enough
for different electrical evolutions to be expected and simu-
lated for the same thunderstorm [Helsdon et al., 2001,
Mansell et al., 2005; Altaratz et al., 2005].

[s] Helsdon et al. [2001] reviewed the merits of the
noninductive parameterizations by Takahashi [1978, here-
inafter referred to as T78] and Saunders et al. [1991,
hereinafter referred to as S91]. The two-dimensional (2-D)
storm electrification model [Helsdon and Farley, 1987] was
used to simulate a Montana thunderstorm up to the first
triggered flash. This showed that T78 and S91 led to a direct
and an inverse electric dipole formation, respectively. In the
case of S91, they found that for low liquid water content,
the charge exchange rate was too high and suggested a
reduction in the charge transfer values in this region.
Altaratz et al. [2005] introduced a cloud electrification
scheme in the 3-D RAMS model but without a lightning
scheme. Comparisons between T78 and S91 were conducted
on a wintertime Mediterranean thunderstorm. The results
agreed with previous studies. They showed that T78
tended to produce a tripolar charge distribution, while
S91 produced an inverted dipole. Mansell et al. [2005]
performed the most complete numerical study of cloud
electrification. Their three-dimensional (3-D) cloud model
[Mansell et al., 2002] was used to test different parameter-
izations of the electrification processes and their influence
on the cloud electrical structure and lightning activity. They
concluded that the inductive mechanism became significant
when used in complement to the noninductive process and
that the formation of a normal versus inverted polarity
structure was a strong distinguishing feature between T78
and S91. A common feature of these studies is that they
focused on a single convective event each time. In contrast,
this paper investigates different convective cases with the
same electrification scheme to obtain a more general
characterization of the different regimes of charge separa-
tion and to measure their impact on lightning activity. The
charge separation rate is strongly dependent on the temper-
ature and the liquid water content. Therefore the electrical
structure of the storms does not dependent only on the
electrification parameterization itself. It is also related to the
cloud dynamics and to the cloud microphysics, which is
explained by the high sensitivity of the strength and polarity
of electrified structures in the storms to the supercooled
water.

[6] Several test cases were studied using the electrifica-
tion and lightning flash schemes described in Barthe et al.
[2005] and Barthe and Pinty [2007]. First, the study of
the electrification of the multicellular storm described by
Mansell et al. [2002, 2005] was repeated but at a coarser
resolution. Second, a two-dimensional experiment was
performed for a long-lasting tropical squall line [Caniaux
et al., 1994]. The approximate steadiness of the organized
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mesoscale flow allowed the charge budgets to be computed
for the first time. Finally, the electrification of different
convective events (squall line, supercell, and multicell) was
reexamined. The sensitivity of the charge structure and the
flash type and frequency to the charge separation mecha-
nisms was investigated. The study concludes with some
perspectives about the simulation of electrified storms at
kilometer-scale resolution.

2. Summary of the Electrical Scheme

[7] The electrical scheme was developed in the French
mesoscale model Méso-NH [Lafore et al., 1998]. The
details can be found in the work of Barthe et al. [2005]
and Barthe and Pinty [2007], so only a brief summary is
given in this section.

[8] The electric charges are carried by five categories of
hydrometeors (cloud droplets, raindrops, pristine ice, snow,
and graupel). The complete life cycle of the electric charges
is described in the model with the charge separation,
transfer, and transport, and the charge neutralization by
lightning flashes. First, electric charges are separated by
the noninductive mechanism, for which different parameter-
izations are available in the model: Takahashi [1978],
Saunders et al. [1991], and Saunders and Peck [1998] but
including some of the modifications suggested by Mansell
et al. [2005] and hence referred to as M05. The noninduc-
tive charging mechanism is the result of elastic collisions
between ice particles with a different degree of riming and
in the presence of supercooled water. Once an intense
electric field of a few tens of kilovolts per meter is generated
in the cloud, the inductive process may become efficient
and so it should be accounted for. The inductive process is
parameterized following Ziegler et al. [1991] and deals with
elastic collisions between cloud droplets and graupel.

[v] Once electric charges are separated, they are trans-
ferred from particle type to particle type during the micro-
physical conversion processes (aggregation, autoconversion,
melting. . .). At the same time, the charges are transported by
sedimentation, advection and turbulence. When the in-cloud
electric field becomes higher than an altitude-dependant
threshold [Marshall et al., 1995], a lightning flash is
triggered. The first stage of the flash consists of a bidirec-
tional leader [Kasemir, 1960, 1983]. It propagates upstream
and downstream along the electric field until the value falls
below a propagation threshold. A branching scheme is then
added to reproduce the coarse grain tortuosity and the
multiple branches of natural lightning flashes. The scheme
is based on the dielectric breakdown model of Niemeyer
et al. [1984] which represents the growing structure of
the lightning path satisfactorily. An iterative algorithm
computes and places the branch segments. The number of
branches follows a fractal law of distance from the initial
triggering point. Branches are allowed to propagate only in
regions where the electric field is low but the charge density
is high enough [MacGorman et al., 2001]. Cloud-to-ground
are treated in an artificial way. They are extended to the
ground when a downward segment reaches a threshold
altitude (typically 2 km). Finally, the electric charges are
partially neutralized along the lightning flash path following
Ziegler and MacGorman [1994] and MacGorman et al.
[2001].
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Figure 1. Vertical cross sections at 40 min of the total charge density (colored areas, in nC m ) for
(a) T78, (b) T78 + ind, (c) S91, (d) S91 + ind, (e) MO05, and (f) MO5 + ind. T78, S91, and MO5 stand for
Takahashi [1978], Saunders et al. [1991], and Mansell et al. [2005] (modification of the original
Saunders and Peck [1998] parameterizations). Here “ind” means that the inductive process is enabled.
The 0°C, —10°C, —20°C, —30°C and —40°C isotherms are indicated. The solid line delineates the cloud

boundary.

[10] For the simulations presented in the study, the
positive and negative charges carried by the hydrometeors
are transported by the Multidimensional Positive Definite
Advection Transport Algorithm (MPDATA) scheme. The
3-D moist turbulent scheme of Cuxart et al. [2000] is used.
To prevent the growth of undesirable numerical waves, a
background fourth-order diffusion operator is applied with
wave dampers placed in the top layers and in the lateral
sponge zone.

[11]] The 3-D simulations were performed with the
following settings of the electrical scheme (see Barthe
et al. [2005] and Barthe and Pinty [2007] for the meaning
of these parameters): stopping electric field of the leader
propagation Eg,, = 20 kV m~', grid point net charge
density where branches can propagate 0.3 nC m °,

lightning fractal dimension x = 2.5 and lightning length
scale L, = 500 m.

3. A 3-D Multicellular Storm Case

[12] The aim of this section is to study the electrification
of an idealized multicellular severe storm [Mansell et al.,
2002, 2005] using three noninductive charging process
parameterizations. The sensitivity to the inductive process
is also explored in each case.

3.1. [Initialization

[13] The model domain had 40 x 40 x 36 grid points
with a horizontal spacing of 1 km, and a constant vertical
resolution of 500 m. The time step was 2 s and the duration
of the simulation was 100 min. Open lateral boundary
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Table 1. Summary of Total Lightning Flash, IC, —CG, and +CG
of the Sensitivity Tests®

Charging Total Number IC —-CG
Scheme of Flashes Number Number +CG 1IC/CG

T78 819 747 72 0 10.4
T78 + ind 905 786 119 0 6.6
S91 494 489 5 0 97.8
S91 + ind 334 329 5 0 65.8
MO5 1089 1066 0 23 46.3
MO5 + ind 966 909 0 57 15.9

*T78, S91, and MO5 stand for Takahashi [1978], Saunders et al. [1991],
and Mansell et al. [2005] parameterizations. Adding “ind” means that the
simulation is repeated with the inductive process on.

conditions were used. Convection was initiated by placing a
buoyant bubble (+2 K) of radius 10 km at a distance of
10 km from the western boundary of the domain of
simulation and 22.5 km from the northern boundary. The
vertical profiles of temperature and moisture were taken
from Weisman and Klemp [1984]. The initial wind profile of
the first 5 km above the ground was taken from a half-circle
hodograph with Uy, the magnitude of the wind speed, equal
to 20 m s~ '. The wind kept its easterly direction and its
magnitude above 5 km. As recommended by Weisman and
Klemp [1984], taking U; = 20 m s ! led to a favorable
dynamical environment for the development of a multicel-
lular storm. This storm had a structure typical of continental
thunderstorms in Colorado, characterized by very small
droplets that render the collision-coalescence process ineffi-
cient [Dye et al., 1974; Mansell et al., 2005]. Consequently,
supercooling was the fate of the cloud droplets in the
updrafts and the formation of rain was dominated by
glaciated processes. This situation was thus very favorable
to strong electrical activity.

3.2. Sensitivity Tests

[14] In order to explore the sensitivity of the storm
electrification scheme, three simulations were performed
with different representations of the noninductive process
by means of the T78, S91, and MO5 parameterizations.
Three additional simulations were also done with the induc-
tive process and so are referred to as T78 +ind, S91 +ind, and
MOS5 + ind.

[15] The vertical cross section shown in Figures la—1f
illustrates the distribution of the total charge density after
40 min of simulation. The cross section was chosen along
the axis of motion of the cells passing through the updraft
core of the first cell. The lightning results are summarized in
Table 1.

3.2.1. Simulations With the T78 Parameterization

[16] Figure 2a displays the vertical cross section of the
noninductive and inductive separation rates linked to the
graupel. The charge separation takes place in the updraft
region where ice particles and supercooled droplets are
colocalized as well as possible. The charging zone is 5 km
wide. For each type of ice-ice collision, the largest particle,
the graupel in most of the cases, gains a negative charge
for temperatures between —20°C and —40°C (provided
there is enough supercooled water) and a positive charge
at temperatures warmer than —20°C. As the small ice
crystals are located above the —20°C isotherm, collisions
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involving these crystals are electrically efficient only for
temperatures lower than —20°C and so ice crystals tend to
charge positively. In the case of graupel-snow interactions,
charge is exchanged both above and below the —20°C
isotherm. The positive and negative charging rates are about
420 pC m > s~ ' with values reaching 50 pC m > s~ ' near
the —25°C isotherm. As illustrated in Figure 2a, the
inductive process has a sustained production of positive
charges (~10 pC m > s~ ') on the graupel between 6 and
12 km altitude. This process significantly reinforces the
lower positive pole of the storm (see Figures 1a and 1b) and
also the electric field.

[17] An increase of the electric field is consistent with a
higher flash number and more precisely with an increase of
the —CG count. When T78 is used without the inductive
process, the IC/CG rate is about 10 but falls below 7 when
the inductive process is considered (see Table 1).

3.2.2. Simulations With the S91 Parameterization

[18] When the S91 parameterization is used, the electrical
structure of the storm looks like an inverted dipole
(Figure 1b). According to S91, the biggest particles always
acquire a positive charge regardless of the temperature but
only when the effective cloud water content (EW) is higher
than 1 g m . In contrast, for temperatures between 0°C and
—20°C, and with EW lower than 0.16 g m >, the graupel
particles can gain a negative charge. As a result, the
multiple regimes of S91 make it extremely difficult to
anticipate a charge structure of the storm. This is illustrated
in Figure 2b where the noninductive separation rate of
the graupel particles changes sign twice with altitude.
Between the freezing level and the —12°C isotherm, the
graupel particles gain a positive charge at a mean rate of
15 pC m* s~ ', In the temperature range of [—12, —20]°C,
they tend to charge negatively at a rate of —10 pCm > s~ .
The charging regime reverts to the positive sign and reaches
50 pC m > s~ above the —20°C isotherm as less EW is
available (this regime is identified as the positive low-EW
zone or PLEZ regime in the work of Mansell et al. [2005]).
Therefore the upper negative pole in Figures 1c—1d is due
to the negative charging of snow and ice crystals, while the
graupel particles contribute to the lower-level positive
region. Contrarily to the T78 simulation, the inductive
charging of the graupel is negative because the vertical
electric field is oriented downward below the main negative
center of charge.

[19] A decrease of the lightning flash number is observed
when S91 is used in combination with the inductive
charging process. The negatively induced charges on the
graupel tend to reduce the lower positive charge observed in
the updraft at —10°C (see Figure 1¢). Consequently with
S91, the inductive process counteracts the noninductive
process in the lower half of the cloud and so explains
why fewer flashes are triggered when the inductive process
is considered.

3.2.3. Simulations With the M0S5 Parameterization

[20] In this subsection, the parameterization of Saunders
and Peck [1998] is adapted, partially following Mansell
et al. [2005]. For a rime accretion rate, RAR, lower than the
critical RAR, equation (20) of Mansell et al. [2005] is used
to extend the application of the charge separation regime to
RAR between 0.1 and 0.3 g m 2 s~!. For RAR higher than
the critical RAR, the original formula of Saunders and Peck
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Figure 2. Vertical cross sections at 40 min of the graupel
charge separation rates (in pC m > s~ ') for (a) T78, (b) S91,
and (c) MO5. The colored areas represent the charge
separation rate by the noninductive process, while the thick
black isolines represent the charging rate by the inductive
process with contour intervals of £0.5, =1, £5, and 10 pC
m~> s7!. The horizontal thin dashed lines show the 0°C,
—10°C, —20°C, —30°C, and —40°C isotherms. The vertical
cross section is the same as in Figure 1, but the focus is on
the area of interest.
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[1998] is kept. Outside the temperature range of —8°C to
—23°C where the original S91 is strictly valid, the charging
rate is linearly decreased to zero at 0(—40)°C from the
computed value at —8(—23)°C, as suggested by Mansell
et al. [2005].

[21] The MO5 parameterization leads to the direct dipolar
structure shown in Figure le. This charge density configura-
tion occurs because the charge separation regime always
stays below the critical RAR curve where the graupel
particles charge negatively. Between the —20°C and the
—30°C isotherms, the negative charging of the graupel peaks
at —25 pC m > s~ ' (Figure 2¢). As the electric field in the
lower part of the cloud is directed downward, the inductive
process is positive with a maximum of 10 pC m—> s~ at
5 km altitude. So using M05 with the inductive mechanism
shifts the charging process with a reduction of the lower
negative charge and an increase of the upper positive
charge.

[22] Table 2 shows a decrease of the total number of
flashes and an increase of the proportion of +CG when the
inductive process is taken into account. When a flash is
triggered, the leader that propagates toward the ground is
positive so only +CG are recorded.

3.2.4. Comparison With a Previous Study

[23] The simulation performed with MO5 produced the
largest number of IC flashes (1066) in comparison with the
747 counts with T78, and the 489 counts with S91. These
values fit reasonably well those of Mansell et al. [2005]
who obtained 988, 700 and 633 IC flashes, respectively, but
for 130 min elapsed time from model start (here we selected
TAK/off/50, S91/0ft/50, and SP98/0ff/50 as the best exper-
imental conditions, which ignore the inductive process, and
which are reported in Table 2 of Mansell et al. [2005]). So
even with a simpler electrical scheme, i.e., no ions for the
moment, 5 as against 12 microphysical species and a fractal
branching scheme as against a full dielectric breakdown
scheme, our IC lightning results confirm by the former ones
of Mansell et al. [2005].

[24] Another point of similarity with Mansell et al. [2005]
concerns the CG characteristics. As in the work of Mansell
et al. [2005], +CG cannot be obtained with T78 so that our
scheme triggers only —CG, but 72 as compared with 16 in
the work of Mansell et al. [2005]. +CG exclusively are
found (23 counts) with M05 while Mansell et al. [2005]
obtained 5 +CG and 7 —CG in this case, and six flashes of
each polarity with S91/o0ft/50, to be compared with 5 —CG
in our corresponding case. This difference is attributable to
the more complex charge structure in Mansell et al.’s
simulations where the formation of screening layers offers
the existence of positive and negative CGs along the course
of the simulation. Furthermore, the lower spatial resolution
of this study (1 km against 500 m) is probably less favorable
to a high supercooled water content, which is indeed critical
for switching between the charging regimes (especially with
the MO5 case for which crossing the critical RAR boundary
is difficult).

[25] Concerning the importance of the inductive process,
Mansell et al. [2005] reported that their “strong” version of
the charging process nearly doubled the IC rate in all cases
while the “moderate” version, the same as ours, weakly
reduced the IC number of flashes. Our results in Table 1 do
not suggest exactly the same conclusion. The inductive
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Table 2. Lightning Flash Characteristics and Cloud Electrical Structure for the T78, S91, and MO5 Noninductive Process

Parameterizations Applied to Three Convective Events®

Charging Total Flash —CG +CG Cloud Electrical

Scheme Number Number Number Structure
Squall line (mature stage) T78 641 38 0 Inverted dipole
(Wmax = 16 m s ) S91 384 0 0 Direct dipole
Duration 1 h MO5 0 0 0 Direct dipole
Supercell storm T78 604 2 0 Inverted dipole
(Wmax =19 ms™ ) S91 122 0 0 Inverted/direct dipole
Total duration 1 h 20 min MO5 124 0 0 Direct dipole
Multicell storm T78 905 119 0 Tripole
(Wmax =57 ms™ ) S91 334 5 0 Inverted dipole
Total duration 1 h 40 min MO5 966 0 57 Direct dipole/tripole

*Wmax is the recorded maximum updraft velocity. The simulation duration includes the cold start growth of the cellular convection (the rise of a buoyant

bubble).

process may have a favorable (T78) or an adverse (S91 and
MOS5) effect depending on the polarity of the multicell storm
and on the orientation of the electric field. The situation is
less complex for the CG flashes as their proportion (the ratio
CG/(IC + CQ)) increases when the inductive process in
considered. The enhanced sensitivity of the CG number to
this secondary electrification process is consistent since the
inductive process operates in the lower part of the cloud
where graupel particles and supercooled droplets are most
likely to be present.
3.2.5. Comparison With Observations

[26] Three-dimensional lightning mapping systems based
on the detection of VHF sources from lightning have
permitted to investigate the cloud electrical structure.
Indeed, those observations reflect the basic charge structure
of electrified storms [Rison et al., 1999]. Krehbiel et al.
[2000] have shown the evidence for three main charge
levels in the storm. The main negative charge is located
in the middle level at 5—6 km msl and the upper level would
correspond to the upper positive charge [Shao and Krehbiel,
1996]. This electrical cloud structure is supported by a
number of observational studies [Dye et al., 1986; Thomas
et al., 2001; Rison et al., 1999]. A lower positive charge
playing a role in CG flashes is also located at 3—5 km msl
near the 0°C isotherm. Using S91 to simulate the non-
inductive charging in the multicell leads to a charge structure
opposed to the commonly observed one. T78 and MO05 give
an electrical structure in better agreement with observations
than S91. The main negative charge is located between 6
and 8 km altitude. The upper positive charge extends above
9 km. A lower positive charge region also appears in the
T78 simulation. However and even if T78 results for charge
structure seem to better match with observations, it is not
really possible to conclude about the suitability of this
parameterization. Indeed, other charge structures has been
observed as inverted dipole [Rust and MacGorman, 2002;
Rust et al., 2005] or more complex structures [Stolzenburg
et al., 1998b].

4. 2-D Simulation of a Tropical Squall Line

[27] Typically, a two-dimensional mature squall line
evolves slowly in its moving frame of reference. This makes
this type of organized mesoscale convective system a good
candidate for the study of the electric charge budgets and
lightning flash rates in well-depicted convective and strati-

form regions with heavy and light precipitation, respectively.
The aim of the study was to investigate the dominant
electrical processes that take place in each region. It is then
instructive to explain and to relate the different electrical
states of the squall line to the dynamical and microphysical
contrasts of this system.

4.1. Storm Initiation

[28] The tropical squall line chosen for the simulation
occurred on 23 June 1981 during the COPT81 experiment
in the north of Ivory Coast. The simulation and the model
initialization followed Caniaux et al. [1994]. The sounding
(not shown here) showed a strong shear of 0.006 s~!
approximately in the first 3000 m above ground level.
The horizontal domain comprised 320 grid points with a
resolution of 1.25 km. The vertical grid contained 46
unevenly spaced levels up to 22 km with a grid length
stretching from 70 m at the ground to 700 m at the top of the
domain. The time step of the integration was 5 s. Convec-
tion was initiated by a cold pool perturbing the initially
homogeneous atmosphere. A constant 0.01 K s~' cooling
rate was applied for 10 min to a region 12 km long and in
the first 4 km of atmosphere above the flat ground. Open
boundary conditions were used in the x-direction. A galile-
an transformation of —13 m s~' was applied to keep the
system in the simulation domain. The duration of the
simulation was 8 h, the time needed by the squall line to
reach a mature stage and stay in it. The parameterization of
Takahashi [1978] was considered for the noninductive
electrical process. The inductive charging process was also
taken into account. The lightning flash scaling parameters
were adapted to a 2-D simulation with x = 1.8 and Ly =
1000 m.

[20] Figure 3 represents the vertical velocity averaged
over the last hour of the simulation. The system moves from
the right to the left, and therefore the youngest convective
cells are on the left flank of the convective system. Two
different regions can be distinguished in the squall line. The
40-km-wide convective region is characterized by a maxi-
mum vertical velocity of a few meters per second. This
region produces the largest portion of the total precipitation
of the system. The stratiform region with much moderate
precipitation stretches over more than 200 km at the rear of
the system. These two major zones are separated by a
transition zone with light precipitation. As shown in
Figure 3, the stratiform region is characterized by an upward
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Figure 3. Vertical cross section of the 1-h averaged
vertical velocity (colored areas, in m s~ ') during the mature
stage of the squall line. The solid line depicts the cloud
boundary.

air motion overlying subsident air due to rain evaporation in
the low levels, i.e., between the ground and 4 km altitude.

4.2. Mean Microphysical Profiles in the Convective
and Stratiform Regions

[30] The convective zone corresponds to the cloudy
region where the precipitation rate exceeds 5 mm h™' while
the stratiform region is associated with atmospheric columns
having surface precipitation rates lower than 5 mm h™'. The
budgets are obtained after performing a 1-h horizontal
average over each zone to obtain vertical budget profiles.

[31] The mean profile of the mixing ratio of each hydro-
meteor is shown in Figure 4. In the convective region, the
pristine ice crystals are found between 5 and 12 km with a
maximum of 0.21 g kg~' at 8 km. The snow maximum
mixing ratio is about 0.37 g kg~ at 7.5 km of altitude. The
graupel mixing ratio reaches 1.2 g kg™ " at 5 km altitude. On
melting, graupel transforms into raindrops with a peak
mixing ratio of 0.7 g kg~ at ground level. The cloud droplets
are mostly present in the lower levels where they help to
increase the raindrop mixing ratio by autoconversion. They
are also present in significant amounts (~0.02 g kg~ ') in the

Convective region

Altitude (km)

0 0.30 0.60 0.90
Mixing ratio (10~3kg kg™")
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glaciated part of the convective cells in the 5—10 km range
of altitude.

[32] All the categories of hydrometeors are present in the
stratiform part of the squall line but with a reduced mixing
ratio compared to that of the convective region. A notice-
able difference is that the snow/aggregate category now
dominates with a peak value of 0.2 g kg ' at 7 km. Owing
to their low individual masses, snow and ice crystals can be
transported rearward from the top of the convective region
to the adjacent stratiform region. A similar detrainment is
not possible for the graupel because these particles have an
appreciable size and density. So they fall faster and,
furthermore, they are mostly present in the lower levels.
As a result, the graupel, with a peak value of 0.18 at 5 km,
must be produced locally by the riming of snow as little
supercooled water is present up to 10 km altitude. The
presence of a small fraction of supercooled water in the rear
part of the system is consistent with the mesoscale updraft
[Leary and Houze, 1979; Zrni¢ et al., 1993; Braun and
Houze, 1994; Caniaux et al., 1994]. These authors show
that the mesoscale updraft in the stratiform region of a
squall line can be intense enough to sustain a sufficient
amount of supercooled water to produce graupel particles.

4.3. Mean Profiles and Budget of Electric Charges

4.3.1. Convective Region

[33] Figures 5a and 5c show the mean vertical profiles of
the individual and total electric charge densities of the
convective region. The charge density attached to the water
vapor field changes its polarity: it is positive below 4.5 km
and negative above this altitude. As explained by Barthe
and Pinty [2007], ions are not explicitly treated in Méso-NH
for the moment. Therefore and unlike in the work of
Altaratz et al. [2005], the conservation of the total charge
density makes it necessary to take into account the electric
charges released during the evaporation of the raindrops and
the sublimation of the ice particles. For convenience, these
net charges are symbolically “attributed” to the water vapor
and so they move with the air flow. The charge density of
the cloud droplets is very low and so it is absent from

Stratiform region

Altitude (km)
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Mixing ratio (10~3kg kg™")
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Figure 4. Hydrometeor mean mixing ratios for the (a) convective and (b) stratiform regions of the
squall line. The profiles are drawn for the cloud droplets (thin solid line), raindrops (thin dashed line),
pristine ice (solid line), snow (thick dashed line), and graupel (thick solid line).
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Figure 5. Profiles of (top) individual and (bottom) total mean charge densities in (right) the convective
region and (left) the stratiform region of the squall line. The profiles correspond to the charge carried by
water vapor (thin solid line), raindrops (thin dashed line), pristine ice (solid line), snow (thick dashed

line), and graupel (thick solid line).

Figure 5. The raindrops are weakly positively charged
between the ground and 4.5 km. The pristine ice crystals
have a negative polarity. Their charge density becomes
significant between 5.5 km and 9 km altitude. The snow
charge density oscillates with altitude. It is negative
between 4 km and 6.5 km, positive in the altitude range
of 6.5-7.5 km, and negative again up to 9 km. In the
convective region, the majority of the charges come from
the graupel, with a peak charge density of +0.75 nC m > at
5.5 km, and from the water vapor, which approximates a net
effect of small ions. The total charge density (Figure 5c)
looks like an inverted dipole with negative charges around
7 km above positive charges centered at 4.5 km.

[34] The different terms of the electrical budget of the ice
crystals and of the graupel in the convective region are now
analyzed in Figures 6a and 6¢, respectively. As expected,
the noninductive charging process is dominant for each
category of ice particle with rates varying between —2.3 and
+1.5 pCm > s~ ! for the ice crystals and with a single peak
at +2.0 pC m > s~ for the graupel. The noninductive snow
charging rate (not shown here) is symmetrical to the sum of
the charging rate profiles of the small ice crystals and

graupel. The positive and negative charging rates of
the small ice crystals correspond to the ice-snow and ice-
graupel noninductive charging rates, respectively. The
graupel particles acquire their positive charge mostly by
interacting with snow (see Figure 4a). It is questionable why
ice crystals are negatively charged whatever the altitude
(Figure 5a), whereas a strong noninductive mechanism
should create a positive pole at the top of the convective
cells (Figure 6a). In reality, the simulation shows the
formation of short-lived narrow pockets of positively
charged ice crystals which migrate toward the stratiform
region of the squall line where they dilute with negatively
charged crystals. The positive charging of these crystals
comes from the region of polarity reversal of the T78
diagram because enough supercooled water is available at
temperatures lower than —25°C. It is the upward transport
of negative crystals which contributes the most to the
accumulation of negative crystals above 7 km. The other
processes (microphysical transfer processes and neutraliza-
tion) only weakly counteract the positive charging of the ice
crystals at altitude.
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Figure 6. Budgets of the electrical charge profiles of (top) the ice crystals and (bottom) the graupel in
(right) the convective region and (left) the stratiform region.

[35] Concerning the budget of the graupel particles
displayed in Figure 6c, the noninductive charging rate is
balanced by the sedimentation of these hydrometeors (a
downward flux of positive graupel). The inductive charging
rate is negative as expected for an upward pointing electric
field. This process has a nonnegligible contribution in the
low levels, —1.0 pC m~> s at 4 km altitude, where the
noninductive charging process is not possible. The neutral-
ization of the positively charged graupel by the lightning
flashes is equivalent to a net addition of negative charges
(—=1.0 pC m* s7' at 5 km altitude). In comparison,
microphysical transfer rates are very slow on average, but
they are indeed necessary to transfer charges to the drop-
droplets when the inductive process is not considered.
4.3.2. Stratiform Region

[36] The detailed and net charge density profiles are
shown in Figures 5b and 5Sc, respectively. On average, the
charge densities are five times lower in the stratiform region
than in the convective area. Note that a similar proportion

holds for the mixing ratios (see Figures 4a—4b). The less
prominent role of graupel for the microphysics, and conse-
quently for the electrical charging of the squall line, is also
the distinguishing feature between the convective and the
stratiform areas. The inverted dipole structure is preserved.

[37] Figures 6b and 6d confirm that electric charges can
be produced locally in the stratiform part of the squall line.
A significant amount of liquid water is available between
isotherms 0°C and —10°C. In Takahashi’s diagram, this
range of temperature corresponds to a positive charging of
the graupel and snow particles. The maximum charging rate
tendencies of the graupel particles (~0.25 pC m > s~ ') are
one tenth of those in the convective region. As a result, the
ice crystals are always negatively charged at altitude,
leaving an inverted dipole structure (Figure 5d). Figure Sb
shows that a marked contribution to the positive pole (peak
at 3 km height) comes from the evaporation of rain, which
liberates the positive charges that are traced by the “water
vapor charge” signal.
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Figure 7. Vertical cross section of the 1-h lightning flash
triggering altitude (in black) and lightning flash density (no
units, in color with increasing density from brown to red).
Two locations of CG flashes are easily detectable. The black
solid line is the cloud boundary.

[38] The imbalance on the small ice crystal electric
budgets, a negative trend which shows up between 5 and
7 km in Figures 6a—6b, is due to an extra charge transfer
term (not plotted) between the ice crystals and the water
vapor. This correction is necessary to eliminate an unreal-
istically large charge density on residual amounts of ice
crystals. The charge conservation requirement leads us to
restore these charges on the “water vapor” term.

[39] Charge advection is not of significant importance in
the simulated squall line. Indeed, the model does not
reproduce the observed upper layer of charge. Thus only a
few negatively charged ice crystals are advected from the
convective to the stratiform region. It leads to only a light
enhancement of the upper negative charge of the stratiform
region. The probable advection of the two upper layer of
charge in the Stolzenburg et al. [1998a] diagram is not
reproduced.

4.4. Discussion

[490] The budgets calculated with Méso-NH on the 2-D
squall line display the in situ charging of the stratiform
region by a noninductive mechanism. This is consistent
with observations revealing the coexistence of snow, grau-
pel, and supercooled water in the stratiform region by Zrni¢
et al. [1993]. They show that the mesoscale updraft is
intense enough to sustain a sufficient amount of supercooled
water and to produce graupel particles. From electric field
soundings and Doppler radar analyses, Schuur et al. [1991]
suggest that the charge in the stratiform region may have
been advected from the convective region. They underline
that in situ charging can also be active. From results of 2-D
simulations of a tropical mesoscale convective system,
Schuur and Rutledge [2000] also conclude in favor of local
charging in the stratiform region to explain the observed
charge densities.

[41] Analyzing 15 electric field soundings inside and
outside updrafts, Stolzenburg et al. [1998a] have shown
that the electrical structure of a squall line is more stratified
than the dipole or tripole picture. Their results reveal that
four layers of charge are present in the convective region
and six outside the updraft. Stolzenburg et al. [1998c]
deduce that the upper negative layer comes from the
screening effect, while the noninductive mechanism can
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account for the three lowest layers. Outside the updraft, the
noninductive process cannot explain the complex electrical
structure by itself, even without the screening layer. Other
processes have to be considered, like transport or other
charging processes. In Méso-NH, the ions are not treated
explicitly; therefore the upper screening layer cannot be
obtained. Concerning the lower tripole in the convective
region, the model fails to reproduce it. The updraft is not
intense enough for this tropical squall line case to loft
supercooled water to high levels, so the majority of the
ice crystals cannot become positively charged. Another
explanation can be sought in the parameterization of the
charge separation process. This hypothesis is explored in the
last section of the study. However, the locations of the lower
positive pole and of the negative region are consistent with
observations by Carey et al. [2005]. They found a tripole
structure in the convective region of a mesoscale convective
system with the positive charge centered at about 4.5 km
and 9.5 km and the negative charge located around 7 km.
The Méso-NH results are consistent with the two observed
lower poles as the positive and negative regions are centered
at 4 km and 7 km altitude, respectively.

[42] The positive charge in the stratiform part located
around 4 km (0°C isotherm) is also in agreement with the
numerous observations in mesoscale convective systems
[Stolzenburg et al., 1994; Marshall et al., 2001]. However,
those studies reported more complex charge structures. This
is a drawback from the model. A possible explanation is the
failure of the model to produce charge in altitude and
especially in the convective part where charge could be
advected to the stratiform area. Concerning the COPS81
squall line, Chauzy et al. [1985] deduced from their electric
field soundings that the more often observed electrical
structure was a direct dipole (positive charge above negative
charge). They also observed positive charge screening layer
at the base of the cloud and/or negative charge screening
layer at the top of the cloud. However, these regions of
charge were much less intense than the two main charge
regions that made them conclude in favor of a direct dipole.

4.5. Lightning Flash Activity and Conclusion

[43] Figure 7 displays the locations where lightning
flashes are triggered and also the areas where the lightning
flashes propagate. It can be seen that the lightning flashes
are preferentially triggered in the convective region, but a
substantial fraction of them are found in the stratiform
plume of the squall line. Most of the flashes originate in
the levels between 5 and 6 km. This altitude corresponds to
the —10°C isotherm which is located midway between the
inverted dipoles of Figures 5c and 5d. The lightning flashes
have a large horizontal extension (up to 100 km) in the
stratiform region.

[44] Negative CG flashes are found in both the convective
and the stratiform regions (see the two colored bars
connected to the ground in Figure 7). During the last hour
of simulation, a total of 718 flashes is triggered including
75 —CG, but no +CG. Parker and Johnson [2001] analyzed
different mesoscale convective systems and concluded that
—CG are triggered in the convective part, whereas +CG are
possible in the stratiform part. As noted by Mansell et al.
[2002, 2005], +CG flashes require a lower negative charge
region to be triggered, while —CG flashes need a lower
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positive charge. In Takahashi’s diagram, the largest particle
gains a positive charge at temperatures warmer than —10°C
whatever the liquid water content is. This explains why the
lower pole of the cloud electrical structure is always positive
when T78 is used. Therefore no +CG can be initiated when
the T78 parameterization is used. However, +CG are
commonly observed in mesoscale convective systems as
reported by Lang et al. [2004]; Zajac and Rutledge [2001];
Rutledge and MacGorman [1988]; Rutledge et al. [1990].
Stolzenburg et al. [1994] shows that the +CG may be
associated with very tall storms that produce hail. Lang
et al. [2004] showed that +CGs in the stratiform region
originate both from the convective line and the stratiform
region. Whether in the convective or in the stratiform
region, Meso-NH fails in reproducing this typical feature
of mesoscale convective systems.

[45] In conclusion, the model simulates an electric charge
structure of a 2-D tropical squall line simpler than usually
observed. However, the model does not reproduce the +CG
flashes usually observed in the stratiform part of mesoscale
convective systems. While this type of convective system
has a contrasted dynamical and precipitation regime,
the differences between the electrical properties of the
convective and the stratiform parts are qualitatively not
very marked. As expected fewer electric charge are locally
separated in the stratiform area. However, the separated
charge is high enough to allow flash triggering in the
stratiform part of the squall line. Even if the T78 scheme
seems more adapted for the multicellular storm, it is difficult
to conclude about the suitability of the T78 scheme to
reproduce the electric charge structure of a squall line as the
model fails in reproducing +CG that are characteristics of
the stratiform part.

5. Analysis of the Electrification of Different
Convective Events

[46] The electrification of three convective systems, a
squall line, a multicellular storm, and a supercellular storm,
has been simulated. The squall line and the multicell cases
are described in this paper, while the supercell case was
investigated in the work of Barthe et al. [2005] and in
the work of Barthe and Pinty [2007]. In each case, a series
of simulations were performed that differed from the
parameterization of the noninductive process (the inductive
charging was activated). As in the work of Helsdon et al.
[2001] and Altaratz et al. [2005], the T78 and S91 param-
eterizations were explored. In addition, the reworked M05
parameterization, deduced from Saunders and Peck [1998]
but adapted by Mansell et al. [2005] as described above,
was also tested. The results are summarized in Table 2. The
electrical structure of the squall line is examined during the
mature, quasi-stationary state of the mesoscale system.

5.1. T78 Results

[47] The charge structure obtained with the parameteriza-
tion of Takahashi [1978] is an inverted dipole in the squall
line and the supercellular storm cases while the multicellular
storm gives a tripole. The reason lies in the too weak
updrafts of the squall line and of the supercell, which
cannot sustain a significant amount of supercooled water
at altitude to produce a positive charge layer above the
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—20°C isotherm. In the squall line and supercell simula-
tions, the noninductive charge separation mechanism exists
below the —25°C isotherm, while in the multicellular case,
the electrification process is efficient up to the —35°C
isotherm (Figure 2a). When the liquid water content is high
enough at —20°C, the pristine ice crystals acquire a positive
charge and contribute to the positive polarity of the anvil. In
the squall line and in the supercell cases, the updraft does
not exceed 20 m s~ ', and the charging region is confined
between the freezing level and the —20°C isotherm. As a
result, the graupel particles become massively positive.
Only —CG can be triggered in the three convective events,
in agreement with the study by Mansell et al. [2005].

5.2. S91 Results

[48] The implementation of the S91 parameterization in
the model produces the fewest IC and CG flashes. During
the mature stage of the squall line, the charge structure looks
like a direct dipole in accordance with the sparse observa-
tions reported by Chauzy et al. [1985]. The supercellular
storm starts with an inverted dipole that switches into a
direct one 10 min later [Barthe and Pinty, 2007]. For the
two convective cases, the charging occurs below the —20°C
isotherm. The graupel first charges positively between 0°C
and —10°C and negatively above. A few minutes later, the
negative charging of the graupel is reinforced at altitude
because ice crystals and supercooled water are transported
higher by the updraft. Once the inverted dipole has been
created, a direct dipole forms due to a shallow negative
layer at cloud base. In contrast, the electrical structure of the
multicellular case is an inverted dipole throughout the
simulation. Again, the main difference with the two other
cases is the high efficiency of the noninductive charging up
to the —30°C isotherm (Figure 2b). The positive charging of
the graupel in the upper region of the cloud corresponds to a
negative anvil. Only 5 —CG are triggered during the
multicell lifetime, but none in the two other cases with
S91. In comparison, fewer CG are triggered with S91 than
with T78 because the boundary between the two regions of
opposite polarity is located at a higher altitude.

5.3. MO05 Results

[49] All the simulated cases lead to a direct dipole or
tripole. The reason is that the critical RAR seems too high to
allow positive chargin% of the graupel at low altitude (RAR
never exceeds 1 gm - s~ in the squall line and supercell
cases). A high variability is observed for the number of
lightning flashes: 0 for the squall line, 124 for the supercell
and 966 for the multicell. As shown in Table 2, M05 is the
only parameterization that produces positive CG flashes. No
IC flash is triggered in the squall line case because of the too
weak electrification rate at this stage of the storm.

5.4. Summary

[s0] Many studies have investigated the role of the
noninductive process in the electrification of thunderstorms.
As found in other case studies [Helsdon et al., 2001;
Mansell et al., 2005; Altaratz et al., 2005], using S91 in
our squall line and supercell cases led to an inverted dipole
followed by an inversion of polarity 10 min later. M05 was
the only scheme that was able to produce +CG flashes in the
three simulated cases. With T78, no +CG was triggered.
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Concerning S91, the complexity of the charging rate
diagram made it difficult to conclude about the effectiveness
of the parameterization to produce +CG. Only 5 CG were
obtained for the three simulations but, as the lower charge
region was always positive, it precluded the formation of
+CG. This analysis is consistent with the conclusions of
Mansell et al. [2005] who indicate that +CG discharges
need a lower negative charge region. Our results confirm
that the inductive process becomes important once electri-
fication is initiated by the noninductive process. The induc-
tive process favors the production of CG flashes [Mansell
et al., 2005].

[51] This study shows that the electrical behavior of the
storm depends not only on the noninductive parameteriza-
tion but also on the storm type and storm intensity. The
reason for this is that high vertical wind speeds fuel more
supercooled water in the storms and the amount of super-
cooled water is a key parameter of the noninductive
charging regimes (see the diagrams plotted by Mansell
et al. [2005]). So most of the present modeling uncertainty
comes from the delineation and the thresholds between the
different charging regimes of T78, S91, and MO5. For
example, the electrification of the same multicell storm
shows that T78 and MO5 lead to opposite results in the
charge structure and CG polarity.

[52] As seen in section 3, the T78 parameterization suits
better to the observations of a classic tripole [Williams,
1989]. However, when applied to the 2-D squall line, T78
fails in reproducing the direct dipole described by Chauzy et
al. [1985] or the more complex structure of Stolzenburg
et al. [1998b]. Moreover, none of the noninductive param-
eterizations can reproduce the +CG production in this squall
line. Table 2 shows a wide variety of electrical structure and
CG/(IC + CQG) ratios. All those electrical structures have
been observed in nature from the simple direct [Chauzy et
al., 1985] or inverted dipole [Rust and MacGorman, 2002;
Rust et al., 2005] to tripole [Williams, 1989] or an even
more complex structure [Stolzenburg et al., 1998b]. A wide
variety of CG/(IC + CG) ratio can also be found in the
literature (Livingston and Krider [1978], MacGorman and
Burgess [1994], and Carey and Rutledge [1996], among
others) making difficult to conclude about which noninduc-
tive formulation suits best for cloud electrification. Therefore
the next step will be the simulation of a well-documented
real case in order to directly compare model results to
observations dedicated to this storm.

[s3] Besides the many gaps in our understanding of the
cloud electrification process, some uncertainties and
improvements can be pointed out in the present model.
First, simulations have shown the importance of the liquid
water content in determining the charging regime. However,
supercooled water is a residual which is difficult to equil-
ibrate in any microphysical scheme [Lascaux et al., 2006].
Second, ions are not explicitly treated in the model. Yet they
are necessary to produce screening layers at the top of the
cloud, and to better represent the physics of the neutraliza-
tion process. Third, hail is not taken into account in the
electrical scheme of Méso-NH although it is explicitly
considered as a full category of hydrometeor in an updated
version of the microphysical scheme. The role of hail in
electrified severe storms and the link with +CG was recently
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highlighted by Stolzenburg et al. [1994]; MacGorman and
Burgess [1994]; Wiens et al. [2005].

6. Conclusion

[54] An electrical scheme has been used to study the life
cycle of the electric charges and the bulk characteristics of
lightning flashes in a three-dimensional mesoscale model
[Barthe et al., 2005]. The study was performed for different
idealized convective conditions in order to catch some
persistent features of the electrical scheme. First, the case
of a highly convective multicell storm has been examined
for different parameterizations of the noninductive mecha-
nism [Mansell et al., 2005]. Even under the same dynamical
and microphysical conditions, the electrical polarity and the
lightning characteristics are strongly dependent on the
noninductive parameterizations tested: T78, S91, and
MOS5. Furthermore, model results show a sensitivity to the
inductive charging which increases or decreases the number
of flashes but always lowers the IC/CG ratio.

[55] The simulation of an African mature tropical squall
line offered the opportunity to study the microphysics and
the electrical budget of the convective and stratiform parts.
A salient result is that the amount of supercoooled water is
high enough in the stratiform region to produce graupel
and hence to separate electric charges by a noninductive
process. This is consistent with the conclusion of Schuur
and Rutledge [2000]. The resulting charge structure
obtained with the parameterization of Takahashi [1978] is
an inverted dipole which is not in agreement with the
observations of Stolzenburg et al. [1998a] in the US. The
difference between model results and observations (vertical
profiles of charge structures retrieved from electric field
soundings) is partially attributable to the small ions that are
not physically considered in the model or to the weakness of
the updrafts which cannot create a positive pole with the
pristine ice crystals in the upper levels. IC and CG flashes
are triggered in both part of the squall line.

[s6] IC and CG flashes are triggered in both part of the
squall line, but no +CG flashes are triggered whatever
noninductive parameterization is used. The M05 parame-
terization is the only one able to produce +CG, but it does
not electrify the squall line enough to trigger flashes.

[57] Finally, the simulation of several storms, each carried
out with three different noninductive parameterizations,
shows the occurrence of inverted/direct dipole and tripole
structures while £CG can be obtained accordingly. This
result is encouraging because it demonstrates that the model
clearly responds to the various charge separation schemes.
The T78 and M05 schemes have dominant opposite effects:
the graupel charges positively with the former and nega-
tively with the latter (each configuration producing CG
flashes of opposite polarity).

[58] The next step is to simulate well-documented cases
like those recently observed during the STEPS field pro-
gram in 2000 [Lang et al., 2004]. For instance, Rust and
MacGorman [2002] and Rust et al. [2005] inferred from
electric field soundings and lightning mapping data that
inverted-polarity structures and +CG were frequently iden-
tified during STEPS. In their detailed study of a severe
hailstorm STEPS case, Wiens et al. [2005] conclude that the
presence of a lower negative charge region seems to be a
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requirement for +CG. This result is consistent with Mansell
et al. [2002, 2005] and the present study, for which +CG
(—CGQG) flashes require a lower negative (positive) charge
region for initiation. Therefore we can conclude that catch-
ing the natural variability of the electrical structure of the
storms depends very much on the validity of the noninduc-
tive charge separation scheme. So far the models provide
the right kinematical and microphysical (ice particles and
supercooled water) conditions.
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