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The aim of this paper is to propose a model-based feedbadtkotstrategy for indoor temperature regu-
lation in buildings equipped with underfloor air distribrti (UFAD). Supposing distributed sensing and
actuation capabilities, a OD model of the ventilation pexce derived, based on the thermodynamics
properties of the flow. A state-space description of the ggeds then inferred, including discrete events
and nonlinear components. The use of a wireless sensor heM¢SN) and the resulting communi-
cation constraints with the IEEE 802.15.4 standard areudisd. Both synchronous and asynchronous
transmissions are considered. Based on the linear pareahtuel, different., robust multiple-input
multiple-output (MIMO) controllers are designed, first wi standard mixed-sensitivity approach and
then by taking into account the network-induced delay eipli The impact of the communication con-
straints and the relative performances of the controllerglsscussed based on simulation results.

Keywords Energy applications; Hybrid modeling; Network-conteallsystems; Robust control.

1. Introduction

Intelligent buildings ventilation control is a challengilmutomation problem with objectives that rise
several research problems of immediate actuality, suchesvireless automation and the control of
complex interconnected subsystems. The system considemanposed of ventilated rooms, fans,
plenums and a wireless network. The complexity arises frioendifferent physical properties - and
associated dynamics - of the subsystems. In a broader @jdilirthese engineering problems imply
to deal with fluid models and the connection of different sisbsms. Global control strategies are of
prime importance to deal with such problems.

Recent results have illustrated the interest for under firadistribution (UFAD) solutions in com-
parison with traditional ceiling-based ventilation, asntiened by the Bauman and Daly (2003). An
UFAD indoor climate regulation process is set with the itifgtof a fresh airflow from the floor and an
exhaust located at the ceiling level, as depicted in Fig(ag INote that we consider the specific case
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FiG. 1. Under floor air distribution

where a common plenum is used at both the underfloor and gé#irels. It has been established that
well-designed UFAD systems can reduce life-cycle buildiogts, improve thermal comfort, ventilation
efficiency and indoor air quality, conserve energy, and cedloor-to-floor height. Feedback regulation,
as considered in this paper, is a key element for an optinsystem operation and it can be achieved
thanks to actuated diffusers and distributed measurerpemtgled by a wireless sensor network (WSN)
deployed in the ventilated area.
Global regulation strategies are particularly difficulestablish for such plants, due to the system com-
plexity and the real time constraints. In order to set a madsled control approach, we first investigate
the thermodynamics properties of the ventilation proceadsacontrol volumeapproach. We will show
that it allows for a reduced-order, easily reconfigurablgtesyy description but implies nonlinearities
and discrete events (doors, internal power sources, &agh events are handled specifically with an
Markovian approach and the resulting system is describadhgibrid state-space model. The distributed
sensing capabilities associated with the WSN are considereroposing a specific network architec-
ture and highlighting the related communication constsajbandwidth limitation and time delays).

The purpose of this paper is to describe the main dynamicgitsd with UFAD feedback regula-
tion and illustrate the use of the resulting model in a singoletrol strategy, including the communica-
tion constraints induced by the WSN. In this sense, it is ivoed here to design a controller which will
vary according to the stochastic processes (i.e. a multdenmontroller) but actually to ensure that the
control strategy will be robust enough to cope with variasi@nd disturbances due to Markovian pro-
cesses, time-delays and nonlinearities. Haecontrol approach has then be selected due to its intrinsic
robustness property, a systematic design procedure,aaflidgiency in a wide range of applications, in
particular with time-delays as illustrated in Sename arttbbh (2007). Other types of controller can be
synthesized based on bounded-real lemmas for linear tiwegiant (LTI) systems without delays (Skel-
ton et al., 1997) and for systems with time-varying sampfiegod. Indeed, since the delay induced
by the network has a sawtooth shape, then such a problem cattaloked with methods described in
(Fridman et al., 2004; Naghshtabrizi et al., 2008; Seu@292. Our aim is to investigate the capability
of such linear control approaches to cope with the stoahasiil honlinear behavior of the system. A
mixed sensitivityH. synthesis is then compared with two approaches that ettpliake into account
the communication constraints (expressed as time-delays)

The paper is organized as follows. First, the UFAD procedeseribed as an interconnected model
in Section 2. This model is used in Section 3 to obtain a hystddie-space description, including the



LIMITATIONS AND PERFORMANCES OF ROBUST CONTROL OVER WSN 3of1l7

Markovian processes. Section 4 details the deploymenediMBN and the impact of the IEEE 802.15.4
standard. The design otth, controller based on a mixed-sensitivity approach is dbedrin Section 5.
The synthesis of controllers thanks to bounded-real lemandghe explicit consideration of the delays
are detailed in Section 6.

2. UFAD energy-consistent model

In order to provide a model that is suited for real-time fessdbcontrol, we consider a 0-D model
based on the mass and energy conservation in each room. &@ohg interconnected with the other
building elements, as depicted in Figure 1(b). The inteneations are fully defined, for the choice of
any couple of components, by the mass flow rate and heat tvengp generic and flexible model of
an UFAD system is thus obtained thanks to an appropriatsifitzgion of the mass and heat sources,
combined with the continuity equation and the first and sddaws of thermodynamics in each room.
In comparison with more thorough models suctEagrgyPludV (US department of energy, 2008), our
approach is focused on the flexibility of its application amdthe key dynamics for control purposes.

2.1 Continuity and conservation of energy

The room dynamics is set using the fundamental laws of thdymamics, described in classical text-
books such as Sonntag et al. (1998). The internal state of rodescribed by its density and tempera-
ture< p;, Ti >, is determined based on the following hypotheses:

H1. the flow is incompressibley; = pair;

H2. the control volume (CV) remains constant relative to therdowate frame;

H3. the state of mass within the CV is uniform at any time;

H4. the state of the mass crossing the CV is constant with timeer(thss flow rates may vary);

H5. the kinetic and potential energy of the gas within the rooereaglected.

The first assumption is straightforward considering thedpeed of the airflow within the roomd42)-

(H4) are classical founiform-state, uniform-floywrocesses, i.e. when there is no change in the state
of mass (we consider only gas in our casé)5)is associated with the fact that the gas moves slowly
in the room and that the mass of the gas in the CV is not impbaaaugh to generate significant
potential energy. The CV considered is strictly limited e inside room volume: it does not include
the underfloor and ceiling plenums.

The continuity equation, along with incompressibility1), implies that the mass conservation
writes asy M, = Y Mouy, Wheremn andmyt are the input and output mass flow rates, respectively.
The first law of thermodynamics, applied witHZ)-(H4) and without mechanical work, gives the en-
ergy exchange in the room CV as:

dg

dt
wherek; is the room energ@i the heat exchange ahgy the total enthalpy, approximatedfag = C, T
with C, the constant pressure specific heat. Considetit!,(the room energy is the internal energy
(constant volume) an#l; = p4iViC,/Ti , whereV; is the room volume an@, is the constant volume

specific heat. For air at 26 and latm C, = 717J/kg.K, C, = 1004J/kg.K andpair = 1.169kg/n.
The heat exchand®; can be decomposed, depending on the nature of the heattrsres:

= Qi + z Min; Ptot,in; — z Mout Ntot out
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Component Associated energy

Inside wallsiw —kiwAiw (Ti = Tj) / Ax%iw

Outside wallsow  — (kowf'—)goww + kglassAA;g;?:;) (Ti — Tout)

Plenumpl Cpmp Tpl

Floor —kp|Ap| (Ti— Tp|)/AXp|

Ceilingc —CpmcT,

Peopleb 0T =T

Inside sources  Qsources

Doorsd CpPAG/2R(Tj =TT}, if Tj > T
CpPAG /2R —T) T, if T > T,

Table 1. Energy sources in roam

e conduction (Fourier’s law)Qgond = KAAT /Ax, wherek [W/m.K] is the conductivity & 10 for
glass, 0.1 for insulation materials) aAdhe surface area where exchanges occur;

e convection (Newton’s law)Qconv= AhAT, whereh W /n?] is the heat transfer coefficient (typi-
cally within the range 5- 25 for natural convection and 25-250 for forced convectsmmetimes
expressed ifw /m? .K]);

e radiation (electromagnetic WaveQ;ad = £0ATE, wheree is the emissivity (0.92 for nonmetalic
surfaces)g = 5.67 x 10 8Wn12K 4 is the Stephan-Boltzmann constant aRds the surface
temperature.

Under the previous hypotheses, the mass flowmag@ing from a high temperature voluriigto a
low temperature volum@ through a sectio is obtained by combining Bernoulli's and the ideal gas

equations as:
m=pA/2R(Th—T) (2.1)
whereR=Cp—-C,.

2.2 Room dynamics
Based on the previous description, we obtain the room testyer dynamics:

% = Pair% [Qcor\v#L QcondJF Qrad + Qsourcegf Cp Z mniTini - Cp z mout.TJ

where we introduced the additional soutiz@urcesto model the internal heat sources (computers, print-
ers, etc.) and considered the outflow temperature as theteaperature (which is a direct consequence
of the 0-D approximation). A simplified classification of theat sources for rooins proposed in Ta-
ble 1, whereT; indicates the temperature in an adjacent roAgthe exchange surface areas #@ngl the
thicknesses. Note that the last three components corrdspatiscrete events while the previous ones
have continuous variations. This description is easilynegfiby introducing additional terms (walls
radiation, windows airflow, etc.), depending on the desiegdl of model accuracy.

The ceiling, plenum and doors mass flow rates are constréyéue conservation of mass (conti-
nuity) with (settingm > 0 when the flow is entering the room):

r;nCi + Z mp|i,| + Z r;ndij,| = 0
[=1..Np| 1=1...Ng
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whereNp, is the number of diffusers in the room aNg denotes the number of doors. The doors mass
flow rate can be computed thanks to Bernouilli equation (2shiy = sign(T; — Ti) pAq+/2R|T; — Ti,
where thesign function is introduced to indicate the flow direction. Thenfgerature regulation is
achieved by controlling the mass flow rate from the plemagy, (t), considering a given underfloor
temperaturdly, (t) (regulated globally for the whole building). We will supgo the following that
there is only one diffuser per rooNg = 1) and that the WSN provides the temperature measurements
for the feedback law.

Finer models, including the height-dependency of the teatpee variations, can be derived using
the stratified flow theory (Morton, 1959; Yih, 1969) or buoggiriven flow dynamics (Gladstone and
Woods, 2001). The WSN measurements can also be set to det¢etha temperatures distribution
shape, along the lines suggested in Witrant et al. (2010&ag uBe of a coarse global model based
on the proposed 0-D approach is motivated by the fact that\tB& directly provides the necessary
measurements for feedback control. The aim of the modekis th give the proper directions of the
regulated states according to the actuation and distuesanc

3. Hybrid state-space model
3.1 Continuous dynamics

The continuous dynamics of the model is set by the wallsingeéind plenum. According to the physical
laws described in Section 2.2 and supposing that all thesdarerclosed and that there is no power source
within the room, the temperature dynamics for rooimgiven as:

dT 1 : : _
dat (To —T)] = Fei
dt PairViCy [Qconv+ Qcond+ Qrad —i—Cpmph( ol I)} i)
1
B - o (T = 1) = Gow + Aglass) (Ti — Tout) + CpMp, T,
PairViCy I:LZNiW wi (Ti = Th) I:lZNOW( ow glass)( i — Tout) + Cplpy, Tpi

—py (Ti = Tpi) — CpmcTi

1
- ~(Si+ Cop )i + iy Ti + Gow + Oglass) T (3.1)
RO 5 s 3 (o o) o

Jr(Cpmpli + dp, )Tpl]

whereZi = 3_1 N, Oiw + Y1=1._Now (Cow + Oglass ) + Api;» Ox = kxAx/Axx for componenk, Ny is the
number of connected inside wallsyy, is the number of outside walls, akd(t) denotes the continuous
part of the dynamics for rootn

Defining the state as the vector containing the rooms teryresx = [T, T, .. .Tn]T, the controlled
input asu = [y, My, ...Mp,]T and the exogenous input @s= [Ty Tou]", Wheren is the number of
rooms, the system dynamics writes as:

dx
dt
where the state matricég » and the input matriceBy  are computed according to (3.1). The function

fc is introduced to denote the continuous part of the model iorapact form. Note that this model is
fully determined by the building architecture and consfantsical variables.

= (Ar+A2(u))x+ Byu+ Byw = fe(x, u,w) (3.2)
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FIG. 2. Flat architecture for the test case

ExamMpPLE 3.1 We consider the 4-rooms flat architecture presentedgur€i2: each room has a dif-
ferent size, two doors (two neighboring rooms) and some airsd The plenum temperatufig, is
given, the state ig= [Ty ...T4]", the controlled input isi = [y, ...My,]T and the exogenous input is
w=[Tp Tout]T. The state and inputs matrices are obtained as:

aj; aj, 0 ay, bt pie
a; &, a; O o
Al = 1 1 1 ) BW = w1l W2 )

0 a3 ag ay, by b3

al. 0 al. al byl by2
41 43 g

Ay(u) = diag@?)-diagu), Bu = -—diaga?)- Ty,
with:
1 =i 1 Oiwjj 2 Cp

i .a j — — ’
Aloa=To NG

(Qow + Ogass) -

B _PairVin’ &= PairViCy
et = TP w2 L 3

' pairViC’ - PairViCy | _ A,

3.2 Discrete events

The discrete events are induced by the power sources anadns. dConcerning the doors influence,
the proposed energy-based model implies that for a givem icend adjacent roonj (supposing that
there is no return from the upper plenum):

e if Ti > T; then the flow going out of roomequals the inflowm,, and the fact that it is leaving
through the ceiling or the open door does not change the gihalgnce (the energy loss due to
outflows being included in the dynamics with the assumptiat the outgoing mass flow rate is
equal to the incoming mass flow rate);

e if Ti < Tj then an extra ter@pry(T; — Tj) has to be introduced, witing'= pAq+/2R(Tj — Tj).
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FiG. 3. IFS data transmission mechanism with and without acledyement.

The room temperature is then obtained as (supposing thatomel door is open in roomat a given
time, to simplify the notations):

an - _ Fait) + 1 o 5q,ik(?sik7 if Ti > T,
dt PairViCy Y ko %,k Qs ik + 4,ijCpV2R(Tj — 'I'i)3/27 ifTi<T,

whereNy is the number of power sources, algk anddy jj are introduced to denote the on/off operation
of power sources and doors opening in radoffihe discrete transitions are set by Markovian independent
processes (e.qg. finite birth and death) constrained by thxémian and minimum periods during which

a given event can occur. Further details are provided inanftet al. (2009).

ExAamMPLE 3.2 For the 4-rooms example described previously, the tesye increase associated to
the door opening evedy ;; is handled as:

If T < Tj thenT; = T + CpV2R(T; — T)%/2, elseT; = T + CpV2R(T; — T;)¥2.

enclosed in &or loop to handle the 4 doors.

4. Wireless sensor network

In this section, we present an overview of IEEE 802.15.4dsech (IEEE, 2006) and the system scenario
with simulation results, which are used in the next Sectionsstimate the efficiency of the proposed
control setup.

4.1 Overview of IEEE 802.15.4

The IEEE 802.15.4 standard has received considerabldiatieas a low data rate and low power pro-
tocol for WSN applications in industry, control, home autdion, health care, and smart grids (IEEE,
2006; Willig et al., 2005). This standard specifies mediueas control (MAC) and physical (PHY)
layers. The carrier sense multiple access with collisiasidance (CSMA/CA) is used along with a
binary exponential backoff (BEB) scheme to reduce collisidue to simultaneous node transmissions.
The standard defines two channel access modalities: a beaedhed modality, which uses slotted
CSMA/CA and exponential backoff, and a simpler unslotted@8CA without beacons. In the fol-
lowing, we focus on the slotted modality.

Consider a node trying to transmit a packet. In slotted IEBE. 85.4 CSMA/CA, first the MAC
sub-layer initializes four variables, i.e., the number atkoffs (NB=0), contention window (CW=2),
backoff exponent (BEmacMinBB and retransmission times (RT=0). Then the MAC sub-lay&ayde
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for a random number of complete backoff periods in the rd@ge®F — 1] units. After backoff, the node
performs the first clear channel assessment (CCA). If twseoutive CCAs are idle, then the node
begins the packet transmission. If either of the CCA faile thubusy channel, the MAC sublayer will
increase the value of both NB and BE by one up to a maximum vaheMaxCSMABackofesxdmac-
MaxBE respectively. Hence, the value of NB and BE depend on thebeuof CCA failures of a packet.
Once the BE reachesacMaxBE it remains at the value shacMaxBEuntil it is reset. If NB exceeds
macMaxCSMABackoffthen the packet is discarded due to the channel accessefaldtherwise the
CSMA/CA algorithm generates a random number of complet&dfaperiods and repeat the process.
Here, the variablenacMaxCSMABackoffgpresents the maximum number of times the CSMA/CA al-
gorithm is required to backoff. If channel access is sudokgbe node starts transmitting packets and
waits for acknowledgement (ACK). The reception of the cgpanding ACK is interpreted as success-
ful packet transmission. If the node fails to receive ACK tlueollision or ACK timeout, the variable
RT is increased by one up tnacMaxFrameRetriedf RT is less tharmacMaxFrameRetrieshe MAC
sublayer initializes two variables CW=0, BEracMinBEand follows the CSMA/CA mechanism to re-
access the channel. Otherwise the packet is discarded due tetry limit. Note that the default MAC
parameters ammacMinBE=3, macMaxBE5, macMaxCSMABackoffd andmacMaxFrameRetries3.

To account for the data processing time required at the MAtTaser, two successive frames trans-
mitted from a device are separated by at least an Inter-F&paeing (IFS) period; if the first transmis-
sion requires an acknowledgment, the separation betweekdK frame and the second transmission is
atleast an IFS period. Figure 3 illustrates the IFS periatbtd frame with and without ACK. Note that
the waiting time to receive ACK is in the rangdurnaroundTimé12 symbols) taTurnaroundTime-
aUnitBackoffPeriod12 + 20 symbols). The IFS period depends on the length ofrmesiitted data
frames. See IEEE (2006) for further details.

In conclusion, the standard gives a time-varying packetyddle to the random access scheme. It
is possible to look at the source of packet delay for diffefesguency domains (Witrant et al., 2010b):

¢ high frequency delays, due to the packet transmission time;

e middle frequency delays, which depend on the random batko& (macMinBE macMaxBE
and the number of busy channeidcMaxCSMABackolfs

e low frequency delays, related to the number of retransonisgiue to packet collisionnfac-
MaxFrameRetries

4.2 Analytical model of IEEE 802.15.4

In Park et al. (2009), a generalized analysis of the IEEE B22.MAC protocol in terms of packet
reception rate (reliability), delay and energy consumptisopresented. The IEEE 802.15.4 exponential
backoff process is modeled through a Markov chain takingd@etount retry limits, acknowledgements,
and unsaturated traffic. Evaluating these performanceaalis asks in general for heavy computations.
As such, these expressions may not be directly applied imzat the IEEE 802.15.4 MAC parameters
by an in-network processing of the nodes (Giridhar and Ky@2@@6) since complex computations are
out of reach for today’s sensing devices (Moteiv, 2006). ieroome this problem, simple and effective
approximations of the reliability, delay and energy conption under low traffic regime are proposed
with a satisfactory accuracy. Monte Carlo simulationsdatis the proposed analytical model. Hence,
from a communication network perspective, we are able tdiprexccurately the reliability, packet
delay, and energy consumption.
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PAN coordinator

FiG. 4. Typical star network topology of IEEE 802.15.4. The mslgenerated by the sensor nodes (grey circle) are traadmit
toward the PAN coordinator (black circle) depicted in theldié of each cluster.
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FiG. 5. Saw-tooth packet delay with 70 bytes packets and fouesméat two traffic generation models.

4.3 System scenario

We consider the star network presented in Figure 4, wherll albdes contend to send data to
the personal area network (PAN) coordinator, which is thia ik attached to a controller. Each
node uses beacon-enabled slotted CSMA/CA and ACK mechaAissume that the network generates
unsaturated traffic, which is a natural scenario for many Végplications.

Throughout this paper we refer to two models for traffic gatien. Let us call by Sync-mode
and Async-mode the situation when each node synchronoualgymchronously generate packets with
the sampling intervals(t) respectively. In Sync-mode, nodes of the network are symihed and
generate the data packets at the same time with a fixed saypiérvalTs. In Async-mode, each node
asynchronously generates packets. When a node sends & paatessfully, discards a packet or when
the sampling interval is expired, it stays féys without generating packet. Figure 5 shows the saw-
tooth packet delay of each node for two traffic generation@dr he saw-tooth packet delay increases
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with the unit timeTy until the PAN coordinator receives a data packet. If a datketais received,
the saw-tooth packet delay is reset to received packet délagrefore, the saw-tooth packet delay is
able to represent the packet loss i.e., packet loss wilees® the saw-tooth packet delay greater at a
higher level thars. Figures 5(a) and 5(b) show the saw-tooth packet delay of-8ymde and Async-
mode, respectively. We remark here that although both $yode and Async-mode have almost the
same time intervals, the reliability of Async-mode is higher than the one of Syncde. The reason

is that Async-mode effectively distributes the sensingetheach sensor node based on the history of
contention. It can be observed that the sampling time instbAsync-mode is spread for the different
nodes of the network. The data packet transmission is ssftdésan ACK packet is received. The
command on control action is piggybacked on ACK packet aras thot require any additional message
from the PAN coordinator to sensor nodes.

5. Robust MIMO H,, control synthesis

The aim of this section is to fulfill multiple-input multipleutput (MIMO) control objectives for the
problem presented above. Considering the discrete petians induced by the doors and power
sources along with the communication constraints, the silass issue appears as critical. In addi-
tion, the use of a control approach that has been validatidx @dustrial level appears as an important
issue in this application-oriented paper. The controlédithen first limited to a multi-objectiveds.
design as proposed in advanced control textbooks such asoigeStad and Postlethwaite (2005) or
Zhou and Doyle (1997).

5.1 Steady-state and variation

The first step is to rewrite the system dynamics (3.2) withange of variables that allows for removing
the known exogeneous inputs, in order to set the feedbadiedracking error. Defining the steady-state
variables{xss, Uss} as constrained by the algebraic relationship:

(A]_ + A2 diaquSs))Xss+ Buuss+ wa = O
the input that provides for a given reference statgs given by:
Uss = —(Azdiag(xss) + Bu) 1 (ArXss+ Buw)

Introducing the variationgX(t) = x(t) — xss G(t) = u(t) — uss}, the regulated dynamics are obtained
from (3.2) as:
dx : . o _
d—)t( = (A1 +Agdiag(uss+ ) (Xss+ X) + By(Uss+ ) + Buw

(A1 + Axdiag(uss) )X+ (Azdiag(xss) + By)

Q

and the aim of the control design is then to ensurext@tnverges exponentially to 0 while satisfying
some given closed-loop specifications.

5.2 Mixed-sensitivity K synthesis

A mixed-sensitivity approach is chosen to tackle a muljieotive control design that can achieve per-
formance, robustness and input boundary specifications. nfdin idea (see Skogestad and Postleth-
waite (2005) for more details) is to introduce the closegplepecifications as weights on the sensitivity
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functions prior to théH,, norm minimization. Denoting the system sensitivity funatasS(s) and the
complementary sensitivity a6(s), the dynamic MIMO controlleK(s) is then designed to minimize
the stack:
WhSW
WLKS
WT |||,

where the specific choice of the weight is achieved as foll@easideringr rooms):

¢ the performance weighty(s) is set as:

szdiag{sﬂii%‘fi} withi=1...n
i

whereA = 10~# ensures an approximate integral action v@B) ~ 0, M = 2 andwy; is different
for each output (a large value yields a faster response éocdiresponding output);

o the input weighi\,(s) is:
. s .-
Wu:dlag{—} withi=1...n
S+ wy

to achieve tight control at low frequency, witty being approximately the closed-loop bandwidth;

o the disturbance weight:

S+ w5 /M
W = diag LJ/ with j=1...n
is introduced to reduce the impact of discrete events andunements noise on the closed-loop.

The desired closed-loop response is then obtained thards &ppropriate tuning of the performance
weight with cg;, of the input weight withw, and of the disturbance weight withg .

ExAamMPLE 5.1 Forthe 4-rooms test case, the control design parametesst as:

mean{ Pajr Vi
Wi = ap%, Wy = aumean{wg}, Waj = Ot W

to take into account the fact that faster control can be &ehlién rooms with faster time constants
(smaller volume) and to reduce the design problem to thecehafi the three scalar parametens ay
anda. Setting the desired room temperatur@as= 27315+ [18 21 19 23 (K), and the controller
parameters asp = 1000,ay = 10 anda; = 1, we obtain the closed-loop response presented in Figure 6.
The high value of the parameters implies that all the dediegdiwidth is available for control purposes,
as the aim of this first test case is to get the best achievasfermances without communication
constraints. The higher sensitivity to doors actuatioreobed in rooms 1 and 3 is due to the fact that
these rooms have a lower temperature then the adjacenteaprebjned with the limitation to single-
direction flows induced by the proposed 0D model (see Se2jion

The communication constraint are introduced thanks to &éteark model presented in Section 4.
Considering wireless sensing capabilities and wired ddfs (connected in the underfloor space), the
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0.1 T T T

Room 1
Room 2
0.08 —— Room 3|
| Room 4

Tracking error |T ~T,| (°C)

FIG. 6. Temperature tracking error without communication ti@msts

previous constraints (sampling, time-delay and packsgigsare introduced between the measurements
and the controller. In order to ensure the closed-loop Kialind give satisfying performances, the
control parameters are setag= 0.1, ay = 1 anda; = 10. The resulting temperature tracking errors
are presented in Figure 7, for both synchronous and asynehsamodes. Note that the maximum errors
in both cases are very similax(2.5°C), which illustrates the robustness and performance lifoiteof

the closed-loop to the network setup, and the weak influefitteeanode choice in the WSN operation
(synchronous or not).

—~ ~
O O
& <
K ol
g o
S S
@ 5]
(o)) [=)]
£ E=
e e
s &
[ =
Time (s) Time (s)
(a) Synchronous mode (b) Asynchronous mode

FiG. 7. Temperature tracking error with communication cotstsasensing over IEEE 802.15.4).

6. Control with communication constraints

According to the latter section, the simplified model writess
X = AXx(t) + Bu(t) + Ew(t) (6.1)

wherex, u andw are the state, the control input and the exogenous inpuggectvely. In order to
embed specifications in the frequency domain, the fitglis) andWj(s) are added to the system,
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yielding the extended system:
X A 0 0] (x B E6 O w
Xe -Bp Ap O] [X| + [B ] u+| 0 Bp [X ]
)'(U O 0 Au XU u 0 0 ref

- 5 ——
{ef (t)] _ {Dp Cp O}
ut (t) 0 0 G

Ag ’ Eq (6.2)
| S ——

X o7, [0 Dp|[w
Y Dy 0 0] |[Xef
Xu
Cy Dg Fg
whered > 1 is a weight on the disturbances and:

A B B
Can I e S

are weights on the tracking errer= Xt — x and controlled inputi. The aim of this section is to
compute a controller which:

1. asymptotically stabilizes the system for any transroissielay value betwed®, 0.2];

2. minimizes theH, norm of the transfe w — & ;
Xref us

wherees andug are filtered version of the tracking erreand the control input, defined byE¢(s) =
Wp(s)E(s) andU (s) = Wu(s)U (s) in the Laplace domain.
The considered controller is a particular state-feedbadiroller of the form:
u(t) = KaX(t) + KaXe(t) + Kaxu(t) (6.3)

where the gaink; have to be determined. Note that since the control inputntipen the states of the
filters W, andW, the implemented controller includes the dynamical pathefweighting filters. To
show this, let us rewrite equation (6.3) in the frequency diom

U (s) = KiX(8) + Ka(sl — Ap) *BpE(S) + Ka(sl — Ay) *BuU (5)

and equivalently:

U(s) = Hx(9X(S)+ Hret(S)Xret(s), with
He(s) = (I —Ka(sl—Ay)"Bu) (K1 —Ka(sl— Ap) 'Bp)
Heef(s) = (I —Ka(sl—Ay) 'Bu) 'Ka(sl—Ap) 'Bp

The following result (bounded real lemma (Skelton et al9 7)) is then used for controller gain synthe-
Sis.

LEMMA 6.1 There exists a control law that writes as (6.3) which gaptically stabilizes the system
(6.2) with anH., bound on the transfem, x.e) — (ef,us) lower thany > 0 if and only if there exist
matricesP = P" >~ 0 andY of appropriate dimensions such that the linear matrix iadityy(LMI):

AGP+PAT +BgY +YTB] Eq PCj+YTD]
* -yl FT <0
* * —yl
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holds. Moreover, suitable controller gains are given by:
[Ki K2 Kg]=YP?

In order to characterize the stability of the closed-loogtasn with delays, we consider that the con-
troller maintains the last measurement on its inputs uniida measure is available. We also consider
that the same delay acts simultaneously on all the measuterigis is equivalent to a system output
sampled at a time-varying sampling period. Hence, it is ipesto consider results on stability analysis
of systems with time-varying sampling period to analyzesystem stability under communication con-
straints. It is important to mention that most of the workssanh systems assume that the delay acts on
the control input while in the current problem, the delaysamt the output of the model. However, since
a state-feedback controller is considered, the problemgrisreetric and available results are directly
applicable.

An alternative approach is to consider the time-delay cairgtdirectly during the controller syn-
thesis, as proposed in (Seuret, 2009). The controller isdbained thanks to the following Lemma.

LEMMA 6.2 The closed-loop system given by the interconnectio® &) (and (6.3) is asymptotically
stable for all delay belonging 10, 7] if there exist matrice® = PT -~ 0,S=S" =~ 0,R=R" = 0 and
N of appropriate dimensions such that the LMIs:

4 ™N
M+1rl, <0, L —TR} <0
hold with:
N = M{PMz+MJPM;—MJ]SM,— NM; — MINT

M, = MJ]SM+M]SM+M]SMs
andMy=[l O], My=[I —I]andMs=[Ag ByK]

EXAMPLE 6.1 The controllers obtained from the previous Lemmas atedeon the test case as follows.
ChoosingN,(s) = s/ (s+ w1), Wp(s) = (S/Ms+ ) /(S+Aw), § =10,Ms= 2, = 0.5,A=10"4,

w; = 10 and using Lemma 6.1, we find= 0.93294. However, such a small performance criterion is

related to large values for eigenvalues and thus is resplerfsir a high sensitivity to delays. Thus in

order to reduce this sensitivity, we impoge- 10 and get the following gains:

2.1921 00093 Q0009 Q0029 —1.1461 —-0.0009 —0.0004 Q0002
Ky — 0.0065 25798 00060 Q0003 Ko — —0.0011 -1.1673 —0.0008 —0.0002
1= 10.0010 00092 21173 00029 ° "2~ |-0.0004 —0.0011 —1.1516 00001
0.0072 00013 Q0067 13593 —0.0016 —-0.0005 -—-0.0014 -1.1115

7.3908 —-0.0042 —0.0011 -0.0056
—0.0054 76000 —0.0054 -0.0011
—0.0010 —-0.0040 72683 —0.0054
—0.0029 —-0.0008 —0.0029 54823

A bisection approach on the value pallows to find the maximal admissible valuemgx = 0.2426s,
which is sufficient for our application as the mean peak vétuwehe delay is ®@s. Using the latter
controller, we obtain Figure 8(a).

Ka =
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FiG. 8. Temperature tracking error with communication coristsa

On the other hand, when Lemma 6.2 is used for synthesis wathithplificationsS = &P, &5 = 67,
R=¢&P, & =34 andr = 0.2s, we get errors evolving as depicted in Figure 8(b). We caarbjesee that
the maximal error values and the time needed to compensatéualation are significantly larger when
the delay is included in the controller synthesis. This iatel to the inherent conservatism associated
with such methods.

7. Conclusions

In this work, we considered the problem of temperature &g in intelligent buildings as the real-
time control of an actuated UFAD process based on WSN measumts. A flexible model of the
airflows was proposed based on the thermodynamics propeitiae room control volume. Discrete
events such as doors openings, people presence and the emamiters or printers were introduced
as Markovian processes, which resulted in a hybrid nonlistde-space description of the complete
interconnected system. The deployment of a WSN with a starlegy (IEEE 802.15.4) was detailed
and shown to introduce communication constraints suchtastei limitations and time-delays. Syn-
chronous and asynchronous communications are both coedide

Different MIMO H., controllers are then synthesized based on the linearizetthttynamics and
compared, in terms of temperature regulation performarkéest, the controller design is achieved
thanks to a mixed-sensitivity approach with performanoput weight and sensitivity to disturbance
tuning parameters. It appears that the WSN has a strong trapahe closed-loop stability and neces-
sitates to significantly reduce the performance expectsaffthe performance weight is decreased and
the sensitivity to disturbance weight is increased). li1s® aoted that the choice between synchronous
and asynchronous transmissions do not have a strong impalce @losed-loop system.

A second controller obtained thanks to the bounded-reatriars then proposed, where thk,
norm can be set explicitly. An appropriate choice of thism@llows to tune the sensitivity to time-
delays and the maximum admissible delay is computed a pa$teFhis controller appears to be the
most efficient, in terms of temperature regulation (maxinpeaks and response time).

Finally, the third controller is designed with a direct ciiesation of the maximum allowable delay
in the gain synthesis. The resulting closed-loop performeamppear to be worst than the other two de-
sign strategies, with a larger error and longer response firhis is probably related to the conservatism
induced by such methods.
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