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Abstract: The problem of oscillations detection for nonlinear systems is addressed. The notion of homo-
geneity in bi-limit from (Andrieu, et al., 2008) is extended to local homogeneity. Next, sufficient condi-
tions of oscillations existence for locally homogeneous systems are formulated. The proposed approach al-
lows one to estimate the number of limit cycles and the regions of their location. Efficiency of the tech-
nique is demonstrated on two academic examples. 

 

1. INTRODUCTION 

The homogeneity is a propriety of nonlinear dynamical sys-
tems introduced more than thirty years ago (Rothschild and 
Stein, 1976) meaning that the state vector rescaling does not 
change the system behavior. Thus, the behavior of the system 
trajectories on a suitably defined sphere around the origin can 
be extended to the whole state space. This property is used 
for stability analysis (Andrieu, et al., 2008; Bacciotti and 
Rosier, 2001; Hermes, 1991a; 1991b; Rosier, 1992), systems 
approximation (Hermes, 1991a), stabilization (Bhat and 
Bernstein, 2005; Grüne, 2000; Kawski, 1991; Moulay and 
Perruquetti, 2006; Sepulchre and Aeyels, 1996), and observa-
tion (Andrieu, et al., 2008). In the work (Andrieu, et al., 
2008) the homogeneity in the bi-limit is introduced, that is 
homogeneity with different weights and approximating func-
tions at a vicinity of the origin and far outside. 

Despite all these works are devoted to studying stability-like 
behavior of the origin during recent years an interest to more 
complex dynamical systems behavior including oscillatory 
(periodical or chaotic) has grown significantly (Fradkov and 
Pogromsky, 1998; Leonov, et al., 1995; Martinez, et al., 
2003; Di Meglio, et al., 2009; Sinègre, et al., 2005). An im-
portant and useful concept for studying irregular oscillations 
is the theory introduced by V.A. Yakubovich (Yakubovich, 
1973; 1975; Yakubovich and Tomberg, 1989). Recently pro-
posed conditions of oscillations in the sense of Yakubovich 
(Efimov and Fradkov, 2009) are based on two Lyapunov 
functions existence. The first Lyapunov function ensures lo-
cal instability of the origin, while the second provides global 
boundedness of the system trajectories, that under some mild 
conditions implies existence of oscillations. 

Such existence of two Lyapunov functions nicely interacts 
with homogeneity in the bi-limit: in both cases two subspaces 
of the system operation are considered separately. The pecu-

liarity of oscillating systems is that the instability around the 
origin is required. In the present work we are going to de-
velop the results from (Andrieu, et al., 2008; Efimov and 
Fradkov, 2009) proposing conditions of oscillations for ho-
mogeneous systems, relaxing the (Efimov and Fradkov, 
2009) conditions conservatism and extending them to the 
case of several limit cycles existence, when the system may 
be asymptotically stable around the origin and at infinity with 
instability regions among them. An extension of the instabil-
ity Lyapunov theorems for homogeneous systems is also pre-
sented. 

The outline of the paper is as follows. The homogeneity and 
the oscillatory properties are introduced in Section 2. Main 
results are presented in Section 3. Some applications of the 
proposed results are discussed in Section 4. 

2. PRELIMINARIES 

Consider the nonlinear dynamical system: 
  ( )=x f x , (1) 

where nR∈x  is the state vector, : n nR R→f , (0) 0=f  is a 
nonlinear function ensuring existence and uniqueness of the 
system (1) solutions (for any initial conditions nR∈0x  the 
solution 0( , )tx x  of the system (1) is defined at least locally 
for Tt ≤ , further we will simply write )( tx  if origin of ini-
tial conditions is clear from the context). If for all initial con-
ditions nR∈0x  the solutions are defined for all 0t ≥  then 
the system (1) is called forward complete. 
The system (1) is called locally or globally asymptotically 
stable (at the origin) if the standard conditions are satisfied 
(Khalil, 2002). The asymptotic stability of the system (1) 
with respect to an invariant set is treated in the sense of (Lin, 
et al., 1996). 

Preprints of the 8th IFAC Symposium on Nonlinear Control Systems

University of Bologna, Italy, September 1-3, 2010

FrM05.2

Copyright by IFAC 1379



 
 

     

 

Recall that a continuous function : R R+ +α →  belongs to the 
class K  if (0) 0α =  and the function is strictly increasing. 
The function : R R+ +α →  belongs to the class ∞K  if α ∈K  
and it is increasing to infinity. 

 2.1. Homogeneity 
For any 0ir > , 1,i n=  and 0λ ≥  define the dilation matrix 

1{ }ir n
idiag == λrΛ  and the vector of weights 1[ ... ]Tnr r=r . 

For any 0ir > , 1,i n=  the homogeneous norm can be de-
fined as follows  

  1/
1| | | | irn

ii x== ∑rx . 

There exist two functions , ∞σ σ ∈r r K  such that 

  (| | ) | | ( | | )σ ≤ ≤ σr r r rx x x  

for all nR∈x  (the functions σr , σr  define Euclidean norm 
deviations with respect to the homogeneous norm, i.e. if  

nR∈x  with the property | | = ξrx , then 
( ) | | ( )σ ξ ≤ ≤ σ ξr rx ). The homogeneous norm has an im-

portant property that | | | |= λr r rΛ x x . Define 

{ :| | 1}nS R= ∈ =r rx x . 

D e f i n i t i o n  1 . The function : ng R R→  is called r -

homogeneous ( 0ir > , 1,i n= ) if for any nR∈x  

  ( ) ( )dg g= λrΛ x x  
for some 0d ≥  and all 0λ ≥ . 

The system (1) is called r -homogeneous ( 0ir > , 1,i n= ) if 

for any nR∈x  

  ( ) ( )d= λr rf Λ x Λ f x  

for some 1min i n id r≤ ≤≥ −  and all 0λ ≥ . □ 
The notation ( ) ( )DV x f x  stands for directional derivative of 
the differentiable function V  with respect to the vector field 
f , and for Dini derivative in the direction of f  

  ( )
0

( ) ( )
( ) ( ) lim inf

t

V t V
DV

t+→

+ −
=

x f x x
x f x  

if the function V  is Lipschitz continuous. 
T h e o r e m  1  (Rosier, 1992). For the system (1) with r -
homogeneous and continuous function : n nR R→f  the fol-
lowing properties are equivalent: 

 − the system (1) is (locally) asymptotically stable; 
 − there exists continuously differentiable homogeneous 
Lyapunov function : nV R R+→  such that for all nR∈x , 

 1 2(| |) ( ) (| |)Vα ≤ ≤ αx x x , ( ) ( ) (| |)DV ≤ −αx f x x , 

 ( ) ( )kV V= λrΛ x x , 0k ≥ , 
for some 1 2, ∞α α ∈K , α ∈K . □ 
Note, that the continuity of the function f  is required for the 
necessary part only. The r -homogeneity property used in 

Definition 1 and Theorem 1 is introduced for some 0>r  and 
all 0λ ≥ . Restricting the set of admissible values for λ  we 
can introduce local homogeneity (in the 0-limit or in the ∞ -
limit (Andrieu, et al., 2008)). 

D e f i n i t i o n  2 . The function : ng R R→ , (0) 0g =  is 

called ( r , 0λ , 0g )-homogeneous ( 0ir > , 1,i n= ; 

0 : ng R R→ , 0(0) 0g = ) if for any S∈ rx  

 0
0

0lim ( ) ( ) 0d g g−
λ→λ

λ − =rΛ x x  

for some 0 0d ≥ . 

The system (1) is called ( r , 0λ , 0f )-homogeneous ( 0ir > , 

1,i n= ; 0 : n nR R→f , 0(0) 0=f ) if for any S∈ rx  

  0

0

1
0lim ( ) ( ) 0d− −

λ→λ
λ − =r rΛ f Λ x f x  

for some 0 1min i n id r≤ ≤≥ − . □ 
In the paper (Andrieu, et al., 2008) this definition has been 
introduced for 0 0λ =  and 0λ = + ∞  (the function g  is 
called homogeneous in the bi-limit if it is simultaneously 
( 0r , 0 , 0g )-homogeneous and ( ∞r , +∞ , g∞ )-homogeneous), 
the case 0 0λ =  has been also treated in (Bacciotti and Ros-
ier, 2001; Hermes, 1991b; Hong, 2002; Rosier, 1992). Note, 
that the system (1) can be also homogeneous in more than 
two limits (some examples are considered in Section 4).  

If the pairs of functions g , 0g  and f , 0f  are continuous, 

then for any compact set nX R⊂  and any 0ε >  there exist 

0ε ελ ≤ λ ≤ λ  such that for all ( , )ε ελ ∈ λ λ : 

  0 0sup | ( ) ( ) |d
S g g−

∈ λ − ≤ εrx rΛ x x ,  

  0 1
0sup | ( ) ( ) |d

S
− −

∈ λ − ≤ εrx r rΛ f Λ x f x . 

The coefficients 0ir > , 1,i n=  are called weights, 0d  is the 
degree of homogeneity (it may depend on 0λ ), 0f  or 0g  are 
the approximating functions. Let us recall hereafter two use-
ful results to be used later on. 

T h e o r e m  2  (Hermes, 1991a; Rosier, 1992). Let the sys-
tem (1) be ( r , 0 , 0f )-homogeneous with the continuous func-

tions : n nR R→f  and 0 : n nR R→f . If the system 

0( )=x f x  is (locally) asymptotically stable, then the system 
(1) is also locally asymptotically stable. □ 

T h e o r e m  3  (Andrieu, et al., 2008). Let the system (1) be 
( r , + ∞ , ∞f )-homogeneous with the continuous functions 

: n nR R→f  and : n nR R∞ →f . If the system ( )∞=x f x  is 
globally asymptotically stable, then there exists a compact 
invariant set nX R∞ ⊂  such that the system (1) is globally 
asymptotically stable with respect to the set X∞ . □ 

The theorems 2 and 3 present results on the system (1) stabil-
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ity derived from the corresponding properties of the ap-
proximating systems for 0 0λ =  or 0λ = + ∞ . The converse 
Lyapunov theorem similar to Theorem 1 for the homogene-
ous in the bi-limit systems can be also found in (Andrieu, et 
al., 2008). 

 2.2. Conditions of oscillations 

The function : ng R R→  is called monotone if the condition 

1 1x x′≤ ,…, n nx x′≤  implies that everywhere either 

1 1( ,..., ) ( ,..., )n ng x x g x x′ ′≤  or 1 1( ,..., ) ( ,..., )n ng x x g x x′ ′≥ . 

D e f i n i t i o n  3 (Yakubovich, 1973; Efimov and Fradkov, 
2009). The solution 0( , )tx x  with nR∈0x  of the system (1) 

is called  ],[ +− ππ -oscillation with respect to the output 

)( xη=ψ  (where RRn →η :  is a continuous monotone 
function) if the solution is defined for all 0≥t  and  

−

∞+→
π=ψ )(lim t

t
; +

∞+→
π=ψ )(lim t

t
; ∞+<π<π<∞− +− . 

The solution 0( , )tx x  with nR∈0x  of the system (1) is 
called oscillating, if there exist some output ψ  and constants 

−π , +π  such that 0( , )tx x  is ],[ +− ππ -oscillation with 
respect to the output ψ . The forward complete system (1) is 

called oscillatory, if for almost all nR∈0x  the solutions 

0( , )tx x  of the system are oscillating. The oscillatory system 

(1) is called uniformly oscillatory, if for almost all nR∈0x  
for corresponding solutions 0( , )tx x  there exist output ψ  

and constants −π , +π  not depending on initial conditions. □ 
In other words the solution 0( , )tx x  is oscillating if the out-
put 0( ) ( ( , ) )t tψ = η x x  is asymptotically bounded and there 
is no single limit value of ( )tψ  for t → + ∞ . Note that the 
term “almost all solutions” is used to emphasize that gener-
ally the system (1) has a nonempty set of equilibrium points, 
thus, there exists a set of  initial conditions with zero measure 
such that the corresponding solutions are not oscillating. 

T h e o r e m  4 (Efimov and Fradkov, 2009). Let the system 
(1) have two locally Lipschitz continuous Lyapunov functions 

1V  and 2V  possessing the following inequalities for all 
nR∈x  ( ∞∈υυυυ K4321 ,,, ): 

  1 1 2(| |) ( ) (| |)Vυ ≤ ≤ υx x x , 3 2 4(| |) ( ) (| |)Vυ ≤ ≤ υx x x , 

and for some 1 1
1 1 2 3 4 20 ( )X X− −< < υ υ υ υ < + ∞ :  

  1( ) ( ) 0DV >x f x  for all 10 | | X< <x  and Ξ∉x ; 

  2( ) ( ) 0DV <x f x   for all 2| | X>x  and Ξ∉x , 

where nR⊂Ξ  is a set with zero Lebesgue measure con-
tained all equilibriums of the system, and  

Ω ∩ Ξ = ∅ , 1 1
2 1 1 3 4 2{ : ( ) | | ( )}X X− −Ω = υ υ < < υ υx x . 

Then the system (1) is oscillatory. □ 

The Lyapunov function for the linearised system (1) at the 
origin is a candidate for the function 1V  (Yakubovich, 1975). 
Instead of existence of the function 2V  one can require just 
boundedness of the system (1) solutions with known upper 
bound (this fact can be verified using another approach not 
dealing with Lyapunov functions analysis). 

 T h e o r e m  5 (Efimov and Fradkov, 2009). Let the sys-
tem (1) be uniformly oscillatory with respect to the output 

)(xη=ψ  (where RRn →η :  is a continuous monotone 

function), and for all nR∈x  the following relations are sat-
isfied: 
  )||()()||( 21 xxx χ≤η≤χ , ∞∈χχ K21, ; 
the set of initial conditions for which the system is not oscil-
lating consists in just one point }0:{ ==Ξ xx . Then there 
exist two locally Lipschitz continuous Lyapunov functions 

1 : nV R R+→  and 2 : nV R R+→  such that for all nR∈x  
the inequalities hold ( ∞∈υυυυ K4321 ,,, ): 

  1 1 2(| |) ( ) (| |)Vυ ≤ ≤ υx x x , 3 2 4(| |) ( ) (| |)Vυ ≤ ≤ υx x x ; 

  1( ) ( ) 0DV >x f x  for all )(||0 1
2

−− πχ<< x ; 

  2( ) ( ) 0DV <x f x  for all 1
1| | ( )− +> χ πx . □ 

The theorems 4 and 5 present the sufficient and necessary 
conditions for the system (1) to be oscillatory. Being rather 
simple these conditions can be useful in different applications 
(Efimov and Fradkov, 2008; Efimov and Fradkov, 2009). 
Unfortunately, in some situations these conditions could be 
restrictive. For example, in sufficient part they need the 
knowledge of two Lyapunov functions for the system (1), 
that can be an ambiguous requirement. Additionally, the con-
ditions are oriented to the locally unstable origin case, how-
ever, a system with several limit cycles can have a locally 
stable origin. These shortages can be resolved applying ho-
mogeneity approach as it is shown below. 

3. MAIN RESULTS 

For the homogeneous systems the functions 1V  and 2V  can 
be chosen according to the corresponding approximations at 
the origin or at infinity. For this purpose we are going to de-
velop the Lyapunov theorems for locally homogeneous un-
stable/stable systems and apply them to detect the oscillations 
presence next. 

 3.1. Unstable homogeneous systems 
At the first we present an analogue of Theorem 1 for local 
instability of the homogeneous system (1) at the origin. 

L e m m a  1 . For the system (1) with r -homogeneous and 
continuous function : n nR R→f  the following properties 
are equivalent: 

 − the system (1) is (locally) strongly unstable, i.e. there 
exists 0δ >  such that for any 00 | |< < δx  there exists 0Tx  

such that 0| ( , ) |t > δx x  for all 0t T≥ x ; 
 − there exists continuously differentiable homogeneous 
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Lyapunov function : nV R R+→  such that for all nR∈x , 

(i)  1 2(| |) ( ) (| |)Vα ≤ ≤ αx x x , ( ) ( ) (| |)DV ≥ αx f x x , 

(ii)  ( ) ( )kV V= λrΛ x x , 0k ≥ , 

for some 1 2, ∞α α ∈K , α ∈K . ■ 

All proofs are excluded due to space limitations. 

 3.2. Stability/instability conditions for locally homogene-
ous systems 
An advantage of the r -homogeneous system (1) is that the 
global behavior of the system can be completely character-
ized by the behavior of the system on the sphere with the unit 
radius Sr . To explain this property let us introduce the coor-

dinate transformation = rx Λ y  that connects any nR∈x  

with S∈ ry  for suitably chosen 0λ ≥ . Let : nV R R+→  be 
a continuously differentiable homogeneous Lyapunov func-
tion (as used in Theorem 1, Lemma 1), then 

 
( ) ( ) ( ) ( )

( ) ( ) | | ( ) ( ) ,d k d k
DV DV

DV DV+ +
= =
= λ =

r r

r

x f x Λ y f Λ y
y f y x y f y

 

where d  is the homogeneity degree of the function f  and k  
is the degree of the Lyapunov function V . Therefore, sign 
definiteness of the function V  derivative can be checked on 
the sphere Sr  only. 

For the ( r , 0λ , 0f )-homogeneous system (1) this technique 
establishes the relation between the global stability properties 
of the approximating dynamics 
  0( )=x f x  (2) 
and the local ones of the original system (1).  
L e m m a  2 . Let the system (1) be ( r , 0λ , 0f )-homogeneous, 

the functions : n nR R→f  and 0 : n nR R→f  be continuous 
and the approximating dynamics (2) have r -homogeneous 
and continuously differentiable Lyapunov function 

0 : nV R R+→ , 1 0 2(| |) ( ) (| |)Vα ≤ ≤ αx x x , 1 2, ∞α α ∈K  for 

all nR∈x . 

(i) Let 0 0sup ( ) ( )Sa DV∈= − ry y f y , 0a > , then 

 1) if 0 0λ = , then there exists 0 ε< λ  such that the system 
(1) is locally asymptotically stable with the domain of asymp-
totic stability containing the set   

  1
0 1 2{ : | | ( )}nX R −

ε= ∈ ≤ α α σ λrx x ; 

 2) if 0λ = + ∞ , then there exists 0 ε< λ < + ∞  such that 
(1) is globally asymptotically stable with respect to the for-
ward invariant set 1

1 2{ : | | ( )}nX R −
∞ ε= ∈ ≤ α α σ λrx x ; 

 3) if 00 < λ < + ∞ , then there exist 

00 ε ε< λ ≤ λ ≤ λ < +∞  such that the system (1) is finite time 
asymptotically stable with respect to the forward invariant 
set X∞  with the region of attraction  

1 1
1 2 1 2{ : ( ) | | ( )}nX R − −

ε ε= ∈ α α σ λ < < α α σ λr rx x  

provided that the set X  is connected and X ≠ ∅ . 
(ii) Let 0 0inf ( ) ( )Sa DV∈= ry y f y , 0a > , then 

 1) if 0 0λ = , then there exists 0 ε< λ  such that the system 
(1) is asymptotically stable with respect to the forward in-
variant set 0\nR X  with the region of attraction 0 \{0}X ; 
 2) if 0λ = + ∞ , then there exists 0 ε< λ < + ∞  such that 

the set \nR X∞  is forward invariant for the system (1); 
 3) if 00 < λ < + ∞ , then there exist 

00 ε ε< λ ≤ λ ≤ λ < +∞  such that the system (1) is finite time 
asymptotically stable with respect to the forward invariant 
set 0\nR X  with the region of attraction X  provided that 
the set X  is connected and X ≠ ∅ . ■ 
In other words the result of Lemma 2 means that the behavior 
of the system (1) is inherited after (2) into the set 

{ : | | }nX R ε ε= ∈ λ < < λr rx x  provided that it contains an 
equilevel set of the function 0V  (the set X  is connected and 
not empty). The first two parts of the case (i) correspond to 
theorems 2 and 3. If we assume that the approximating vector 
field 0f  is r -homogeneous, then the requirement on exis-
tence of the  r -homogeneous Lyapunov function 0V  follows 
by Theorem 1 and Lemma 1 results. The conditions of the 
lemma can be relaxed skipping homogeneity and f , 0f  con-
tinuity assumptions as follows. 

C o r o l l a r y  1 . Let 0>r , 0 0λ ≥  and 0 : n nR R→f  be 
given and the approximating dynamics (2) have r -
homogeneous and continuously differentiable Lyapunov func-
tion 0 : nV R R+→ , 1 0 2(| |) ( ) (| |)Vα ≤ ≤ αx x x , 1 2, ∞α α ∈K  

for all nR∈x . Let one of the following properties hold 

(i) 0 0sup ( ) ( )Sa DV∈= − ry y f y , 0a > ;  

(ii) 0 0inf ( ) ( )Sa DV∈= ry y f y , 0a > , 

and there exist 0ε ελ ≤ λ ≤ λ  such that 

  1
0 0sup | ( )[ ( ) ( )] |d

S DV a− −
∈ λ − <ry r ry Λ f Λ y f y  

for all ( , )ε ελ ∈ λ λ , then all claims (i),1−(i),3 and 
(ii),1−(ii),3 of Lemma 2 are valid. ■ 
Let us apply these results for oscillations detection. 

 3.3. Oscillations in locally homogeneous systems 
Let 00 ... N≤ λ ≤ ≤ λ ≤ + ∞  be an ordered sequence for a 
given integer 0N > . 
T h e o r e m  6 . Let the system (1) be ( jr , jλ , jf )-

homogeneous for 1,j N= , the functions : n nR R→f  and 

: n n
j R R→f , 1,j N=  be continuous and the locally ap-

proximating dynamical systems ( )j=x f x , 1,j N=  have 

jr -homogeneous and continuously differentiable Lyapunov 

functions : n
jV R R+→ , 1, 2,(| |) ( ) (| |)j j jVα ≤ ≤ αx x x , 
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1, 2,,j j ∞α α ∈K  for all nR∈x  and 1,j N= . Let nRΞ ⊂  be 
the set containing all equilibriums of the system (1).  

Let one of the following conditions hold. 
(i) There exists 1 *j N≤ <  such that  

  
** * *inf ( ) ( ) 0

jj S j ja DV∈= >ry y f y ,  

  
* 1* 1 * 1 * 1sup ( ) ( ) 0

jj S j ja DV
++ ∈ + += − >ry y f y  

and the sets  
1 1

1, 2, 1, 2,{ : ( ) | | ( )}k k
n

k k k k k k kX R − −= ∈ α α σ λ < < α α σ λr rx x  

for *, * 1k j j= +  are connected and non empty where 

  1sup | ( )[ ( ) ( )] |kkk
d

S k k kDV a− −
∈ λ − <ry rry Λ f Λ y f y  

for all ( , )k kλ ∈ λ λ , k k kλ ≤ λ ≤ λ  (such constants kλ , kλ  
exist due to homogeneity assumption), *, * 1k j j= + , and 

  Ω ∩ Ξ = ∅ , * * 1j j +Ω = Ω ∩ Ω , 

 *
1

* 1, * 2, * *\{ : | | ( )}j
n n

j j j jR R −Ω = ∈ < α α σ λrx x ,  

* 1
1

* 1 1, * 1 2, * 1 * 1{ : | | ( )}j
n

j j j jR
+

−
+ + + +Ω = ∈ < α α σ λrx x ; 

(ii) There exists 1 *j N≤ <  such that  

  
** * *sup ( ) ( ) 0

jj S j ja DV∈= − >ry y f y ,  

  
* 1* 1 * 1 * 1inf ( ) ( ) 0

jj S j ja DV
++ ∈ + += >ry y f y  

and the sets kX , *, * 1k j j= +  are connected and non empty 

where k k kλ ≤ λ ≤ λ  are defined as for the case (i), and 

Ω ∩ Ξ = ∅ , *

* 1

1
1, * 2, * *

1
1, * 1 2, * 1 * 1

{ : ( ) | |

( )}.
j

j

n
j j j

j j j

R

+

−

−
+ + +

Ω = ∈ α α σ λ ≤ ≤

≤ α α σ λ

r

r

x x
 

Then (1) has oscillating trajectories into the set Ω . ■ 
The result of the last theorem says that if the system (1) is 
locally homogeneous and unstable in an inner (outer) subset 
and locally homogeneous stable in an outer (inner) subset, 
then between these subsets should exist an invariant set con-
taining oscillating trajectory providing that the equilibriums 
are excluded from this region. The conditions of Theorem 6 
can be relaxed taking in mind the result of Corollary 1 (this 
reformulation is omitted here for brevity of presentation). The 
set Ω  can be used to estimate the constants −π , +π , i.e. to 
estimate the amplitude of oscillation. 

4. EXAMPLES 

Consider the system 
  1 1 2 12 tanh( )x x x x= − + + ; 2 1 32x x x= − + ; (3) 

  3 1 11.5 2 tanh( )x x x= − + , 

where 3
1 2 3[ ]Tx x x R= ∈x  is the state vector, and the sys-

tem (3) is in Lurie form (linear asymptotically stable system 

closed by nonlinear feedback). The system (3) has the single 
equilibrium at the origin, it is homogeneous in the bi-limit, 
namely ( jr , jλ , jf )-homogeneous with 1,2j =  and 

  1 [0.5 0.5 0.5]=r , 1 0λ = , 1 1( ) =f x A x ;  

  2 [0.5 0.5 0.5]=r , 2λ = + ∞ , 2 2( ) =f x A x ; 

  1

1 1 0
2 0 1

0.5 0 0

⎡ ⎤
⎢ ⎥= −
⎢ ⎥
⎣ ⎦

A , 2

1 1 0
2 0 1

1.5 0 0

−⎡ ⎤
⎢ ⎥= −
⎢ ⎥−⎣ ⎦

A  

with zero degree. All eigenvalues of the matrix 1A  have 
positive real parts, and all eigenvalues of the matrix 2A  have 
negative real parts. Therefore, the conditions of Theorem 6 
hold and the system (3) is oscillating, actually the results of 
its simulation presented in Fig. 1 show, that it has the stable 
limit cycle. 
 

  x2

x1

x3

 
  Fig. 1. The results of the system (3) simulation. 
 
Next, consider the system 

 2 2 2 3 2 2
1 1 1 2 1 1 2 1 22 [0.5 ] 3( )cos( )x x x x x x x x x= − π − − − − + ;(4) 

2 2 2 3 2 2
2 2 1 2 2 2 1 1 2[0.4 ] 2( 2 )cos( )x x x x x x x x x= − π − − − − + , 

where 2
1 2[ ]Tx x R= ∈x . The origin is the only equilibrium 

of the system. This system is homogeneous in three limits: 
  1 [0.5 0.5]=r , 1 0λ = ; 2 [0.5 0.5]=r , 2λ = + ∞ ;  

  3 [0.5 0.5]=r , 3 0.5λ = π ; 

  1 2
1

2 1

3( ) 3 2
x x
x x

− +⎡ ⎤= ⎢ ⎥− −⎣ ⎦
f x , 

3
2 2 2 1

2 1 2 3
2

( ) ( ) xx x
x

⎡ ⎤
= − + ⎢ ⎥

⎢ ⎥⎣ ⎦
f x ,  

  1
3 3 2 2 2

2 1 2 2

2
( )

{1 0.005 [ / ( ) ]}
x

x x x x
⎡ ⎤

= ⎢ ⎥− π +⎣ ⎦
f x  

with 0d =  for all cases. In all three modes the approximating 
dynamics have Lyapunov function 2 2

1 2( ) 0.5( )V x x= +x , 
and it is easy to verify that the vector fields 1f , 2f  are as-
ymptotically stable and 3f  is unstable. Thus, the conditions 
of Theorem 6 can be verified twice signalizing that the sys-
tem has two limit cycles (the system (4) is planar, thus any 
isolated oscillating trajectory is a limit cycle). The results of 
simulation presented in Fig. 2 confirm this conclusion.  
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  Fig. 2. The results of the system (4) simulation. 
 

5.  CONCLUSION 

The paper presents conditions of oscillations existence for 
locally homogeneous systems. The conditions allows us to 
detect multiple limit cycles presence for homogeneous vector 
fields in several limits. Efficiency of the proposed conditions 
demonstrated on several examples. Partly the proposed con-
ditions interact with the second part of Hilbert's 16th problem 
that addresses the issue of evaluation of an upper bound for 
the number of limit cycles in polynomial vector fields of de-
gree n and investigation their relative positions (for the planar 
system (1)). Homogeneity is naturally satisfied for the poly-
nomial vector fields, verifying local homogeneity conditions 
proposed in this work and checking conditions of Theorem 6 
it is possible to estimate the maximum number of limit cycles 
and localize their positions. That is rest for future works. 
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