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A nonlinear PDE model for reconstructing a regular surface from

sampled data using a level set formulation on triangular meshes.
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aUPMC Univ Paris 06, UMR 7598, Laboratoire J.-L. Lions, F-75005 Paris, France.

Abstract

In this paper, we propose a nonlinear PDE model for reconstructing a regular surface from
sampled data. At first, we show the existence and the uniqueness of a viscosity solution to this
problem. Then we propose a numerical scheme for solving the nonlinear level set equation
on unstructured triangulations adapted to the data sample. We show the consistency of this
scheme. In addition, we show how to compute nodewise first and second order derivatives.
Some application examples of curve or surface construction are provided to illustrate the
potential and to demonstrate the accuracy of this method.

Keywords: numerical analysis, level set method, mean curvature evolution,
Hamilton-Jacobi equation, nonlinear PDE problem, surface reconstruction, unstructured
mesh.

1. Introduction

In this paper, we address the reconstruction of a smooth closed manifold surface, that
may consists of several connected components, from a sample V of unstructured points. This
dataset is typically supplied by three dimensional acquisition devices and points coordinates
are possibly noisy or inaccurate. For this reason, the points are supposed to be lying on
a surface and not arbitrarily distributed in R

3. Following the pionneering work of Osher
and Sethian on tracking dynamic interfaces [37], this problem is formulated here such that
the desired surface is the solution of an evolutionary system of nonlinear partial differential
equations endowed an initial value condition (Section 3). This model is implemented using
the level set curvature flow scheme that provides several key advantages and requires only
a stopping criterion related to a distance check (Section 4). Like many related works (see
Section 2 for a brief survey), the surface is embedded as the zero isocontour of a higher
dimensional function u, and its motion can be derived by solving an equivalent equation of
motion written for u. This implicit representation of the surface offers topological flexibility.
Moreover, efficient algorithms are available for converting this surface into a triangulation,
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a data format more suitable for further storage, exchange, computation or visualization
purposes.

More specifically, we consider the following initial value Hamilton-Jacobi problem, posed
in a computational domain D ⊂ R

3, endowed with initial and boundary conditions.
Find u(t, x) ∈ C1

t × C2
x, such that :



























∂u

∂t
(t, x) = |∇u(t, x)|(κ(u)(t, x) + αd(x)), ∀x ∈ D and ∀t ∈ R

+,

u(0, ·) = u0,

〈u(t, x), n(t, x)〉 = 0, ∀x ∈ ∂D,

(1)

where V denotes a point set, d(x) is here the unsigned distance from any point in R
3 to V ,

κ(u)(t, x) = ∇ · n(u)(t, x) =
(

∇ ·
( ∇u

|∇u|

))

(t, x) is the local mean curvature of the surface

considered, hereafter denoted Γ(t) and α is a real. Practically, the sign of α depends on
the initial condition u(0, x); i.e., if Γ(0) is enclosing all points in V , then we set α = 2
otherwise, if Γ(0) is inside the volume delimited by V then α = −2. Note that the distance
function d does not depend on the time variable since the set V remains unchanged during
the computation. Hence, d will be computed only at the initial stage and will remain fixed
at all times. Since d is bounded on the domain D, we can take D as the unit domain [0, 1]3

thanks to a proper change of variable.
Furthermore, we consider the evolution of an implicitly defined regular surface Γ(t) = {x ∈
D, u(t, x) = 0}. Then, we define the solution Γ as a specific occurrence of the surface Γ(t)
satisfying a convergence criterion defined hereafter. Within the level set context, the func-
tion u is classically defined to be negative inside the domain Ω(t) bounded by Γ(t), positive
outside Ω(t) and vanishing on Γ(t) (c.f. Figure 1). The evolution of Γ(t) is then governed
by the nonlinear PDE (1) that imposes Γ(t) to move in the normal direction at each point
x with a velocity proportionnal to κ(u)(t, x) + αd(x).

Our level set equation modeling the geometric motion of Γ is expressed by a Hamilton-
Jacobi type of equation, for all (t, x) ∈ R+ × R

2:

∂u

∂t
(t, x) + vn(t, x)|∇u(t, x)| = 0 , (2)

where vn(t, x) = 〈dΓ(t)
dt

, n(u)(t, x)〉 denotes the velocity field in the direction normal to the

level set passing through x. In our case, vn(t, x) = κ(u)(t, x) + α d(x).
We observe that our unsteady model relies on two terms. On the one hand, the fitting

term αd involves the distance to the data set V and characterizes the attraction of the curve
to V , whatever initial condition is considered. On the other hand, the term κ(u) can be
compared with a surface tension term and allows to control the regularity of Γ(t) during its
evolution (as κ depends on the normal n(u)). The solution Γ is obtained when all the points
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Figure 1: Level set definitions.

of V have a value u corresponding to, or close to, zero. This gives a straightforward test for
checking the convergence of the numerical scheme, as will be seen later. Theoretically, the
solution we are looking for is a viscosity solution that coincides with Γ.
Finally, the initial condition u0, that appears in (1), is a signed distance function to a
non-intersecting, closed and orientable regular initial surface, choosen as simple as possible
(a circle in dimension two, a sphere in dimension three, for instance). In other words,
u0(x) = ± d0(x), where d0 is the distance to Γ(t = 0). The initial condition u0(x) is not
subjected to any geometric requirement with respect to V , i.e., the points of V can be inside
or outside or on each side of the zero level set (cf. Section 5). Notice also that ∇u does not
vanish on the set Γ(t), and this will be useful for numerical results.

2. Minimization problem

The Cauchy problem (1) can be understood as the gradient flow equation associated to the
minimization of a functional of the domain defined by the zero isovalue of the level function u.
More precisely, let Ω0 be a bounded reference domain of Rd and let θ ∈ W 1,∞(Rd,Rd) be a
shape deformation, we denote by

Ωθ = (Id + θ)(Ω0)

the considered variations of this domain. It is well-known that for θ sufficiently small, (Id+θ)
is a diffeomorphism in R

d [27]. Given Ω0, we will call shape derivative of a functional J(Ωθ) =
J((Id + θ)(Ω0)), denoted by J ′(Ω0)(θ), the Fréchet derivative of J at θ in W 1,∞(Rd,Rd) and
the following result recalls the shape derivatives for some classical functionals.

Lemme 2.1. Let Ω0 be a smooth bounded domain of Rd and f ∈ W 1,1(Rd) and g ∈ W 2,1(Rd)
two functions independent of the domain variation and let define

J1(Ω) =

∫

Ω

f(x) dx , and J2(Ω) =

∫

∂Ω

g(x) ds(x) .

3



Then, for any θ ∈ W 1,∞(Rd,Rd),

J ′

1(Ω0)(θ) =

∫

∂Ω0

θ(x) · n(x)f(x) ds

J ′

2(Ω0)(θ) =

∫

∂Ω0

θ(x) · n(x)
(

∂g

∂n
+ κg

)

(x) ds

where n is the unit outer normal and κ is the mean curvature of Ω0

Now, we can introduce the following functional:

J(Ω) = α

∫

Ω

d(x) dx+

∫

∂Ω

1 ds , (3)

which has the form J(Ω) = J1(Ω) + J2(Ω), with f(x) = αd(x) and g(x) = 1. Notice that
this functional is composed of two terms (see previous section for the analogy): the first
term will drive the considered domain to the point set, where d(x) = 0 (the attraction) and
the second term will enforce some regularity (the surface tension) for its boundary. We can
assert that for θ ∈ W 1,∞(Rd,Rd),

J ′(Ω0)(θ) =

∫

∂Ω0

θ(x) · n(x) (αd(x) + κ(x)) ds ,

which means that minimizing the functional J amounts to driving its boundary through a
motion with speed v(x) = − (αd(x) + κ(x)) · n(x). This motion can be carried out within a
level set formulation, then u(t, x) is the level set function used to represent the domain Ω(t).
As expected, the corresponding Hamilton-Jacobi equation is exactly Equation (1):

∂u

∂t
(t, x) = |∇u(t, x)|(κ(u)(t, x) + α d(x)), ∀x ∈ D and ∀t ∈ R

+ .

Remarks:

1. Note that this scheme will hopefully drive the domain to a local minimum of functional
J . Indeed, functional J admits a global minimum corresponding to a single point when
J vanishes. This reinforce the need to rely on a stopping criterion at the numerical
level.

2. Furthermore, it is well-know [2] that shape optimization problems can be very difficult
to implement numerically. The reason being that they do not necessarily admit minima
within the set of considered domains.
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3. Related works

There are several classes of approaches for reconstructing a surface from a point set, that
can be schematically classified as follows.

• Geometrical approaches
Computational geometry approaches are mainly based on Delaunay triangulations or
dual Voronöı diagrams [19, 26, 16]. The desired surface is then extracted from a
triangulation of the convex hull of the data set V . However, this surface is only
piecewise affine and not C2 continuous as desired. Moreover, such approaches cannot
deal efficiently with noisy data usually.

• Volumetric approaches
Assuming that a signed distance function d to the points of the data set V has been
defined on a Cartesian grid, most volumetric approaches construct a piecewise affine
discretization of the zero level set of d using efficient and straightforward heuristic
algorithms [6, 7, 28], e.g. Marching polyhedra [9, 32], based on pre-defined patterns.
Nevertheless, the reconstructed manifold may be non orientable and this drawback is
known to be one of the most critical problems in the reconstruction process.

• Snake contour approaches
Typically, this data extraction method, designed for processing images, relies on the
displacement of points of an active contour towards areas with high gradients of the
intensity function (associated with the pixels), keeping the contour characteristics like
curvature or points distribution [11, 31]. The algorithm consists in contracting or
dilatating the initial contour using a sum of internal (related to the shape of the
contour) and external (related to the location of the contour) energies. However, a
large number of points may be necessary to resolve the high local curvature areas that
are difficult to identify a priori.

• Continuous PDE-driven approaches
Methods based on the resolution of partial differential equations (PDE), and especially
those using the level set formalism introduced by [37, 44], are efficient to handle dy-
namically moving interfaces. In such approach, the deformation process, governed by
an evolutionary PDE, starts from an initial closed surface, enclosing all the points of
V . This contour is deformed, at each point, in the normal direction, with a value
proportional to the local curvature, until it matches the sample. This continuous
framework requires nevertheless the tedious estimation of discrete derivatives on the
spatial discretization of the domain D.

We consider the reconstruction problem on the continuous level, by developing a continuous
model based on the resolution of a nonlinear PDE, like in [33, 44]. The formalism of the
level set method (coupling an implicit function definition and its evolution in time) is a con-
venient way to link the construction of this surface and its representation. However, instead
of solving classically the PDE on structured grids, we introduce here adapted anisotropic
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triangulations containing highly stretched elements in the vicinity of the data set. As will
be shown (Section 5), this feature considerably improves the numerical approximation of the
manifold and limits the dissipative effects of the numerical schemes.

To summarize, the main features of our reconstruction method are related to:

1. the definition of the nonlinear PDE model and the level set formalism of this problem,

2. the numerical schemes used to solve the PDE,

3. the creation of anisotropic adapted triangulations,

and will be analyzed in the following sections. In addition, several application examples will
be given to show the efficiency of this approach.

4. Existence and uniqueness of a solution

The notion of viscosity solution has been introduced in the 80’s by [17, 18] to give a
physical meaning to the solutions of Hamilton-Jacobi equations. The viscosity theory is
usually employed to analyse PDEs of the form:

F (x, u,Du,D2u) = 0 in an open set D ∈ R
3, (4)

where Du denotes the gradient of the unknown function u, D2u is the Hessian matrix of u
and F is defined by F : R3×R×R

3×S3(R) 7→ R, where S3(R) is the set of square symmetric
scalar 3× 3 matrices.

The fundamental idea of the theory is that under the viscosity solution concept, the
solution u needs not to be differentiable everywhere. It provides an equivalent definition for
the classical notions of supersolution and subsolution of an equation posed in R

3, that does
not involve the derivatives of the function, but use test functions.

Generally, viscosity solutions are considered as weak solutions that allow in particular
to extend the maximum principle properties to less regular solutions. Here Equation (1)
belongs to the wider class of mean curvature flow equations that have been thoroughly
studied. Hence, the fundamental results obtained by [24, 12] can be applied on our equation,
without restriction. In order for this theory to be used, the function F must comply with
the following necessary conditions:

• a monotonicity condition:

F (x, r, p,X) ≤ F (x, s, p,X) with r ≤ s, (5)

where r, s ∈ R and x, p ∈ R
3,

• an ellipticity condition:

F (x, r, p, Y ) ≤ F (x, r, p,X) with Y ≥ X, (6)

where X, Y ∈ S3(R) endowed with the usual order relationship.

6



We consider the following function F corresponding to the steady part of Problem (1) (al-
lowing us to omit the time variable t):

F (x, u,∇u,H(u)) = −|∇u(x)|
(

αd(x)−
(

∇ ·
( ∇u

|∇u|

))

(x)

)

, (7)

where H(u) is here the Hessian matrix of u.

Proposition 4.1. Function F defined by (7) satisfies the two previous necessary conditions
(5) and (6).

Proof. We denote by r = u, p = ∇u and X = H. The function F can be then rewritten as:

F (x, r, p,X) = −d(x)Tr(X) + Tr

(

p⊗ p

|p|2 X

)

− αd(x)|p|,

where, in dimension two,

for p =

(

p1
p2

)

∈ R
2,

p⊗ p

|p|2 =
1

|p|2
(

p21 p1p2
p1p2 p22

)

.

We observe that F does not depend directly on r, i.e. F (x, r, p,X) = F (x, p,X), and thus
the monotonicity condition (5) is verified.

To establish the condition (6), we denote by A(p) = I − p⊗ p

|p|2 . Then, for p 6= 0, we have:

A(p) =









p21
|p|2

−p1p2

|p|2
−p1p2

|p|2
p22
|p|2









.

Matrix A(p) is positive and semi-definite. Indeed, posing v =

(

v1
v2

)

∈ R
2 − {0}, yields

vT A(p) v =
1

|p|2 (v1 p2 − v2 p1)
2 ≥ 0.

Furthermore, matrix A(p) is symmetric, his eigenvalues are non negative and there exists
an orthonormal basis for the decomposition D = P TA(p)P with P (resp. D) an orthogonal
(resp. diagonal) matrix with positive values. Writing A(p) = σσT , with σ = PD1/2 allows
us to obtain:

Tr(A(p)X) = Tr(σσTX) = ( σTXσ) =
2
∑

i=1

σT
i Xσi,

where σi is the ith column of σ.
Assuming that for X, Y ∈ S2(R), Y ≥ X, we have:

∀i ∈ {1, 2} , σT
i Xσi ≤ σT

i Y σi , and
σT
i Xσi

|p|2 ≤ σT
i Y σi

|p|2 .

Since d ≥ 0, the function F is thus elliptically degenerated for p 6= 0 and this completes the
proof.
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We consider now the associated parabolic problem of (4):

∂u

∂t
+ F (t, x, u,∇u,H(u)) = 0.

The existence and the uniqueness of the solution of Problem (1) comes from the works of
[12] and [24] where the function F has to be C0([0, T ]×D × R× (R3 − {0})× S3(R)).

Notice here that u0 must be C2 continuous, however, there is no explicit requirement on
the regularity of D and of ∂D.

We introduce now the main following result regarding the viscosity solution.

Theorem 4.2. We consider the following initial boundary value problem:
{

ut + F (t, x, u,∇u,H(u)) = 0, on ]0, T [×D,

〈u(x), n(u)(x)〉 = 0, on ∂D,
(8)

with u(0, x) = u0(x) for x ∈ D.
Assuming conditions (5) and (6) are satisfied, then, for any function u0 ∈ C0(D), there
exists a unique viscosity solution u ∈ C0([0, T [×D) such that u(0, x) = u0(x).

Classically, in such PDE problem, the analytical solution u cannot be exhibited and thus a
numerical approximation uh of this solution is sought. To this end, we propose hereafter a
semi-implicit numerical scheme to solve numerically Problem (1).

5. A semi-implicit numerical scheme

In most problems that require the discretization of the computational domain, the accu-
racy of the solution and its regularity are strongly related to the quality of the mesh, as well
as to its adaptation to the problem at hand. With the type of discontinuities occuring with
level set methods, standard centered finite difference schemes for computing the curvature
term tend to become inaccurate and unstable, i.e., lead to spikes in the curvature error after
several iteration steps. Refining locally the Cartesian mesh may only postpone the problem
without totally eliminating it [34]. Furthermore, the mesh cannot be refined indefinitely
to capture vanishing gradients as it would then lead to restrictive time steps with explicit
schemes. On the other hand, the finite element method has become eminently popular in
engineering applications as it involves a variational formulation of the problem and looks
for solutions in suitable functional spaces. It offers the flexibility of dealing with an un-
structured triangular mesh of the domain, possibly adapted to the geometry of the domain
boundary as well as to the solution variation. However, the approximation of second order
derivatives is related to the degree of the polynomials associated with the shape functions.
Obtaining an accurate nodal value of the second order terms in Problem (1) would require
using at least third degree polynomials, thus leading to a substantial increase of the number
of degrees of freedom in our problem. In addition, essentially non oscillatory (ENO) schemes
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are sometimes relatively tedious to implement on triangulations (see [1] for a discussion and
details of the implementation).
Finally, as pointed out by [34], using a local level set function is more robust in calculating
the curvature than directly differentiating an interpolating function like a spline for instance.
Next, we propose an alternative for computing a curvature value at each mesh vertex with-
out having to resort on high order interpolation schemes. Moreover, this approach is easy to
implement on unstructured meshes.

From now, we consider an unstructured simplicial triangulation Th of the domain D
containing Nn nodes. We assume that the value of the distance function d(xi) between the
points of V and any vertex xi ∈ Th is known, i.e., has been previously computed.

5.1. Approximation of the time derivative

In Problem (1), the first order differential operator with respect to the time variable t

can be discretized using a classical Euler finite difference scheme with a time step ∆t:

∂u

∂t
∼ un+1

i − un
i

∆t
,

where un
i = u(tn, xi), t

n = n∆t and xi is a vertex of Th and we denote di = d(xi). For
efficiency purposes, we propose the following semi-implicit scheme for solving Problem (1):

un+1
i − |∇un|i ∆t

(

∇ ·
(∇un+1

|∇un|

))

i

= |∇un|i di ∆t α+ un
i ,

for all t ∈ [0, T ],

for all i ∈ {1, · · · , Nn}.
(9)

The term |∇un| on the denominator appeals the following comment. A renormalization
procedure is applied during the numerical resolution, to ensure that the level set function u

remains close to a distance function. In other words, the modulus of the gradient value of
u is always bounded by above by some constant which is related to the unit domain size.
Since we assume the solution u is regular (typically Cm, m ≥ 1), then ∇u is Cm−1 and at
least continuous, and furthermore ∇u(t, x) 6= 0 for x ∈ Γ(t). Hence, to avoid any numerical
problem, we also bound the modulus of the gradient term on the denominator by a minimal
value ε.

5.2. Stability issue

In this sub-Section, we prove the stability of the time discretization of our Problem (1).
We denote by k = |∇un| such that k 6= 0, then we have :

un+1 − k∆t

(

∇ ·
(∇un+1

k

))

= un + k∆t α d, with
∂un+1

∂n
= 0 on ∂D.

9



Let Au = u − k∆t

(

∇ ·
(∇u

k

))

. Notice that A is not a self-adjoint operator for the L2

scalar product, but for 〈u, v〉 =
∫

uv

k
, since we have:

〈Au, v〉 = 〈u, v〉 −∆t

∫

k

(

∇ ·
(∇u

k

))

v

k

= 〈u, v〉+∆t

∫ 〈∇u,∇v〉
k

> 0.

In particular, we have 〈Au, u〉 ≥ ||u||2, then let λ ∈ σ(A) be an eigenvalue, we have λ ≥ 1.
Indeed, A is diagonalisable (since A is a self-adjoint operator with compact inverse) and
σ(A) = {λ0, λ1, · · · } with λ0 ≤ λ1 ≤ · · · , λi →

i→∞
∞. Moreover, ∀i ∈ N, ∃ui ∈ L2(D, dx

k
), such

that Aui = λiui.

Our time discretization of the Problem (1) is then unconditionally stable on the time step,
provided k 6= 0.

5.3. Approximation of the spatial derivatives

In order to ensure the robustness, and to a lesser extent, the efficiency of the numerical
method, we need to compute the first (gradient) and the second (mean curvature) order
derivatives of the level set function u as accurately as possible. With classical finite differ-
ence/element approximations, the level set function u is defined at the nodal points, and so
are the spatial derivatives. Hence, we would like to define these derivatives at the vertices of
the triangulation Th. Next, we propose a method for evaluating the gradient and the mean
curvature at each vertex of Th, based on an L2 projection.

As usual, for a given time tn, we denote hereafter the solution un
i = ui.

5.3.1. Gradient approximation

Introducing the barycentric coordinates ωKi2 of a vertex xi2 at each triangle K ∈ Th leads
to write:

u|K =
∑

xi2
∈K

ui2 ωKi2 , and (∇u)|K =
∑

xi2
∈K

ui2 ∇ωKi2 . (10)

Then, for each vertex xi in the triangulation Th, the discrete gradient is defined as the L2

projection using the operator Πh:

(∇u)i = (Πh(∇uh))i =

∑

K∈Bi

|K|(∇u)|K

|Bi|
=

∑

K∈Bi

|K|
∑

xi2
∈K

ui2∇ωKi2

|Bi|
, (11)

where |K| is the area of triangle K, Bi is the support of xi, i.e., the set of triangles containing

vertex xi and |Bi| =
∑

K∈Bi

|K|.
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5.3.2. Mean curvature approximation

Once the gradient approximation has been obtained at each mesh vertex, the same pro-
cedure can be applied to each component of the gradient vector to supply a mean curvature
value at each vertex as well. The previous formulas allows us to write:

(∇(∇u))|K =
∑

xi∈K

(∇u)i(∇ωKi)
T ,

where we considered the raw vector (∇ωKi)
T , in order to calculate the product. With this

definition, (∇(∇u))|K is a square matrix. The aim is to obtain the value (∇(∇u))i at each
point xi. Hence, using the previous formulas (10) and (11), we compute successively the
coefficients of the Hessian matrix:

(∇(∇u))i =

∑

K∈Bi

|K| ∇(∇u)|K

|Bi|
=

∑

K∈Bi

|K|





∑

xi2
∈K

(Πh(∇uh))i2



 (∇ωKi2)
T

|Bi|
, (12)

and the trace of the Hessian matrix:

(∇ · (∇u))i =

∑

K∈Bi

|K|

















∑

xi2
∈K

















∑

L∈Bi2

|L|





∑

xi3
∈L

ui3〈∇ωLi3 , ∇ωKi2〉





|Bi2 |

































|Bi|
, (13)

where 〈·, ·〉 is the Euclidian scalar product. Futhermore, the local mean curvature at a mesh
vertex xi is then defined as:

κi =

(

∇ ·
( ∇u

|∇u|

))

i

=

∑

K∈Bi

|K|

















∑

xi2
∈K

















∑

L∈Bi2

|L|





∑

xi3
∈L

ui3〈∇ωLi3 , ∇ωKi2〉





|∇u|i2 |Bi2 |

































|Bi|
. (14)

From the numerical point of view, these two approximations are relatively easy to implement.
The sole difficulty is related to the fast identification of all triangles in the sets Bi, for all i.
This can be achieved using appropriate data structures, especially since Th is kept unchanged
during all the evolution of the curve [25], as will be seen in the Section (5.1).
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5.4. Consistency

For the sake of simplicity, we consider a two dimensional Cartesian grid Th of generic
size h and we denote K a square cell of Th, xi,j being the point at wich we calculate the
evaluation of the curvature. Let Bi,j be the ball of the point xi,j, i.e., the set of the cells
containing xi,j. By analogy with the formula (14), we fix a = |∇u| for all u and then, the
curvature evaluation yields:

(

∇ ·
(∇u

a

))

i,j

=
1

4

∑

K∈Bi,j

|K|

















∑

xi2,j2
∈K

















∑

L∈Bi2,j2

|L|





∑

xi3,j3
∈L

ui3,j3〈∇ωL,i3,j3 ,∇ωK,i2,j2〉





ai2,j2 |Bi2 |

































|Bi|
.

(15)

Here, the coefficient
1

4
comes from the calculation of the term 〈∇ω,∇ω〉 in square cells. At

each grid point xi,j, we can write the following equation:

(

∇ ·
(∇u

a

))

i,j

=
1

64

∑

K∈Bi,j

∑

xi2,j2
∈K











∑

L∈Bi2,j2

∑

xi3,j3
∈L

ui3,j3〈∇ωL,i3,j3 ,∇ωK,i2,j2〉

ai2,j2











.

The number of cells in Bi,j × the number of squares in Bi2,j2 appears in the denominator.

The coefficients contributing to the value of the stencil of

(

∇ ·
(∇u

a

))

i,j

can be found

in Appendix A.

Proposition 5.1. On Cartesian grids, the discrete operator

(

∇ ·
( ∇
|∇|

))

i,j

is consistent

with the continuous operator ∇ ·
( ∇
|∇|

)

.

The proof of this proposition is detailled in Appendix B.

5.5. Matrix form of the scheme

For all un, we fix |∇un| and by defining the discretization matrix M by:

u 7→ Mu = ∇ ·
( ∇u

|∇un|

)

,
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and by introducing D the matrix of diagonal terms |∇un|i, Scheme (9) becomes:

((I −∆tDM)u)n+1
i = un

i +∆t |∇un|i di α.
for all t ∈ [0, T ],

for all i ∈ {1, · · · , Nn}.
(16)

This semi-implicit scheme (16) requires the resolution of a linear system. This relies on the
following proposition.

Proposition 5.2. The matrix (I −∆tDM) is invertible.

The proof of this Proposition is detailled in Appendix C.

6. Application to curve and surface reconstruction problems

In this Section, we show that the initial boundary value Problem (1) is especially well-
suited for dealing with surface reconstruction problem. This problem is of interest in various
fields of applications, for instance in numerical simulations, in biomedical, reverse engineer-
ing, and visualization. In such cases, the initial data (point set) may not be always well
defined and may contain noise, for instance. Rather than searching for an interpolating
surface, we would prefer to find a surface that fits at best the set of points, thus overcoming
the noise problem, corresponding to a mean regular surface sufficiently close to the point set.
We first provide some informations about the numerical aspects of our approach. Then, we
give several examples of curve and surface reconstructions.

Schematically, Problem (1) is solved in three stages as shown in Figure 2. A preliminary
stage consists in computing the unsigned distance function on a regular triangulation cover-
ing a large convex area D encompassing all data points of the set V . Next, a triangulation
locally adapted to the zero level of the unsigned distance function is generated, to provide
a minimal element size close to the data set and thus allowing for a better accuracy in
this neighborhood. The unsigned distance function is then recomputed at the vertices of
this adapted triangulation as well as the initial condition u0, that will be used to solved
the problem. The numerical resolution consists in a main time loop, corresponding to the
discretization of the time derivative of u, in which the stiffness matrix is updated and the
resulting linear system is solved using an iterative algorithm. We will now briefly describe
these stages and provide numerical information about the implementation.

6.1. Definition of the distance function

The unsigned distance to an arbitrary set of points V is the function D ∋ x 7→ d(x)
defined by:

d(x) = inf
y∈V

‖y − x‖ = d(x, V ) ,

where ‖ · ‖ denotes here the Euclidean norm in R
d. Since this Euclidean distance function is

1-lipschitz continuous, i.e.,

∀x, y ∈ D |d(x, V )− d(y, V )| ≤ ‖x− y‖ ,

13



u = u0

unew

u = unew

     CONVERGENCE

(T0, d)
Creation of the
adapted mesh T

(T, u0)
(T, d)

(T, !(u))
Matrix assembly and

right hand side

Linear system
resolution

stopping criterionrenormalization
of u

Figure 2: General scheme for solving Problem (1).

Rademacher’s theorem allows to conclude that this distance function d is differentiable almost
everywhere on D. In particular, d solves the Eikonal equation almost everywhere:

|∇d(x)| = 1 , a.e. x ∈ D ,

and is such that d(x) = 0 for x ∈ V . Actually, the distance function d to V is a (non unique)
viscosity solution of this Eikonal equation.
From the pratical point of view, we compute the distance function to V at the vertices of
a triangulation T covering D using a greedy algorithm of complexity O(n × |V |), where n

denotes the number of vertices in T and |V | the number of points in V . We are aware that
other methods exist to compute the unsigned distance function to a point set more efficiently
(for example considering the Eikonal equation as the steady state of an evolution equation).
But as will be seen, the number of points n in an adapted anisotropic triangulation T is
usually small and this computation is only performed twice during the initialization stage
(on a regular triangulation and on an adapted triangulation).

6.2. Anisotropic mesh adaptation

Here, we assume the unsigned distance function d has been computed at the vertices of
a regular triangulation T of D. Actually, the zero levet set {x ∈ T, d(x) = 0} is a crude
approximation of the distance to the set of points V and is highly dependent of the initial
regular triangulation T on which it is computed and of the sampling of V . Since d is used to
solve the evolution Equation (1) at each time steps, we would like to improve its numerical
evaluation. This can be achieved by adapting the triangulation T to our purpose using
Riemannian metrics [25]. Anisotropic adaptation allows to control the size, the shape and

14



Figure 3: Data set V (left) and unsigned distance function related to this set (right).

the stretching to mesh elements, as compared to isotropic adaptation that controls only the
size. For example, on Figure 4, the isotropic triangulation (left) contains almost four times
more vertices than the anisotropic triangulation (right), for the same level of accuracy. We
briefly recall this notion and its application to mesh adaptation.
Consider two orthogonal unit vectors e1 and e2 in R

2 and suppose we want to force a triangle
K ∈ T to be aligned with the direction e1 and to be very flat along e2. This can be obtained
by prescribing a metric M as:

M = P

(

1
l2
1

0

0 1
l2
2

)

P t ,

where P is the transformation matrix from the canonical basis to the basis (e1, e2), l1 (resp.
l2) is the desired length along e1 (resp. e2).

To compute an accurate discretization of the zero level set of the approximation of u solving
Problem (1), we need to increase the density of points in the vicinity of V . By prescribing
the following metric M(x) at all vertices of T , we are able to control approximation error
(and the Hausdorff distance) between the continuous and the discrete solution [21]:

M(x) = P (x)

(

min
(

max
(

c
ǫ
|κ(x)|, 1

h2
max

)

, 1
h2

min

)

0

0 1
h2
max

)

P t(x) ,

where hmax and hmin represent the stretchings of the mesh element, c is a constant depending
on the space dimension and ǫ is a tolerance value on the Hausdorff distance between the
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Figure 4: Example of isotropic (left) and anisotropic (right) mesh adaptation based on an unsigned distance
function defined at the mesh vertices. The adapted isotropic (resp. anisotropic) mesh contains 37, 750 vertices
(resp. 9 885) corresponding to a minimal size of 0.001 unit (D is the unit square).
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zero isovalue and its discretization [15, 21]. Such metric indicates that the element size is
proportional to the local mean curvature κ(x) of d along the tangent direction. Numerically,
to compute the mean curvature term κ(x) at the mesh vertices we can use the same scheme
as we use to compute the first and second order derivatives of u, thanks to the Eikonal
property of the function d (Section 5.2).

The regular triangulation is then adapted to the metric field M defined at the mesh ver-
tices by using classical mesh modification operations: edge collapsing, edge flipping, Delau-
nay point insertion and vertex relocation (see [25], for more details). Notice that the adapted
triangulation will remain unchanged during the numerical resolution of Problem (1). The
Figure 5 (left) illustrates the local mesh density generated in the vicinity of the zero level
set of the unsigned distance function d. Furthermore, it is absolutely not required for the
points of the data set V to be vertices of the adapted triangulation T . The latter have been
created and inserted in T to fit at best the metric prescription M, without considering V

at this stage. Nevertheless, if a mesh vertex appears to be excessively close to a point of V ,
the vertex coordinates can be updated to match the point coordinates (if the triangulation
remains valid). In addition, the anisotropic triangulation T has also revealed well suited for
extracting an accurate piecewise polygonal approximation of the zero level set of the solution
u solving Problem (1), for instance for visualization purpose (Figure 5, right).

Figure 5: Example of an anisotropically adapted triangulation T in the vicinity of the points of V (left). Local
enlargement in the vicinity of the zero level set of the solution on the anisotropic triangulation T . The red
line corresponds to a piecewise affine discretization of this level set (right).

6.3. Numerical resolution

The initial condition u0 and the unsigned distance function d are evaluated on the final
adapted triangulation T . As described Figure 2, the numerical scheme consists in a main
time loop in which, at each iteration, we compute the local mean curvature term κ(u) at the
mesh vertices, we update the stiffness matrix and the right hand side, and then we solve the
resulting linear system using a GMRES algorithm. From numerical experiments, we have
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seen the efficiency of introducing the following stopping criterion on the solution unew :

max
x∈V

|Πhunew(x)| ≤ ε,

corresponding to a L2 projection of unew on the points of V , for a small ε. In practice, this
small value is expected to be related to the minimal mesh element size, usually taken as
the minimal inradius of the element, as can be seen in the numerical examples section. It is
well known that order one schemes lead to a numerical dissipation after a few iterations, i.e.
the Eikonal property |∇u| = 1 is no longer satisfied. To overcome this problem, a classical
renormalization stage is applied every few iterations [42].
We present now several numerical examples to illustrate the efficiency of our curve and
surface reconstruction approach.

6.4. Curve reconstruction

In this section, we present several application examples of curve reconstruction. In these
cases, we have set the parameter α in Equation (1) to the value 2 to achieve a good balance
between the attraction term and the surface tension term. For these examples, we specify
the mesh features (number of points, triangles and the minimal size), as well as the L2-error
at convergence.

6.4.1. Uniform set of points

In this first example, the objective is to capture the boundary of a closed domain defined
from a segmented binary image. In this example the data set V corresponds to the set of
black pixels containing 2, 059 points. The initial condition u0 is the signed distance function
to a circle enclosing V . The Figure 6 (top) shows the resulting solution u at convergence and
more specifically the discretization of the zero level set of u obtained using the triangulation
T (bottom). The latter contains 8, 417 vertices and 16, 766 triangles, corresponding to a
minimal size hmin = 2.57 × 10−4 for a time step ∆t = 10hmin. It is interesting to notice
that after 120 iterations, most of the shape has already been captured, at the noticeable
exception of the Région Aquitaine that is fully converged after 850 iterations with an L2-
error of approximately 3.1× 10−3 (cf. Figure 8, bottom right).

The extraction of a piecewise affine discretization of the zero level set allows to define the
boundary of a domain Ω that can be remeshed according to different mesh sizing function
more appropriate to numerical applications (like wind modelling and ocean streams analysis
in fluid dynamics). Figure 6 (bottom) shows a mesh of Ω (left) and of the complementary
part of Ω (right).

6.4.2. Noisy set of points

To show the robustness of our approach, we are considering adding a Gaussian noise
to the coordinates of the points of V . To this end, we use the Box-Muller method [8] to
generate random numbers, to satisfy a reduced centered normal distribution from numbers
verifying uniform law. For a given point P, we consider U1 and U2 to independant random
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Figure 6: Application to image processing. Zero level set of u at convergence (top left) and local enlargement
in the neighborhood of V (top right). Anisotropic triangulation used for the resolution (middle left) and
local enlargement in the vicinity of V (middle right). Examples of computational meshes corresponding to a
piecewise affine approximation deduced from the resulting curve (bottom).
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variable uniformly distributed in the range ]0, 1]. Denoting x, y the coordinates of P, the
noisy coordinates (xn, yn) are then computed as follows:

{

xn = x+ σ T1

yn = y + σT2,

where σ is standard deviation and:
{

T1 =
√
−2 lnU1 cos(2πU2)

T2 =
√
−2 lnU1 sin(2πU2),

with σ = 2 dmin, where dmin is the minimal distance between any two points in the initial
(non noisy) set V .

Figure (7) shows the corresponding solution at convergence. For the sake of efficiency, we
used a different adapted mesh with a larger minimal size of hmin = 1.2 × 10−3, as the need
for accuracy is here less important than in the previous test case because of the amplitude
of the noise signal. Here, the L2- norm of the error at convergence is about 3.9× 10−2.

Figure 7: Regular curve reconstruction on noisy data set. Isovalues of the solution at convergence (left) and
zero isovalue of the solution (right).

6.4.3. Impact of the initial condition

We have pointed out in the introduction that there is no specific constraint on the initial
condition. To illustrate this feature, Figure 8 shows the evolutions of the zero level set with
respect to two different conditions, corresponding to the situation where the set V is partly
or not encompassed by the initial zero level curve. In both cases, the final curve fits at best
the data set. 850 iterations have been necessary to obtain the convergence on this dataset
(Figure 9, right).
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Figure 8: Impact of the initial conditions (top and bottom left) on the same point set and associated inter-
mediate evolution curves (top and bottom right).
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Figure 9: Curve reconstruction after 120 iterations (left) and at convergence after 850 iterations (right).

6.4.4. Set of points containing several connected components

To empasize the efficiency of our method in dealing with several conected components,
we consider the data set V containing 6, 241 points (Figure 10, top left). We start from
an initial signed distance function to a circle enclosing V , i.e. defining a single connected
component for the zero level set. At completion (Figure 10, left), the several connected
components of the domain have all been captured and delimited by a regular curve. The
adapted triangulation Th contains 3, 867 vertices and 7, 706 triangles corresponding to a
minimal size hmin = 1.2×10−3 and a time step ∆t = 10hmin (c.f. Figure 10). The convergence
is achieved after 620 iterations with an L2-error corresponding to 2.86× 10−3.
From these three examples, we observe that the numerical results are in good accordance
with the theorical expectations and we can see that the L2-error is of the order of the mesh
minimal size hmin.

6.5. Smooth surface reconstruction

Finally, we propose an example of surface reconstruction using our approach. As pointed
out, this approach works exactly the same way in three dimensions. The dataset V is
represented on Figure 11 (left) with a cut through the anisotropic adapted mesh (right) that
contains 293, 324 vertices and 1, 510, 741 tetrahedra. One can easily see the refinement region
on the cut plane of the three-dimensional mesh corresponding to the zero level set of the
unsigned distance function to the data set. The minimal element size of the triangulation is
hmin = 5 × 10−3 and by comparison a uniform mesh of this minimal size would have about
4× 109 vertices and would eventually not fit into the computer memory.
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Figure 10: Curve reconstruction with several connected components.

Figure 11: Data set V for the statue (left) and cut through the adapted anistropic mesh (right).
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Figure 12 (left) shows a piecewise affine approximation of the zero isosurface obtained
by the method on the dataset V containing 134, 345 points. On the right part of the figure,
several reconstructions are proposed to emphasize the ability of our approach to deal with
different sets of sampling points. The purpose of this example is to show that different
datasets lead to different surface reconstructions of various resolution. This option is par-
ticularly useful in the context of data visualization, where different occurences of the same
surface can be used, the level of accuracy being then related for instance to the distance to
the viewer. The hierarchical meshes, on the right of the Figure 12, have respectively 230, 000
(bottom), 21, 000 (middle) and 12, 000 (top) vertices.

7. Conclusion

In this paper, we have proposed a new PDE-based method for reconstructing a smooth
and closed manifold surface from a sample of unstructured points. The model has been
implemented in two and three dimensions using the level set formalism pionneered by Osher
and Sethian for tracking evolutionary surfaces and taking advantage of a semi-implicit scheme
we developed and analyzed. Different applications examples have been provided to emphasize
the strength of this method. On the theoretical side, the only missing piece is a formal proof
of convergence of our scheme for it is lacking monotonicity. Work is still in progress on this
topic.
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Figure 12: Example of surface reconstruction. Left: final smooth surface obtained by our approach. Right: a
sequence of hierarchical meshes obtained by our approach, corresponding to various data sets.
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Appendix A. Coefficients of the stencil of the approximation of the curvature
term

We denote ci,j the coefficient at the point xi,j appearing in front of ui,j in the stencil

decomposition of the curvature discrete operator ∇ ·
( ∇
|∇|

)

i,j

.

ci,j =
4

ai+1,j

+
4

ai,j+1

+
4

ai−1,j

+
4

ai,j−1

+
2

ai+1,j+1

+
2

ai−1,j+1

+
2

ai−1,j−1

+
2

ai+1,j−1

,

ci−1,j−1 = 0, ci,j−1 =
2
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+
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+
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+
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+
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+
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+
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2
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+
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+
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+
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,
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Appendix B. Proof of the Proposition 5.1

In one dimension of space, we recall that the classical scheme involves only the grid points
xi−1, xi, xi+1 and then the curvature formula becomes:

δx

(

δxu

a

)

i

=

(

δxu

a

)

i+ 1

2

−
(

δxu

a

)

i− 1

2

∆x
=

1

h2

(

ui+1 − ui

ai+ 1

2

− ui − ui−1

ai− 1

2

)

.

If the grid points xi+ 1

2

and xi− 1

2

are not defined, we could use instead an average value,

ai+ 1

2

=
1

2
(ai+1 + ai).

With the proposed scheme, the curvature expression reads as follows:

δx

(

δxu

a

)

i

=
ui+2 ω

′
s4,i+2 ω

′
s3,i+1

ai+1

+
ui ω

′
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ω′
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+
ui−2 ω

′
s1,i−2 ω

′
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ai−1

+
ui ω
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=
1

(2h)2

(

ui+2 − ui

ai+1

− ui − ui−2

ai−1

)

∼ δx

(

δxu

a

)

,

where ω′
sp,j denotes the derivative of the barycentric coordinate of the point j in the element

sp. We observe that this approximation is consistent with the classical scheme.

In two dimensions of space, the derivatives are simply written as:

∇ ·
(∇u

a

)

=
∂

∂x

(

∂u
∂x

a

)

+
∂

∂y

(

∂u
∂y

a

)

,

and thus the approximation of the curvature at the grid point (i, j) becomes:
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a
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)

.

We split now the analysis of our scheme into several steps, and we consider namely:

• the coefficients of the principal cross in the stencil:
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that leads to:

1
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)

,

(B.1)

• the coefficients of the second and fourth columns of the stencil:

1

64h2













4
0
−8
0
4













and
1

64h2













4
0
−8
0
4













leading respectively to:

1

64h2

(

2ui−1,j+2 − 2ui−1,j

ai,j+1

− 2ui−1,j − 2ui−1,j−2

ai,j−1

)

+
1

64h2

(

2ui−1,j+2 − 2ui−1,j

ai−1,j−1

− 2ui−1,j − 2ui−1,j+2

ai−1,j+1

)

and

1

64h2

(

2ui+1,j+2 − 2ui+1,j

ai,j+1

− 2ui+1,j − 2ui+1,j−2

ai,j−1

)

+
1

64h2

(

2ui+1,j+2 − 2ui+1,j

ai+1,j+1

− 2ui+1,j − 2ui+1,j−2

ai+1,j−1

)

,

(B.2)

• the coefficients of the second and fourth raws:

1

64h2













4 0 −8 0 4













and
1

64h2











 4 0 −8 0 4













leading respectively to:

1

64h2

(

2ui+2,j+1 − 2ui,j+1

ai+1,j

− 2ui,j+1 − 2ui−2,j+1

ai−1,j

)

+
1

64h2

(

2ui+2,j+1 − 2ui,j+1

ai+1,j+1

− 2ui,j+1 − 2ui−2,j+1

ai−1,j+1

)

and

1

64h2

(

2ui+2,j−1 − 2ui,j−1

ai+1,j

− 2ui,j−1 − 2ui−2,j−1

ai−1,j

)

+
1

64h2

(

2ui+2,j−1 − 2ui,j−1

ai+1,j−1

− 2ui,j−1 − 2ui−2,j−1

ai−1,j−1

)

.

(B.3)
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One can easily observe that: (B.2) + (B.3) ∼ 1

2
∇ ·
(∇u

a

)

.

• the remaining coefficients:

1

64h2













2 2
0 0

−8
0 0

2 2













corresponding to:

1

64h2

(

2ui+2,j−2 − 2ui,j

ai+1,j−1

− 2ui,j − 2ui+2,j+2

ai+1,j+1

+
2ui−2,j+2 − 2ui,j

ai−1,j+1

− 2ui,j − 2ui−2,j−2

ai−1,j−1

)

(B.4)

∼ 1

4
∇ ·
(∇u

a

)

.

Then, by summing (B.1), (B.2), (B.3) and (B.4), we deduce that our scheme is consis-

tent with the operator ∇ ·
(∇
a

)

.

Appendix C. Proof of the Proposition 5.2

In this appendix, we show that the matrix (I − ∆tDM) is invertible. To this end,
we want to show that Ker(I − ∆tDM) = {0}. We suppose there exists u 6= 0, such
that (I − ∆tDM)u = 0. We introduce the diagonal matrix Λ such that (Λ)i,i = |Bi|.
We have then (I − ∆tDΛ−1 ΛM)u = 0, and (ΛD−1 − ∆tΛM)u = 0. Hence, we obtain
uT (ΛD−1 −∆tΛM)u = 0 and

uT ΛD−1u = ∆t uTΛM u. (C.1)

As uT ΛD−1u > 0 if u 6= 0, to assure the invertibility of (I −∆tDM), let us prove that ΛM
is a symmetric negative semi-definite matrix in order to have Ker(I − ∆tDM) = {0}.
First of all, ΛM is symmetric, i.e. 〈ΛM u, v〉 = 〈u,ΛM v〉.
Indeed, using Equation (14) we recall that:
for αi2 = |∇u|i2 then,

(

∇ ·
( ∇u

|∇u|

))

i

=

∑

K∈Bi

|K|
∑

xi2
∈K

〈

(∇u)i2
αi2

,∇ωK,i2

〉

|Bi|
.
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We introduce the diagonal matrix Λ such that (Λ)i,i = |Bi|. Thus, we write:

〈ΛM u, v〉 =
∑

xi

(ΛM u)i vi =
∑

xi

vi
∑

K∈Bi

|K|
(

∇ ·
( ∇u

|∇u|

))

i

=
∑

xi

vi
∑

K∈Bi

|K|
∑

xi2
∈K

〈

(∇u)i2
αi2

,∇ωK,i2

〉

=
∑

xi

∑

K∈Bi

∑

xi2
∈K

vi |K|
〈

(∇u)i2
αi2

,∇ωK,i2

〉

.

Using a renumbering procedure, (K ∈ Bi ⇒ xi ∈ K) and (xi2 ∈ K ⇒ K ∈ Bi2) we obtain :

〈ΛM u, v〉 =
∑

xi2

〈

(∇u)i2
αi2

,
∑

K∈Bi2

|K|
∑

xi∈K

vi∇ωK,i2

〉

.

The next step is to prove that, for all xi2 :
∑

K∈Bi2

|K|
∑

xi∈K

vi ∇ωKi2 = −
∑

K∈Bi2

|K|
∑

xi∈K

vi ∇ωKi,

i.e., for all xi2 :
∑

K∈Bi2

|K|
∑

xi∈K

vi(∇ωKi2 +∇ωKi) = 0 ⇔
∑

xi∈Bi2

∑

K∈Bi2
∩Bi

vi |K|(∇ωKi2 +∇ωKi) = 0.

(C.2)

It is sufficient to show that for all xi2 ,
∑

K∈Bi2
∩Bi

|K|(∇ωKi2 + ∇ωKi) = 0, ∀xi ∈ Bi2 . This

condition is also a necessary condition, for the equality (C.2), to be satisfied for all vi. We
have to consider two cases.

• If xi = xi2 , the same term ∇ωKi2 appears twice in the previous sum.

We define ω =
∑

K∈Bi2

ωKi2IK , and thus we have:

∑

K∈Bi2

|K|∇ωKi2 =

∫

∪
K∈Bi2

K

∇ω =

∫

∂(∪K)

〈ω,~n〉 = 0.

This term is vanishing since ω = 0 on ∂(∪K). And hence the result follows:
∑

K∈Bi2

|K| ∇ωKi2 = 0.

• If xi 6= xi2 , the sum becomes:
∑

K∈Bi∩Bi2

|K|(∇ωKi2 +∇ωKi) = |K|(∇ωKi2 +∇ωKi) + |L|(∇ωLi2 +∇ωLi),
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where K and L denote the two triangles sharing the edge (xi, xi2), and (k, l) the two
vertices opposed to the edge (xi, xi2) in K, L respectively.

Since
∑

xi2
∈K

∇ωKi2 = 0 for all xi2 , we have∇ωKi2+∇ωKi = −∇ωKk and∇ωLi2+∇ωLi =

−∇ωLl.
Considering the two points opposite to the edge (xi, xi2) in K and L, we like to show
that:

|K|∇ωKk = −|L|∇ωLl.

We notice that∇ωKk and∇ωLl are orthogonal to the edge (xi, xi2). Moreover, |∇ωKk| =
1

hk

, where hk is the height of K emanating from k and |K| = hk

2
× |(xi, xi2)|, where

|(xi, xi2)| denotes the length of the edge (xi, xi2), we conclude that |K| |∇ωKk| =
|(xi, xi2)|

2
. Likewise, on the triangle L, we obtain a similar relation: |L| |∇ωLl| =

|(xi, xi2)|
2

. Note that the vectors ∇ωKk and ∇ωLl have the same directions but oppo-

site signs. Hence, |K| ∇ωKk = −|L| ∇ωLl and the results (C.2) follows.

We have just shown that:
∑

K∈Bi2

|K|
∑

xi∈K

vi ∇ωKi2 = −
∑

K∈Bi2

|K|
∑

xi∈K

vi ∇ωKi. (C.3)

On the other hand, we have the following equality:
∑

K∈Bi2

|K|
∑

xi∈K

vi ∇ωK,i2 = −
∑

K∈Bi2

|K| (∇v)i2 ,

and then, we obtain the identity:

〈ΛMu, v〉 =
∑

xi2

〈

(∇u)2i2
αi2

,−
∑

K∈Bi2

|K|(∇v)i2

〉

= −
∑

xi2

〈

(∇u)i2
αi2

, (∇v)i2

〉

∑

K∈Bi2

|K|

= −
∑

xi2

〈

(∇v)i2
αi2

, (∇u)i2

〉

∑

K∈Bi2

|K|

= 〈u,ΛMv〉.

(C.4)

The matrix ΛM is then symmetric. Moreover, by taking u = v in (C.4), we have

〈ΛMu, u〉 = −
∑

xi2

(∇u)2i2
αi2

∑

K∈Bi2

|K| ≤ 0.
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Thus ΛM is a symmetric negative semi-definite matrix.
By considering again the relation (C.1), we recall that uT DΛ−1 u > 0 if u 6= 0 and we have
just shown that ΛM is a symmetric negative semi-definite matrix, then the relation (C.1) is
impossible. This leads to write Ker(I −∆tDM) = 0 and (I −∆tDM) is invertible.
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