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Abstract

In this paper we consider the antiderivative of the product of a

fractional random process and a periodic function. We establish that

the rescaled process constructed in this way converges to a Brownian

motion whose variance depends on the frequency of the periodic func-

tion and the Hurst parameter. We also prove that for two different

frequencies the limits are independent. Finally, we discuss applications

to wave propagation in random media.

1 Introduction

Fractional processes have attracted a lot of attention in recent years. They
provide relevant models for long-range dependence or antipersistent random
behavior [11].

Fractional Brownian motion is the most famous fractional process. It
satisfies many relevant properties such as self-similarity, Gaussianity and
stationarity of the increments.

Another crucial property for applications is the invariance principle [11].
Let H ∈ (0, 1), BH = {BH(z)}z be a fractional Brownian motion with Hurst
index H. Depending on the value of H, the fractional white noise

δBH = {BH(z + 1) −BH(z)}z

(which is stationary) satisfies various “memory-properties”. ForH ∈ (1/2, 1)
the process δBH is long-range dependent, for H = 1/2 it is mixing, and for
H ∈ (0, 1/2) it is antipersistent. Let consider a stationary and Gaussian
process ν = {ν(z)}z that satisfies roughly the same range property as the
fractional white noise δBH , that is, it has the same decay rate of the inte-
grated correlation. Then, the invariance principle says that when ε goes to
0, the rescaled process

{
ε2H

∫ z/ε2

0

ν(y)dy

}

z

=

{
1

ε2−2H

∫ z

0

ν
( y
ε2

)
dy

}

z
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converges in distribution to the fractional Brownian motion BH . Notice that
the invariance principle is of great importance. In particular it makes the
increments of BH serve as universal stationary Gaussian models with various
memory properties depending on the index H [11].

Applications of fractional processes to wave propagation in random media
have recently been studied in [5, 9, 10]. Here they are used to model very
complex and long range media. In addition to random phenomena, due
to the nature of waves, periodic modulation arises naturally in harmonic
descriptions associated with wave phenomena, [2]. This then leads to the
study of evolution problems driven by periodic and random processes. A
simple example is the asymptotic study of the process defined by

vε
p =

{
1

εγ

∫ z

0

ν
( y
ε2

)
p
( y
ετ

)
dy

}

z

(1)

where τ and γ are two positive constants and p is a periodic function. Such a
question have been investigated in particular cases in [8]. It was proven that
if p = cos(ω×·) (or sin(ω×·)), τ ∈ (0, 2), γ = 1+(2−τ)(1/2−H) and ν is a
Gaussian and stationary process that is essentially a fractional white noise,
then vε

p converges in distribution to a Brownian motion. The result with
H = 1/2 had been known for many years and applied to wave propagation
in mixing media, see [2], while the results with H ∈ (0, 1) allowed for the
study of waves in fractional media.

In the present paper we aim to generalize the result presented above. Our
framework is based on a Gaussian process ν defined in terms of a general
harmonizable representation. We first consider functions p = cos(ω × ·)
(or sin(ω × ·)) and τ ∈ (0, 2). The proof of the convergence of vε

p in [8]
was based on the particular form of the covariance of ν and the cases H <
1/2, H = 1/2 or H > 1/2 had to be considered separately. Here we give
a new proof that unifies the three cases for H and that is based on the
harmonizable representation and thus more general. We also consider general
period functions p. We prove that under general assumptions on p the process
converges to a Brownian motion whose covariance depends on the Fourier
coefficients of p.

A second point we address is the correlation of the limits for different
frequencies. Let ω1 and ω2 be two real numbers satisfying ω1 6= ω2 and
ω1 6= −ω2. It is well known in the mixing case (H = 1/2), that if we
denote respectively by Bω1 and Bω2 the limits of vε

p with p = cos(ω1×·) and
p = cos(ω2 × ·) respectively, then the limits Bω1 and Bω2 are independent
[2]. This asymptotic decorrelation is a crucial property in the applications
to waves. Here we generalize this result to every H ∈ (0, 1).

The assumption τ ∈ (0, 2) corresponds to models for wave propagations
where the phases are slowly varying with respect to the random fluctua-
tions [2]. Another problem of interest is when phases oscillate at the same
speed as the random medium fluctuations. Physically this corresponds to a
strong “resonance” between the waves and the fluctuations. This motivates
studying the case τ = 2 and then, in the mixing case, one obtains different
results from those of the case τ ∈ (0, 2). In particular, the effective sec-
ond moment coefficient can be written as

∫∞

0
E[ν(0)ν(y)]dy if τ ∈ (0, 2) and∫∞

0
cos(ωy)E[ν(0)ν(y)]dy if τ = 2 [2]. In the present paper we analyze the

specific behavior when τ = 2 for the full range of H ∈ (0, 1).

2



In conclusion, we discuss some possible extensions of our work for appli-
cations to wave propagation. In particular we give a conjecture that would
generalize the study of wave propagation in mixing [1, 2] or long-range [9]
media to a general fractional media.

Our paper is organized as follows. In Section 2 we establish the main
results and we prove them in Section 3. In Section 4 we extend our results
to general periodic functions. In Section 5 we discuss applications to the
study of wave propagation in random media.

2 Assumptions and main result

2.1 Assumptions

Here we describe the process that we will be working with throughout the
paper. We define ν for every z ≥ 0 by

ν(z) =

∫

R

exp(izζ)ψ(ζ)|ζ|1/2−HŴ (dζ) (2)

whereH ∈ (0, 1) and ψ is a complex-valued function and Ŵ (dζ) is the Fourier
transform of a real Gaussian measure. We assume that ψ is continuous
and even and satisfies |ψ(ζ)| = O|ζ|→∞(|ζ|−1). Thus ν is a centered and
stationary Gaussian process and its covariance takes the form

r(z) = E[ν(0)ν(z)] =

∫

R

exp(izζ)|ψ(ζ)|2|ζ|1−2Hdζ. (3)

An integration with respect to z gives

∫ Z

0

r(z) dz ∼ σ(H)Z2H−1 (4)

as Z → ∞ with

σ(H) = 2|ψ(0)|2
∫ ∞

0

sin(ζ)

ζ2H
dζ.

We deduce from (4), depending on the value of H, that the process ν sat-
isfies one of the three following properties:

∫∞

0
r(z) dz = ∞ if H ∈ (1/2, 1),∫∞

0
r(z) dz ∈ (0,∞) if H = 1/2 and

∫∞

0
r(z) dz = 0 if H ∈ (0, 1/2). In

other words ν is long-range dependent when H > 1/2, antipersistent when
H < 1/2 and satisfies a general mixing property when H = 1/2.

We conclude this subsection by two examples of processes satisfying the
assumptions cited above. These examples are defined in terms of the (non-
standard) fractional Brownian motion defined for every z by

BH(z) =
1

ρ(H)

∫

R

eizζ − 1

iζ|ζ|H−1/2
Ŵ (dζ)

where ρ(H) is a renormalization constant defined by

ρ(H)2 =

∫

R

|eiζ − 1|2

|ζ|2H+1
dζ.

3



The first example we present is the fractional white noise δBH defined as

δBH(z) = BH(z + 1) −BH(z) =
1

ρ(H)

∫

R

exp(izζ)
eiζ − 1

iζ|ζ|H−1/2
Ŵ (dζ).

In this example

ψ(ζ) =
eiζ − 1

ρ(H)iζ
.

The second example is the fractional Ornstein-Uhlenbeck (OU) process. Re-
call that the stationary fractional OU process XH can be written in terms
of a the fractional Brownian motion BH as

XH(z) = BH(z) − e−z

∫ z

−∞

eyBH(y) dy

=
1

ρ(H)

∫

R

exp(izζ)

1 + iζ

Ŵ (dζ)

|ζ|H−1/2

so the corresponding function ψ is

ψ(ζ) =
1

ρ(H)(1 + iζ)
.

2.2 Main result

Here we consider a general process ν as defined in the previous subsection
and throughout the paper we assume that H ∈ (0, 1). We introduce
the two processes vω,ε

c and vω,ε
s defined by

vω,ε
c (z) =

1

εγ

∫ z

0

ν
( y
ε2

)
cos
(
ω
y

ετ

)
dy (5)

and

vω,ε
s (z) =

1

εγ

∫ z

0

ν
( y
ε2

)
sin
(
ω
y

ετ

)
dy (6)

with ν defined as in (2), ω 6= 0, while γ and τ are constants and ε is a small
parameter. We assume that τ ∈ (0, 2] and γ is given by

γ = 1 + (2 − τ)(1/2 −H). (7)

Notice that in the particular case τ = 2 we have γ = 1.
We fix an n−dimensional vector of frequencies Ω = (ω1, ..., ωn) such that

ωj 6= 0 for every j and ωj 6= ωk and ωj 6= −ωk for every j 6= k. We define
the 2n−dimensional process V Ω,ε by

V Ω,ε = (vω1,ε
c , vω1,ε

s , vω2,ε
c , vω2,ε

s , · · · , vωn,ε
c , vωn,ε

s ) . (8)

We state the first main theorem of this paper.

Theorem 1. The finite dimensional distributions of the process V Ω,ε con-
verge to those of a 2n−dimensional Brownian motion BΩ defined by

BΩ = (Bω1

c , Bω1

s , Bω2

c , Bω2

s , · · · , Bωn

c , Bωn

s )
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whose coordinates are independent and satisfy

E[(Bωj

c (1))2] = E[(Bωj

s (1))2] = C(ωj)
2 (9)

for every j and where the second moment coefficient

C(ω)2 =
ψ̃(ω)

2

∫ ∞

−∞

|eiζ − 1|2

|ζ|2
dζ = πψ̃(ω) (10)

with ψ̃(ω) = |ψ (0) |2|ω|1−2H if τ ∈ (0, 2) and ψ̃(ω) = |ψ (ω) |2|ω|1−2H if
τ = 2.

Notice that the cases τ ∈ (0, 2) (the slow-phase case) and τ = 2 (the
fast-phase case) are dramatically different. The second moment depend on
the whole function ψ if τ = 2 while it does not if τ ∈ (0, 2). When τ = 2 the
analogue in the wave case is that the wave resolves the full spectrum of the
fluctuations. This theorem generalizes the diffusion-approximation theory
set forth in [2]. Indeed, if we consider the case H = 1/2, we have

∫ A

0

r(z) cos(ωz) dz =

∫ A

0

cos(ωz)

∫

R

exp(izζ)|ψ(ζ)|2 dζ dz

=
1

2

∫

R

|ψ(ζ/A+ ω)|2
eiζ − 1

iζ
dζ

+
1

2

∫

R

|ψ(ζ/A− ω)|2
eiζ − 1

iζ
dζ.

Then, because ψ is continuous and even we get

∫ ∞

0

r(z) cos(ωz) dz = |ψ(ω)|2
∫

R

sin(ζ)

ζ
dζ = π|ψ(ω)|2.

It then follows that the constant C(ω) (depending on the value of τ) cor-
responds to the effective coefficients found in the diffusion-approximation
presented in [2].

To conclude this section we make a remark about the super-fast case that
corresponds to τ > 2. We can observe, following the lines of the proof of the
theorem, that the process V Ω,ε converges to 0R2n as already observed in the
classical approximation-diffusion theory (for H = 1/2, see for instance [3]).

3 Proof of Theorem 1

In the first part of the proof we introduce some notation. Next we establish
that, for a fixed frequency ω, the 2-dimensional process (vω,ε

c , vω,ε
s ) defined by

(5) and (6) converges in the sense of the finite dimensional distributions to the
2-dimensional Brownian motion (Bω

c , B
ω
s ) defined by (9). In the third part

we prove that for two different frequencies ω1 and ω2 the limits (Bω1

c , Bω1

s )
and (Bω2

c , Bω2

s ) are independent. In the proof we use technical lemmas whose
derivations are postponed to the end of this section.
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3.1 Preliminaries

We introduce the complex-variable function g defined for every u ∈ C by

g(u) =
exp(u) − 1

u
.

By a direct integration we obtain

∫ z

0

exp

(
iyζ

ε2

)
cos
(
ω
y

ετ

)
dy

=
z

2

{
g

(
iz

(
ζ

ε2
−
ω

ετ

))
+ g

(
iz

(
ζ

ε2
+
ω

ετ

))}

and
∫ z

0

exp

(
iyζ

ε2

)
sin
(
ω
y

ετ

)
dy

=
iz

2

{
g

(
iz

(
ζ

ε2
−
ω

ετ

))
− g

(
iz

(
ζ

ε2
+
ω

ετ

))}
.

Then we can deduce that for every ω, ε and z we have

vω,ε
c (z) =

∫

R

gω,ε
c (z, ζ)Ŵ (dζ) (11)

and

vω,ε
s (z) =

∫

R

gω,ε
s (z, ζ)Ŵ (dζ) (12)

where

gω,ε
c (z, ζ) =

z

2εγ

ψ(ζ)

|ζ|H−1/2

{
g

(
iz

(
ζ

ε2
−
ω

ετ

))
+ g

(
iz

(
ζ

ε2
+
ω

ετ

))}

and

gω,ε
s (z, ζ) =

iz

2εγ

ψ(ζ)

|ζ|H−1/2

{
g

(
iz

(
ζ

ε2
−
ω

ετ

))
− g

(
iz

(
ζ

ε2
+
ω

ετ

))}
.

It is convenient to introduce the integral

Iε
1(ω1, ω2, z1, z2)

=
z1z2
4ε2γ

∫

R

|ψ(ζ)|2

|ζ|2H−1
g

(
iz1

(
ζ

ε2
−
ω1

ετ

))
g

(
−iz2

(
ζ

ε2
−
ω2

ετ

))
dζ,

and

Iε
2(ω1, ω2, z1, z2) = Iε

1(ω1,−ω2, z1, z2),

Iε
3(ω1, ω2, z1, z2) = Iε

1(−ω1, ω2, z1, z2),

Iε
4(ω1, ω2, z1, z2) = Iε

1(−ω1,−ω2, z1, z2).
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3.2 Convergence at a fixed frequency

Now we can state the convergence of (vω,ε
c , vω,ε

s ).

Lemma 1. The finite dimensional distributions of (vω,ε
c , vω,ε

s ) converge to
those of (Bω

c , B
ω
s ).

Proof. We first consider vω,ε
c . For every z1 and z2 we have

E[vω,ε
c (z1)v

ω,ε
c (z2)] =

∫

R

gω,ε
c (z1, ζ)ḡ

ω,ε
c (z2, ζ) dζ

=

4∑

j=1

Iε
j (ω, ω, z1, z2).

By the substitution ζ → ε2ζ + ωε2−τ we can write

Iε
1(ω, ω, z1, z2) =

z1z2
4

∫

R

∣∣ψ
(
ε2ζ + ωε2−τ

)∣∣2

|ετζ + ω|
2H−1

g (iz1ζ) g (−iz2ζ) dζ

where we use γ = 1 + (2− τ)(1/2−H). It now follows from Lemma 3 below
that we have the limit

lim
ε→0

∫

R

∣∣ψ
(
ε2ζ + ωε2−τ

)∣∣2

|ετζ + ω|
2H−1

g (iz1ζ) g (−iz2ζ) dζ

= ψ̃(ω)

∫

R

g (iz1ζ) g (−iz2ζ) dζ

where ψ̃(ω) = |ψ (0) |2|ω|1−2H if τ ∈ (0, 2) and ψ̃(ω) = |ψ (ω) |2|ω|1−2H if
τ = 2. We deal with the integral Iε

4(ω, ω, z1, z2) in the same way so that we
get

lim
ε→0

(Iε
1(ω, ω, z1, z2) + Iε

4(ω, ω, z1, z2)) (13)

=
z1z2ψ̃(ω)

2

∫

R

g (iz1ζ) g (−iz2ζ) dζ.

Now we deal with Iε
2(ω, ω, z1, z2). By the same substitution as for Iε

1(ω, ω, z1, z2)
we have

Iε
2(ω, ω, z1, z2)

=
z1z2
4

∫

R

|ψ
(
ε2ζ + ωε2−τ

)
|2

|ετζ + ω|
2H−1

g (iz1ζ) g
(
−iz2

(
ζ + 2ωε−τ

))
dζ.

It is now enough to prove that the last integral converges to 0 and this is
due to Lemma 4 below. We deal with the integral Iε

3(ω, ω, z1, z2) in the same
way so that we obtain again by Lemma 4

lim
ε→0

(Iε
2(ω, ω, z1, z2) + Iε

3(ω, ω, z1, z2)) = 0 (14)

and thus, using (13),

lim
ε→0

E[vω,ε
c (z1)v

ω,ε
c (z2)] =

z1z2ψ̃(ω)

2

∫

R

g (iz1ζ) g (−iz2ζ) dζ,

7



which means that the finite dimensional distributions of vω,ε
c converge to

those of the Brownian motion Bω
c with the scaling (9). Using the same argu-

ment we also prove that the finite dimensional distribution of vω,ε
s converge

to those of the Brownian motion Bω
s with scaling (9). Now it remains to

establish the independence between Bω
c and Bω

s . We can write for every z1
and z2

E[vω,ε
c (z1)v

ω,ε
s (z2)] =

∫

R

gω,ε
c (z1, ζ)ḡ

ω,ε
s (z2, ζ) dζ

= i
4∑

j=1

(−1)jIε
j (ω, ω, z1, z2).

From the asymptotic study of Iε
j (ω, ω, z1, z2) for j ∈ {1, 2, 3, 4} just above,

we get

lim
ε→0

E[vω,ε
c (z1)v

ω,ε
s (z2)] = 0,

which proves that Bω
c and Bω

s are independent and this concludes the proof.

3.3 Asymptotic decorrelation for different frequencies

Now we establish the asymptotic decorrelation between the vectors (vω1,ε
c , vω1,ε

s )
and (vω2,ε

c , vω2,ε
s ) when ω1 6= ω2 and ω1 6= −ω2.

Lemma 2. Let z1 and z2 ∈ R and ω1 and ω2 such that ω1 6= ω2 and
ω1 6= −ω2. We have

lim
ε→0

E

[(
vω1,ε

c (z1)v
ω2,ε
c (z2) vω1,ε

c (z1)v
ω2,ε
s (z2)

vω1,ε
s (z1)v

ω2,ε
c (z2) vω1,ε

s (z1)v
ω2,ε
s (z2)

)]
=

(
0 0
0 0

)
.

Proof. We consider ω1 6= ω2 and ω1 6= −ω2. To prove the lemma it is suffi-
cient to establish the limit of E[vω1,ε

c (z1)v
ω2,ε
c (z2)] and E[vω1,ε

c (z1)v
ω2,ε
s (z2)].

The asymptotic study of E[vω1,ε
s (z1)v

ω2,ε
s (z2)] and E[vω1,ε

s (z1)v
ω2,ε
c (z2)] re-

spectively will be similar. Let us start by E[vω1,ε
c (z1)v

ω2,ε
c (z2)]. We have

E[vω1,ε
c (z1)v

ω2,ε
c (z2)] =

4∑

j=1

Iε
j (ω1, ω2, z1, z2)

As in the case of Iε
2(ω, ω, z1, z2) in the proof of Lemma 1 we can write by

the substitution ζ → ε2ζ + ω1ε
2−τ

Iε
1(ω1, ω2, z1, z2)

=
z1z2
4

∫

R

|ψ
(
ε2ζ + ω1ε

2−τ
)
|2

|ετζ + ω1|
2H−1

g (iz1ζ) g
(
−iz2

(
ζ + (ω1 − ω2)ε

−τ
))
dζ.

Using Lemma 4 and the condition ω1 6= ω2 we get limε→0 I
ε
1(ω1, ω2, z1, z2) =

0. Using the same approach and also either ω1 6= ω2 or ω1 6= −ω2 we obtain
limε→0 I

ε
j (ω1, ω2, z1, z2) = 0 for j = 2, 3 and 4 also, thus

lim
ε→0

E[vω1,ε
c (z1)v

ω2,ε
s (z2)] = 0.
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It remains to study E[vω1,ε
c (z1)v

ω2,ε
s (z2)]. We have

E[vω1,ε
c (z1)v

ω2,ε
s (z2)] =

∫

R

gω1,ε
c (z1, ζ)ḡ

ω2,ε
s (z2, ζ) dζ

= i
4∑

j=1

(−1)jIε
j (ω1, ω2, z1, z2).

Using the same calculation as just above for E[vω1,ε
c (z1)v

ω2,ε
c (z2)] we get

lim
ε→0

E[vω1,ε
c (z1)v

ω2,ε
s (z2)] = 0,

which concludes the proof.

3.4 Technical lemmas

Lemma 3. We define ψ̃(ω) = |ψ (0) |2|ω|1−2H if τ ∈ (0, 2) and ψ̃(ω) =
|ψ (ω) |2|ω|1−2H if τ = 2. We have the following convergence

lim
ε→0

∫

R

∣∣ψ
(
ε2ζ + ωε2−τ

)∣∣2

|ετζ + ω|
2H−1

g (iz1ζ) g (−iz2ζ) dζ

= ψ̃(ω)

∫

R

g (iz1ζ) g (−iz2ζ) dζ

for every z1 and z2 ∈ R and ω 6= 0.

Proof. Without loss of generality and for simplicity of presentation we as-
sume that ω > 0. We define for a and b in [−∞,∞] the ε−dependent integral

Sε(a, b) =

∫ b

a

|ψ
(
ε2ζ + ωε2−τ

)
|2

|ετζ + ω|
2H−1

g (iz1ζ) g (−iz2ζ) dζ

then, we need to study the convergence of Sε(−∞,∞). We fix η > 0 suffi-
ciently small and write

Sε(−∞,∞) = Sε(−∞,−ηε−τ ) + Sε(−ηε−τ , ηε−τ ) + Sε(ηε−τ ,∞).

By means of the substitution ζ → ζ/ετ we get

Sε(−∞,−ηε−τ )

= ετ

∫ −η

−∞

|ψ
(
ε2−τ (ζ + ω)

)
|2

z1z2ζ2 |ζ + ω|
2H−1

(
eiz1ζε−τ

− 1
)(

e−iz2ζε−τ

− 1
)
dζ

so that

|Sε(−∞,−ηε−τ )| ≤ ετ

∫ −η

−∞

‖ψ‖2
∞

z1z2ζ2 |ζ + ω|
2H−1

dζ → 0

as ε → 0. We deal with Sε(ηε−τ ,∞) in the same way and therefore it
remains only to study Sε(−ηε−τ , ηε−τ ). We have

Sε(−ηε−τ , ηε−τ ) =

∫ ∞

−∞

Ψε
ω,η(ζ)dζ

9



where

Ψε
ω,η(ζ) = 1[−ηε−τ ,ηε−τ ](ζ)

|ψ
(
ε2ζ + ωε2−τ

)
|2

|ετζ + ω|
2H−1

g (iz1ζ) g (−iz2ζ) .

For ω, η and ζ fixed we have

lim
ε→0

Ψε
ω,η(ζ) = ψ̃(ω)g (iz1ζ) g (−iz2ζ) .

Moreover, observing that

|ετζ + ω|
1−2H

≤ max{(ω − η)1−2H , (ω + η)1−2H}

for every ζ ∈ [−ηε−τ , ηε−τ ], we get

∣∣Ψε
ω,η(ζ)

∣∣ ≤ ‖ψ‖2
∞ max{(ω − η)1−2H , (ω + η)1−2H}|g (iz1ζ) g (−iz2ζ) |.

The function ζ 7→ g (iz1ζ) g (−iz2ζ) is absolutely integrable, thus, by the
bounded convergence theorem,

lim
ε→0

∫ ∞

−∞

Ψε
ω,η(ζ)dζ = ψ̃(ω)

∫ ∞

−∞

g (iz1ζ) g (−iz2ζ) dζ,

which concludes the proof.

Lemma 4. We have the following convergence

lim
ε→0

∫

R

|ψ
(
ε2ζ + ωε2−τ

)
|2

|ετζ + ω|
2H−1

g (iz1ζ) g
(
−iz2

(
ζ + 2ωε−τ

))
dζ = 0

for every z1 and z2 ∈ R and ω 6= 0.

Proof. Without loss of generality and for simplicity of presentation we as-
sume that ω = 1. We have

∫

R

|ψ
(
ε2ζ + ε2−τ

)
|2

|ετζ + 1|
2H−1

∣∣g (iz1ζ) g
(
−iz2

(
ζ + 2ε−τ

))∣∣ dζ (15)

≤ ‖ψ‖2
∞

∫

R

|g (iz1ζ) g (−iz2 (ζ + 2ε−τ ))|

|ετζ + 1|
2H−1

dζ

= ‖ψ‖2
∞

∫

R

| exp(izζ) − 1|| exp(−iz1(ζ + 2ε−τ )) − 1|

|izζ|| − iz2(ζ + 2ε−τ )| |ετζ + 1|
2H−1

dζ

= ετ ‖ψ‖
2
∞

|z1z2|

∫

R

| exp(iz1ζε
−τ ) − 1|| exp(−iz2(ζ + 2)ε−τ ) − 1|

|ζ||ζ + 2| |ζ + 1|
2H−1

dζ.

We next define for a and b in [−∞,∞] the ε−dependent integral

Jε(a, b) = ετ

∫ b

a

| exp(izζε−τ ) − 1|| exp(−iz(ζ + 2)ε−τ ) − 1|

|ζ||ζ + 2| |ζ + 1|
2H−1

dζ.

We fix a real number 0 < η << 1 sufficiently small and consider separately
the integrals Jε(−∞,−2−η), Jε(−2−η,−2+η), Jε(−2+η,−η), Jε(−η, η)
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and Jε(η,∞), which are defined such that

ετ

∫

R

| exp(izζε−τ ) − 1|| exp(−iz(ζ + 2)ε−τ ) − 1|

|ζ||ζ + 2| |ζ + 1|
2H−1

dζ (16)

= Jε(−∞,−2 − η) + Jε(−2 − η,−2 + η)

+Jε(−2 + η,−η) + Jε(−η, η) + Jε(η,∞).

Using | exp(iu) − 1| ≤ 2 for every u ∈ R, we get

Jε(−∞,−2 − η) + Jε(−2 + η,−η) + Jε(η,∞) (17)

≤ 4ετ

(∫ −2−η

−∞

+

∫ −η

−2+η

+

∫ ∞

η

)
dζ

|ζ||ζ + 2| |ζ + 1|
2H−1

.

Using | exp(iu) − 1| ≤ min(|u|, 2) for every u ∈ R, we get

Jε(−2 − η,−2 + η) + Jε(−η, η)

≤ 2|z|

(∫ −2+η

−2−η

dζ

|ζ| |ζ + 1|
2H−1

+

∫ η

−η

dζ

|ζ + 2| |ζ + 1|
2H−1

)

= O(η) (independent of ε). (18)

Then using (15), (16), (17) and (18) we get

lim
ε→0

∫

R

|ψ
(
ε2ζ + ε2−τ

)
|2

|ετζ + 1|
2H−1

∣∣g (izζ) g
(
−iz

(
ζ + 2ε−τ

))∣∣ dζ = 0,

which concludes the proof.

4 Extension to more general periodic func-

tions

4.1 Assumptions and results

In this section we generalize the above results and study the asymptotic
behavior of the quantity defined for every z ≥ 0 by

vε
p(z) =

1

εγ

∫ z

0

ν
( y
ε2

)
p
( y
ετ

)
dy (19)

where p is a zero-mean periodic function. More precisely we assume that
there exists ω > 0 and two sequences {pc(k), k ≥ 1} and {ps(k), k ≥ 1} such
that for every z ≥ 0

p(z) =
∞∑

k=1

(pc(k) cos(kωz) + ps(k) sin(kωz)) .

We assume that the Fourier series of the right-hand side of the identity
above is uniformly convergent and that the coefficients {pc(k), k ≥ 1} and
{ps(k), k ≥ 1} satisfy

∞∑

k=1

k1/2−H (|pc(k)| + |ps(k)|) <∞. (20)

11



Notice that Assumption 20 implies

∞∑

k=1

k1−2H
(
pc(k)

2 + ps(k)
2
)
<∞. (21)

Theorem 2. Under the assumptions above, as ε→ 0 the finite dimensional
distributions of vε

p converge to those of the Brownian motion Bp satisfying

E[Bp(z1)Bp(z2)]

=





min{z1, z2}
|ψ(0)|2

2|ω|2H−1

∞∑

l=1

l1−2H
(
pc(l)

2 + ps(l)
2
)

if τ < 2,

min{z1, z2}
|ω|1−2H

2

∞∑

l=1

|ψ(lω)|2

l2H−1

(
pc(l)

2 + ps(l)
2
)

if τ = 2.

Next we consider another zero-mean periodic function p̃ defined for every
z by

p̃(z) =

∞∑

k=1

(p̃c(k) cos(kω̃z) + p̃s(k) sin(kω̃z)) . (22)

where the Fourier series of the right-hand side is uniformly convergent, ω̃ > 0
and the two sequences {p̃c(k), k ≥ 1} and {p̃s(k), k ≥ 1} satisfy

∞∑

k=1

k1/2−H (|p̃c(k)| + |p̃s(k)|) <∞. (23)

From this function we define the process vε
p̃ for every z ≥ 0 by

vε
p̃(z) =

1

εγ

∫ z

0

ν
( y
ε2

)
p̃
( y
ετ

)
dy. (24)

By applying Theorem 2 we get that the finite dimensional distributions of
vε

p̃ converge to those of a Brownian motion. Now we address the question of
the asymptotic correlation or decorrelation of the processes vε

p and vε
p̃.

Theorem 3. Let z1 and z2 be two positive real number. Under the assump-
tions above, as ε → 0 the covariance E[vε

p(z1)v
ε
p̃(z2)] converges to C(z1, z2)

defined as

C(z1, z2)

=





min{z1, z2}
|ψ(0)|2

2|nω|2H−1

∞∑

l=1

l1−2H (pc(nl)p̃c(ml) + ps(nl)p̃s(ml))

if ω̃/ω = n/m ∈ Q with gcd(n,m) = 1 and τ < 2,

min{z1, z2}
|nω|1−2H

2

∞∑

l=1

|ψ(nlω)|2

l2H−1
(pc(nl)p̃c(ml) + ps(nl)p̃s(ml))

if ω̃/ω = n/m ∈ Q with gcd(n,m) = 1 and τ = 2,
0 if ω̃/ω /∈ Q.
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4.2 Proof of Theorems 2 and 3

First we establish a technical lemma regarding the quantities Iε
j (ω1, ω2, z1, z2)

defined in Section 3.

Lemma 5. For every z1 and z2, there exists a constant CI(z1, z2) > 0 such
that for every j ∈ {1, 2, 3, 4}, ε ∈ (0, 1) and ω > 0

|Iε
j (ω, ω, z1, z2)| ≤ (ω1−2H + ω−2H)CI(z1, z2).

As a consequence, for every ω and z, there exists a constant C̃(ω, z) > 0
such that for every k and ε

E
[
vkω,ε

c (z)2
]
+ E

[
vkω,ε

s (z)2
]
≤ C̃(ω, z)k1−2H

Proof. Using the notation introduced in the proof of Lemma 3 and taking
η = ω/2 we have

Iε
1(ω, ω, z1, z2) (25)

=
z1z2
4

∫

R

∣∣ψ
(
ε2ζ + ωε2−τ

)∣∣2

|ετζ + ω|
2H−1

g (iz1ζ) g (−iz2ζ) dζ

=
z1z2
4

(
Sε
(
−∞,−

ω

2ετ

)
+ Sε

(
−
ω

2ετ
,
ω

2ετ

)
+ Sε

( ω

2ετ
,∞
))

.

By making the substitution ζ → ζ/ετ and subsequently ζ → ωζ we obtain

∣∣∣Sε
(
−∞,−

ω

2ετ

)∣∣∣ ≤ 4ετ ‖ψ‖
2
∞

z1z2

∫ −ω/2

−∞

dζ

ζ2 |ζ + ω|
2H−1

≤ 4ω−2H ‖ψ‖2
∞

z1z2

∫ −1/2

−∞

dζ

ζ2 |ζ + 1|
2H−1

We deal with Sε (ω/2ετ ,∞) in a similar way. Regarding Sε (−ω/2ετ , ω/2ετ )
we have

∣∣∣Sε
(
−
ω

2ετ
,
ω

2ετ

)∣∣∣ ≤
‖ψ‖2

∞

z1z2

∫ ω/2ετ

−ω/2ετ

|eiz1ζ − 1||e−iz2ζ − 1|

ζ2 |ετζ + ω|
2H−1

dζ.

Moreover, we have

|ετζ + ω|
1−2H

≤ max{(ω/2)1−2H , (3ω/2)1−2H}

= ω1−2H sup{(1/2)1−2H , (3/2)1−2H}

for every ζ ∈ [−ω/2ετ , ω/2ετ ], thus

∣∣∣Sε
(
−
ω

2ετ
,
ω

2ετ

)∣∣∣ ≤ ω1−2H max{(1/2)1−2H , (3/2)1−2H}
‖ψ‖2

∞

z1z2

×

∫ ∞

−∞

|eiz1ζ − 1||e−iz2ζ − 1|

ζ2
dζ.

Hence, the lemma is proved for Iε
1(ω, ω, z1, z2). We deal with Iε

4(ω, ω, z1, z2)
in the same way. Regarding Iε

2(ω, ω, z1, z2) (and Iε
3(ω, ω, z1, z2)) we observe

that by Cauchy-Schwartz inequality we have

|Iε
2(ω, ω, z1, z2)| ≤

√
Iε
1(ω, ω, z1, z1)Iε

4(ω, ω, z2, z2).
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Thus, using the bounds for Iε
1(ω, ω, z1, z2) (and Iε

4(ω, ω, z1, z2)) completes
the proof of the first part of the lemma. To prove the second part, we let

C̃(ω, z) = 8(ω1−2H + ω−2H)CI(z, z).

The following lemma deals with a uniform bound for the second moment
of vε

p(z) for every z.

Lemma 6. For every z and ω there exists a sequence {ck(ω, z)}k of positive
numbers such that for every k and ε

|pc(k)|

√
E

[
vkω,ε

c (z)2
]

+ |ps(k)|

√
E

[
vkω,ε

s (z)2
]
≤ ck(ω, z)

and
∞∑

k=1

ck(ω, z) <∞.

Proof. It is a direct consequence of (20) and Lemma 5.

Proof. (Theorems 2 and 3)
We have

vε
p(z) =

1

εγ

∫ z

0

ν
( y
ε2

) ∞∑

k=1

(
pc(k) cos

(
kω

y

ετ

)
+ ps(k) sin

(
kω

y

ετ

))
dy.

Because the convergence of the Fourier series is uniform we can change the
order of the integral and the infinite sum to obtain

vε
p(z) =

∞∑

k=1

(
pc(k)v

kω,ε
c (z) + ps(k)v

kω,ε
s (z)

)
. (26)

Moreover, using Lemma 6 we get

|pc(k)p̃c(j)|E
[
|vkω,ε

c (z1)v
jω̃,ε
c (z2)|

]

≤ |pc(k)p̃c(j)|

√
E

[
vkω,ε

c (z1)2
]

E

[
vjω̃,ε

c (z2)2
]

≤ ck(ω, z1)cj(ω̃, z2) (27)

where ck(ω, z1) and cj(ω̃, z2) are defined as in Lemma 6. Then we can write

E[vε
p(z1)v

ε
p̃(z2)] =

∞∑

k=1

∞∑

j=1

pc(k)p̃c(j)E
[
vkω,ε

c (z1)v
jω̃,ε
c (z2)

]

+

∞∑

k=1

∞∑

j=1

pc(k)p̃s(j)E
[
vkω,ε

c (z1)v
jω̃,ε
s (z2)

]

+

∞∑

k=1

∞∑

j=1

ps(k)p̃c(j)E
[
vkω,ε

s (z1)v
jω̃,ε
c (z2)

]

+

∞∑

k=1

∞∑

j=1

ps(k)p̃s(j)E
[
vkω,ε

s (z1)v
jω̃,ε
s (z2)

]
. (28)
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We first deal with the convergence of the first term of the right hand side of
the identity above. We know from Theorem 1 that for each (j, k),

lim
ε→0

E
[
vkω,ε

c (z1)v
jω̃,ε
c (z2)

]
=
C(jω)

2
inf(z1, z2)I{jω=kω̃}. (29)

Combining the bounded convergence theorem, 29, 27 and Lemma 6 then
implies

lim
ε→0

∞∑

k=1

∞∑

j=1

pc(k)p̃c(j)E
[
vkω,ε

c (z1)v
jω̃,ε
c (z2)

]

=
min(z1, z2)

2

∞∑

k=1

∞∑

j=1

C(jω)2I{jω=kω̃}pc(k)p̃c(j).

Proceeding in the same way for the other terms of the right hand side of (28)
we get

lim
ε→0

E[vε
p(z1)v

ε
p̃(z2)] =

min(z1, z2)

2

∞∑

k=1

∞∑

j=1

C(jω)2I{jω=kω̃}

× (pc(k)p̃c(j) + ps(k)p̃s(j)) . (30)

If ω̃/ω ∈ R − Q then it is obvious that

lim
ε→0

E[vε
p(z1)v

ε
p̃(z2)] = 0. (31)

Let us now consider that ω̃/ω ∈ Q. Then there exist two positive integers m
and n such that gcd(m,n) = 1 and ω̃m = ωn. If jω = kω̃ then j = kn/m so
that there exists an integer l such that k = ml and j = nl. We then conclude

lim
ε→0

E[vε
p(z1)v

ε
p̃(z2)]

=
min(z1, z2)

2

∞∑

l=1

C(nlω)2 (pc(ml)p̃c(nl) + ps(ml)p̃s(nl)) .(32)

5 Waves in randomly layered media

In this section we return to the discussion of applications to waves, the first
motivation of our work. We consider wave propagation in randomly layered
media. In the model that we consider the governing equations are the Euler
equations giving conservation of moments and mass:

ρε(z)
∂uε

∂t
(z, t) +

∂pε

∂z
(z, t) = 0 ,

1

Kε(z)

∂pε

∂t
(z, t) +

∂uε

∂z
(z, t) = 0 ,

where t is the time, z is the depth into the medium, pε is the pressure and
uε the particle velocity. The medium parameters are the density ρε and the
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bulk-modulus Kε (reciprocal of the compressibility). We assume that ρε is a
constant identically equal to one in our non-dimensionalized units and 1/Kε

is modeled as

1

Kε(z)
=

{
1 + εκν

(
z

ε2

)
for z ∈ [0, Z] ,

1 for z ∈ R − [0, Z] ,

where κ > 0. We introduce the right- and left-going waves:

Aε = pε + uε and Bε = uε − pε ,

The boundary conditions are of the form

Aε(z = 0, t) = f(t/ετ ) and Bε(z = Z, t) = 0 ,

for a positive real number τ > 0 and a source function f . In order to deduce
a description of the transmitted pulse, we open a window of size ετ in the
neighborhood of the travel time of the homogenized medium and define the
processes

aε(z, s) = Aε(z, z + ετs) and bε(z, s) = Bε(z,−z + ετs) . (33)

Observe that the background or homogenized medium in our scaling has a
constant speed of sound equal to unity and that the medium is matched so
that in the frame introduced in (33) the pulse shape is constant if ν ≡ 0 or
if we consider the homogenized medium [2].

An important question is the study of the asymptotics of aε(Z, s) when ε
goes to 0 [2]. In order to address this question we introduce next the Fourier

transforms âε and b̂ε of aε and bε respectively:

âε(z, ω) =

∫
eiωsaε(z, s)ds and b̂ε(z, ω) =

∫
eiωsbε(z, s)ds ,

that satisfy

dâε

dz
=

iω

2ετ−κ
ν
( z
ε2

)(
âε − e−2iωz/ετ

b̂ε
)
, âε(0, ω) = f̂(ω) ,

db̂ε

dz
=

iω

2ετ−κ
ν
( z
ε2

)(
e2iωz/ετ

âε − b̂ε
)
, b̂ε(Z, ω) = 0.

Following [1, 2] we express the previous system of equations in term of the
propagator P ε

ω(z) which can be written as

P ε
ω(z) =

(
αε

ω(z) βε
ω(z)

βε
ω(z) αε

ω(z)

)
,

and which satisfies

dP ε
ω

dz
(z) =

1

ετ−κ
Hω

( z
ετ
,
z

ε2

)
P ε

ω(z), P ε
ω(z = 0) =

(
1 0
0 1

)
, (34)
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with

Hω(z1, z2) =
iω

2
ν(z2)

(
1 −e−2iωz1

e2iωz1 −1

)
.

Defining next the transmission coefficient T ε
ω and the reflection coefficient

Rε
ω by

T ε
ω(z) =

1

αε
ω(z)

and Rε
ω(z) =

βε
ω(z)

αε
ω(z)

, (35)

we can then write

aε(Z, s) =
1

2π

∫
e−isωT ε

ω(Z)f̂(ω) dω , (36)

and

bε(0, s) =
1

2π

∫
e−isωRε

ω(Z)f̂(ω) dω . (37)

Hence we shall study the asymptotics of the propagator P ε
ω in order to char-

acterize aε as ε goes to 0.
What we wish to point out here is the dramatic influence of the range

parameter H of ν. Let us recall two cases that have already been studied
in previous works. For the moment we restrict ourself to the cases of slow
phases τ ∈ (0, 2).

• The case H = 1/2 or the mixing case. This corresponds to the
framework studied in [1] and further developed in [2]. With τ ∈ (0, 2)
we assume κ = τ−1 to get a non-trivial asymptotic behavior. We then
have the convergence as ε goes to 0

aε(Z, s) −→ ã(Z, s) := (G ∗ f)(s−B) , (38)

where G is a centered Gaussian density and B a Gaussian random
variable.

• The case H > 1/2 or the long-range case. Results on the propa-
gation in a long-range medium have been derived in [9]. An important
property of such a model is that there exists a constant cH > 0 such
that

E[ν(0)ν(z)] ∼ cHz
2H−2 .

In this case, we can prove that

aε(Z, s) −→ ã(Z, s) := f(s−B) , (39)

where B a Gaussian random variable.

In these two cases one of the most crucial step in the proof is the conver-
gence of the propagator P ε

ω. This consists of studying the asymptotics of
the random differential equation (34). To do so, different tools are used
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depending on whether H = 1/2 or H > 1/2. If H = 1/2 then the diffusion-
approximation and martingales techniques have been used [1, 2]. If H > 1/2,
because of the long-range property, the martingale approach cannot be used.
In [9] the theory of rough paths [6, 7] that we describe below was used.

A motivation for this work is to find a general framework dealing with the
full range of H ∈ (0, 1) and in particular to address the case H ∈ (0, 1/2).
Based on Theorem 1 we next present our conjecture regarding H ∈ (0, 1/2).
We consider ν defined as throughout this paper, but to fix the ideas we may
assume that ν is defined by ν(z) = BH(z + 1) −BH(z) where H ∈ (0, 1/2).
Now we assume that

τ − κ = γ = 1 + (2 − τ)(1 − 2H)/2

and κ < 1 so that τ ∈ (0, 2). Note that the case γ = 0 corresponds to the so
called strong fluctuations regime, with medium fluctuations being of order
one, see [2] Recall that the propagator P ε

ω satisfies equation (34) that we can
write in the form

dP ε
ω(z) =

iω

2

(
F1P

ε
ω ◦ dv0,ε

c (z) + F2P
ε
ω ◦ dv2ω,ε

c (z) + F3P
ε
ω ◦ dv2ω,ε

s (z)
)
, (40)

where F1 =

(
1 0
0 −1

)
, F2 =

(
0 −1
1 0

)
and F3 =

(
0 i
i 0

)
and

v0,ε
c (z) =

1

εγ

∫ z

0

ν
( y
ε2

)
dy =

ετ(1−2H)/2

ε2−2H

∫ z

0

ν
( y
ε2

)
dy. (41)

Because of H < 1/2, (41) and the invariance principle that establishes that

lim
ε→0

{
1

ε2−2H

∫ z

0

ν
( y
ε2

)
dy

}

z

=distribution BH ,

we can then observe the convergence

lim
ε→0

v0,ε
c =distribution 0. (42)

Let Ω = (ω1, · · · , ωn) be a collection of frequencies. Because of (42) and
Theorem 1, as ε goes to 0, we may expect that the propagator vector
P ε

Ω = (P ε
ω1
, · · · , P ε

ωn
) converges to PΩ = (Pω1

, · · · , Pωn
) where the asymp-

totic propagator Pω is solution of

dPω(z) =
iC(ω)ω

2

(
F2Pω ◦ dBω

c (z) + F3Pω ◦ dBω
s (z)

)

where C(ω)2 is defined by (10). Then we follow the same procedure as in [2]
pp. 180-184 or as in [4] using complex martigales to get the limit distribution
written as

ã(Z, s) =distribution 1

2π

∫ ∞

−∞

exp

(
−iωs−

ω2C(ω)2

4
Z

)
f̂(ω)dω.

Hence, we get the following conjecture.
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Congecture 1. Under the above assumptions, as ε goes to 0, {aε(Z, s)}s

converges to the random process {ã(Z, s)}s that can be written as

ã(Z, s) = (GZ ∗ f) (s) , (43)

where GZ is such that its Fourier transform is

ĜZ(ω) = exp

(
−
π|ψ(0)|2

4
|ω|3−2HZ

)
.

Note that this means that we in the antipersistent case have a modifica-
tion in the pulse shape only, while we in the long range case have a correction
in the travel time only and in the mixing case a modification in both. The
technical challenge in the full proof would be the rigorous convergence of
P ε

Ω to PΩ as ε → 0. This could be based on the use of the theory of rough
paths initiated by T. Lyons [7] and for which a good reference is [6]. To
summarize, the main theorem establishes that the solution x of the differen-
tial system dx = F (x)dw driven by a continuous and multidimensional noise
w = (w1, .., wn) is a continuous function of the noise w for a topology based
on the q−variations of iterated integrals of w for q large enough. This would
imply that the convergence of P ε

Ω could be reduced to the convergence of the
noises of the form V Ω,ε and their iterated integrals.
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