N

N
N

HAL

open science

Compositional Translation of Simulink Models into
Synchronous BIP

Vassiliki Sfyrla, Georgios Tsiligiannis, Iris Safaka, Marius Bozga, Joseph

Sifakis

» To cite this version:

Vassiliki Sfyrla, Georgios Tsiligiannis, Iris Safaka, Marius Bozga, Joseph Sifakis. Compositional Trans-
lation of Simulink Models into Synchronous BIP. IEEE Fifth International Symposium on Industrial
Embedded Systems, Jul 2010, Trento, Italy. pp.217-220, 10.1109/SIES.2010.5551374 . hal-00558040

HAL Id: hal-00558040
https://hal.science/hal-00558040

Submitted on 20 Jan 2011

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-00558040
https://hal.archives-ouvertes.fr

Compositional Translation
of Simulink Models into Synchronous BIP
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Verimag - University of Grenoble - CNRS
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Abstract—We present a method for the translation of a discrete- confirm that synchronous BIP is an appropriate formalism
time fragment of Simulink into the synchronous subset of the for providing a formal semantics for discrete-time Simklin

BIP language. The generated BIP models have the same structure as the
The translation is fully compositional, that is, it preseres com- original Simulink models, henceforth, Simulink users can
pletely the original structure and reveals the minimal contol co- easily understand and accept them. Moreover, all the syn-

ordination structure needed to perform the correct computdion . . o
within Simulink models. Additionally, this translation can be seen chronous BIP models obtained by translation satisfy ingpurt

as providing an alternative operational semantics of Simuhk prOPertieS: All modal flow graphs representing the behavior
models using BIP. The advantages are twofold. It allows for are well-triggered, confluent and deadlock-free. Theseltes

integration of Simulink models within heterogeneous BIP deigns. guarantee predictable behavior of the generated BIP models

It enables the use of validation and automatic implementatn  ang validate the intuitive simulation semantics (i.e.,g&n
techniques already available for BIP on Simulink models. . .
trace) of Simulink.

The translation is currently implemented in the Simulink2BIP L. . . . .
tool. We report several experiments, in particular, we showthat ~ 1Ne translation is currently implemented in the Simulink2B

the executable code generated from BIP models has comparabl tool. We report several experiments on demonstration nsodel
runtime performances as the code produced by the Real-Time
Workshop on several Simulink models.

Related Work
I. INTRODUCTION

The work in [5] presents a translation for a subset of MAT-

Simulink 1] is a very popular commercial tool for modely \g,sjimylink and Stateflow into equivalent hybrid automata
based design and simulation of dynamic embedded SystefSe work of [6], [7] is probably the closest to our work.

Simulink Igcks_ desirable feat.ures Of, programming Iangpggq—hese papers present a compositional translation forediscr
e.g. the _Smulmk semantics 1s prowded_ only informallyisit time Simulink and respectively discrete-time Stateflow eied
o_nly_pamally documente_zd and_ the meaning of model§ depe_rm§0 Lustre programs [8]. We can also mention [9] where
S|gn|f|ca|ntly on :jnany simulation parameters (e.g. simafati , \ogpricted subset of MATLAB/Simulink, consisting of both
step, solver used, etc). discrete and continuous blocks, is translated into the CE&8ID
BIP [2] is a formalism for modeling heterogeneous real-timgamework. Finally, [10] presents a tool which automatical
components. BIP is supported by an extensible toolset whithnslates discrete-time Simulink models into the input- la
includes functional validation and code generation fesgur guage of the NuSMV model checker.

The BIP toolset includes a highly parametric and efficierteco The fragments translated in [5], [9] and [10] are either in-

generatiqn chain_, targeting di.fferent implemgntation Bisd comparable or handled differently. We cover almost the same
(sequential, m_uItl—threaded, distributed, real-timeg).eSyn- _discrete-time fragment as [7]. Also, we adopt exactly theesa
chronous BIP is a subset of the BIP framework for mOde“nsgemantic choices. However, we believe that our translation

syncTro_nm;s dﬁta;‘_low syst_emsf[S]. In th'sf'?perl_v"%prov'd%thod provides a much understandable representatioohwhi
translation for the discrete-time fragment of SImulinkoiSyn- e jjiystrates the control and data dependencies in the
chronous BIP. Through this translation, discrete-timeBink

Moreover, the translation from Simulink into BIP allows,, ¢ and gets mixed with other (functional) equations of
the validation and implementation of Simulink models usin

) . ) the subsystem. Also, we do not hard-wire the sample time
the BIP tools. In particular, compositional and mcremént%f signals using absolute clocks. Instead, we track all the

generation of_invariants can be applied for complex Sinm"nsample time dependencies (e.g., equalities) within theehod
models by using the D-Finder tool [4]. and define them only once, at the upper layer, using a sample-
The translation is structural and incremental, propertieg time period generator.



Il. MATLAB/S IMULINK Henceforth, we will use a simple graph-based representatio
for modal flow graphs. Vertices represent the eventss and the
edges (arrows) represent dependencies. We use solid (resp.
thin, resp. dotted) arrows to denote strong (resp. wealp, res

Models described in the discrete-time fragment of Simuliijk conditional) dependencies (see figid.

operate on discrete-time signals. Every signal a piecewise 5 o dal flow graph isleadlock-fredf every synchronous step
constant function characterized by its sample time, thah& o, antally terminates, that is, reaches a configurationrevhe

periodk > 0 of time at which the signal can change its valug,,o component can cycle, by synchronizing with all the ather

Simulink models are constructed from ports and atomic tldockand begin the next step). A modal flow graphc@nfluentif
Ports are of two typeslata ports defining dataflow connection the result of a step is deterministic, regardless the ordesen
endpoints in subsystems aoadntrol portsproducing triggering for execution of events.

and enabling events_ for the execution of_ subsystems. Among.s[3] we have proven that for the subclassveéll-triggered

the most Psed atomic blocks zseurcessinks comblnatorlal modal flow graphs we can guarantee deadlock-freedom and
blocks unit delay zero-order holdandtransfer functions confluence of execution using simple syntactic conditions.
Subsystems are user-defined assemblies constructed reddaH-triggered modal flow graphs satisfy additional coiatis
sively from atomic blocks and subsystems. Simulink prosidéi) every event must have a unique minimal strong cause and
three types of subsystems, triggered, periodic and periodii) every event has exclusively either strong or weak cause

enabled.Triggered subsystemexecute instantaneously only\ye pave defined composition of synchronous components as a
th?n a trigger _evené occu(;ﬁ’.enodr;c and periodic _en:bled partial internal operation parameterized by a set of intévas.
subsystemare time dependent. Their execution is done agsy e 4 set of synchronous components, we obtain a product

cording to expl_|C|t_ sample times defined from tr_le|r _'nneéomponent by glueing together the events (and associated
blocks. For periodic enabled subsystems, execution is C%’tions) interconnected by interactions

strained by the value of an external signal.

In this section, we review the major Simulink concepts refgv
for our translation.

IV. TRANSLATION
IIl. SYNCHRONOUSBIP

BIP [2] — Behavior, Interaction, Priority — is a componen‘ﬁ' Overview

framework for modeling, analysis and implementation of hefpe transiation from Simulink to synchronous BIP is modular
erogeneous real-time systems. BIP components are obtaiefsociates with each Simulink blogka unique synchronous
as the superposition of three layers: (1) behavior, desdrily Bip componentd/;. Moreover, basic Simulink blocks e.g.,
automata extended with C/C++ code, (2) interactions, t@sCroperators, are translated into elementary (explicit) Byoicous

ing the cooperation between actions of the behavior and @)p components. Structured Simulink blocks e.g., subsyste
priorities, rules specifying scheduling policies for irgtetions. gre translated recursively as composition of the compasnent
Layering implies a clear separation between behavior agdsociated to their contained blocks. The compositionss al
architecture (connectors and priority rules). defined structurally i.e., dataflow and activation links dise
Synchronous BIP [3] is a subset of BIP for modeling syrwithin the subsystem are translated to connectors. We densi
chronous systems. Synchronous systems are obtained asotg Simulink models that have explicitly specified sample
composition of synchronous BIP components, defined atithes for all signals and which can be simulated using fixed-
interconnected according to specific restrictions. Fiedt, step solver in single-tasking mode. For details on the taans
synchronous BIP components in a system synchronize peridéin see [11].

cally on an implicitsyncinteraction. This interaction separatesynchronous BIP components associated to Simulink blocks
the synchronous stepwithin the system. Second, behaviok,olve control events and data events:

of synchronous BIP components is describedniydal flow

graphs (MFGs). These graphs express causal dependencies control events, includinguct?,--- and trig?,--- de-
between events (and their associated actions) within every note respectivelyactivationevents andriggering events.
synchronous step. This representation is appropriateyior s~ These events represent pure input and output control
chronous behavior, which is inherently parallel and (Idgse signals. They are used to coordinate the overall execution

coordinated by clock and data dependencies. of modal flow graph behavior and correspond to control
mechanisms provided by Simulink e.g., sample times,

Modal flow graphs express three types of causal dependencies triggering signals, enabling conditions, etc.

strong, weak and conditional. For two eveptandg, we say
that ¢ strongly depends op, if only the executionp - ¢ is
possible in a stepy weakly depends op if either p can be
executed alone or the sequencey, ¢ conditionally depends
on p if both p andq occur, only the sequenge ¢ is possible,
otherwisep and ¢ can be executed independently.

» data events, includingn®, - - -

andout?,--- denote re-
spectivelyinput events andutputevents. These events
transport data values into and from the component. They
are used to build the dataflow links provided by Simulink.

Modal flow graphs obtained by translation enjoy important



structural properties. First, they are well-triggered [B¢cond, (respectively outports) become part of the interface. Atom
every data event is strongly dependent on exactly one of thiecks lead to components with a unique activation ewetit.
activation events. Intuitively, this means that inputfmuttof Triggered subsystems are translated recursively, foligwihe
data is explicitly controlled by activation events. Thiral] same procedure. We simply rely on their interface to connect
synchronous BIP components obey the syntactic conditiotiem.

for confluence and deadlock-freedom defined in [3]. Second, the components are composed by synchronization

Finally, the translation of a Simulink modeB needs an according to dataflow and triggering connections in Siniulin
additional synchronous componettkp, which generates We distinguish basically three cases. First, ealdiaflow

all activation eventsict®t act*2, ... corresponding to periodic connectiorbetween blocks operating on the same sample time
sample timesk, ko, ... used within the model. The finalis translated into a strong synchronization between anubutp
result of the translation is the composition bfg andClkp eventand an input event. Moreover, the activation eventiseof
with synchronization on activation events. Withirikz, the two components are also strongly synchronized. Second, eac
activation events are produced using a global time referertataflow connectiorbetween blocks operating on different

and must the corresponding ratio, respectivielyks, .... sample times is realized by passing througkample-time-
adapter component. The behavior of such a component is
B. Ports and Atomic Blocks similar to the one of the zero-order hold. Teample-time-

o ) ) adaptercomponent allows the correct transfer of data between
Simulink ports and atomic blocks are translated into el%rproducer and a consumer activated by different evented Thi
mentgry synchronous BIP c.om_ponents. Some examples #1§gering connections realized by passing throughtrgger-
explained below and shown in figufe. generatorcomponent. This component produces a triggering
eventtrig whenever some condition on the input signal holds.

actkr actka

Finally, all the act™ events which are not explicitly syn-
chronized with atrig event (i.e., occurring at top level) are
synchronized and exported as e event of the composed
synchronous BIP component.

in 1.

2) Periodic and Enabled SubsystemBeriodic and enabled

Fig. 1. Elementary MFGs for combinatorial blocks (leftirisfer functions Sl_JbsySter_nS are _tranSIated to synchronous BIP components

(middle) and zero-order hold (right). with multiple activation eventsict®, - - act®", each corre-
sponding to a fixed sample time € R used explicitly within

For example, figur@? (right) illustrates the synchronous BIPthe subsystem (or recursively, in some of its sub-subsygtem

component for a zero-order hold block. The inguf and Also, as for triggered subsystems, the associated componen

outputout? events are triggered by different activation eventsas multiple input and output events, one for every inport

respectively,act? and act?. Moreover, the two activation respectively outport defined within the subsystem.

events are also weakly dependent in some order, and %ig, construction of the component associated to a periodic
dependency enforces the Simulink restriction that zed®er subsystem (or enabled) subsystem is also structural ane-inc

h_°|d elements can b? used to decrease the sample tw_ne of fhtal. It extends the method defined for triggered subsys-
signal. Furthermore, input and output events are conaiign o First, it collects the components for all the constitu

dependent on each other, in order to represent the expeg) ks, then, it composes them according to dataflow, trigge
behavior, i.e. an output is produced with the most recernte/aling and enabling connections defined in Simulink

of the input.

All connections are handled as for triggered subsystems apa
from the enabling condition Such a connection requires an
additionalenabling-conditiortomponent which filters out any

1) Triggered Subsystem3riggered subsystems are translatetperiodic) activation eventict® occurring when the input
into synchronous BIP components with a unique activaticignal is false (or negative). Otherwise, it propagates the
eventact and several input and output events, one for eveagtivation event renamed #sig*: towards the system.

inport respectively outport defined within the subsystem.

C. Subsystems

Finally, all activation eventsict*: which correspond to the
The translation proceeds as follows. First, it collects trmame sample timk; and which are not explicitly synchronized
synchronous BIP components of all of the constituent blocksith a trig* event (i.e., occurring at top level and not filtered
We distinguish three categories of blocks, theutports the by some enabling condition) are strongly synchronized and
atomic blocksand the triggered subsystems. Input (respectivedxported as thect* event on the interface of the composed
output) events defined by the components associated totsnpsynchronous BIP component.



EX. | #A | #P|#T|H#E| n | trw | toip
64-bit 365] 0 [ 60| O | 10° | 5,347s | 3,115
The translation has been implemented in the Simulink2BLP_counter 101 53,652s| 31,112s
tool. The tool Simulink2BIP parses MATLAB/Simulink model ~ Anti-lock |39 1210 | 0 | 10| 0,345s | 1,394s
files (. ndl ), and produces synchronous BIP modelbi(p). gtiikrligg ol 5T 1T 1o }gb g’iggz 113235716535
The generated models reuse a (hand-written) predefined ' .

V. EXPERIMENTAL WORK

_ : Wheel 10" | 3,417s | 16,755s
component library of atomic components and connectors Big 23 2 0] 0 10°] 0359 | 0239
(si mul i nk. bi p). This library contains the most common ABC 107 | 3,105 | 2,024
atomic blocks and ports as well as the most useful con-— Multi 14 | 0 | 0 | 1 | 10° | 0,465s | 0,411s
nectors (for in/fout data transfer and for control activatio Period 10" | 4,012s | 3,658s
Synchronous BIP models can be further used either to generat Enabled 241 0] 0] 2 [10°] 0382s| 0,380s
standalone C++ code (using the toBl P2C) or as parts __ Subsystem 107 | 3,201s | 3,458s

of larger BIP models. The C++ code can be compiled and Thermal | 45 | 3 | 0 | 0 10: 0,559s | 0,853s
executed as such i.e., no middleware is needed for executiofiode! house 107 | 5196s | 9,624s
Fig. 2. Experimental results

Table 2 summarizes experimental results on several Sikulin
models. We have discretized and translated several demo
examples available in MATLAB/Simulink including th&nti- ]
lock Braking system, theConditionally executed subsystemdenerated code by Real-Time Workshop of MATLAB.

the Enabled subsystem demonstratmmd theThermal model Although we cover a significant part of the discrete-time
of a house Also, we have translated the examples providggagment of Simulink, our translation is not complete and
in [7] i.e., the Steering Wheeapplication and théig ABC  can be directly extended in several directions. For example
Finally, we have considered several artificial benchmagks, we consider only uni-dimensional signals that means we do
64-bit counter The table provides information about the comnot handlen-dimensional combinatorial operators. Also, we
plexity of these models. #A is the number of atomic blockgonsider only signals with explicit sample times, i.e. we do
#P the number of periodic blocks, #T the number of triggeregbt handle inherited sample times.

subsystems and #E the number of enabled subsystems. On a longer term perspective, we would like to extend our

For all these examples the translation time into synchrenoganslation to the full discrete-time fragment of Simulifikis
BIP is negligible and therefore it is not reported. Moregveincludes all of the conditionally executed subsystems;, the
in all cases, the simulation traces produced respectivgly Biggered-enabled subsystems, the function-call subsysas
Simulink in simulation mode and by BIP are almost identicalvell as user defined functions blocks. Finally, we plan toraefi
We have observed few small differences for some exam-similar translation for discrete-time Stateflow.

ples, which are probably due to a different representatfon o
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