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#### Abstract

It is shown that an arbitrary joint partial derivative of the Bingham normalising constant, expressed in standard form, is proportional to the normalising constant of a Bingham distribution of higher dimension. Two consequences of this result are noted.
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## 1 Introduction

The Bingham distribution has proved useful as a model in Directional Statistics and, more recently, the complex Bingham distribution has been widely used in planar Shape Analysis. See, for example, Bingham (1974), Kent (1994), Dryden and Mardia (1998) and Mardia and Jupp (2000). The Bingham distribution is defined as that of a zero-mean multivariate normal random vector in $\mathbb{R}^{p}$ conditioned to lie on the unit sphere $\mathcal{S}^{p-1} \subset \mathbb{R}^{p}$. For a given symmetric $p \times p$ matrix $\Sigma$, the Bingham density with respect to the uniform measure $d \mathcal{S}^{p-1}(x)$ on $\mathcal{S}^{p-1}$ is given by

$$
\begin{equation*}
f(x \mid \Sigma)=\mathcal{C}_{0}(\Sigma)^{-1} \exp \left(-x^{\top} \Sigma x\right), \quad x^{\top} x=1 \tag{1}
\end{equation*}
$$

where $\mathcal{C}_{0}(\Sigma)$ is a normalizing constant. If $\Sigma=Q \Lambda Q^{\top}$ is the spectral decomposition of $\Sigma$ where $Q \in O(p)$, the space of $p \times p$ orthogonal matrices, and $\Lambda=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{p}\right)$, then it easy to see that $\mathcal{C}_{0}(\Sigma)=\mathcal{C}_{0}(\Lambda)$, because the orthogonal transformation generated by left
multiplication by $Q$ is an isometry in $\mathcal{S}^{p-1}$. Note that, from (1),

$$
\begin{equation*}
\mathcal{C}_{0}(\Lambda)=\int_{x \in \mathcal{S}^{p-1}} \exp \left(-\sum_{i=1}^{p} \lambda_{i} x_{i}^{2}\right) d \mathcal{S}^{p-1}(x) \tag{2}
\end{equation*}
$$

Moreover, as a consequence of the constraint $x^{\top} x=1, \mathcal{C}_{0}\left(\Lambda+t I_{p}\right)=\exp (-t) \mathcal{C}_{0}(\Lambda)$, where $I_{p}$ is the $p \times p$ identity matrix.

If $x_{1}, \ldots, x_{n}$ is a sample of unit vectors in $\mathcal{S}^{p-1}$ from the Bingham distribution with density (1), and $S=\sum_{i=1}^{n} x_{i} x_{i}^{\top}$, then the log-likelihood of the data is given by

$$
\mathcal{L}(Q, \Lambda)=-\operatorname{tr}\left(S Q \Lambda Q^{T}\right)-n \log \left(\mathcal{C}_{0}(\Lambda)\right)
$$

Moreover, the maximum likelihood estimator (MLE) of $Q$ is given by $\hat{Q}$, where $S=\hat{Q} \hat{\Lambda} \hat{Q}^{T}$ is the spectral decomposition of $S$, and

$$
\begin{equation*}
\mathcal{L}(\hat{Q}, \Lambda)=-\sum l_{i} \lambda_{i}-n \log \left(\mathcal{C}_{0}(\Lambda)\right) \tag{3}
\end{equation*}
$$

See e.g. Mardia and Jupp (2000) for further details. Two points to note are: (i) from standard theory for exponential families, when the MLE of $\Lambda$ exists, it is unique; and (ii) the MLE of $\Lambda$ exists with probability 1 when $n \geq p$. Broadly, there are two ways to obtain the MLE of $\Lambda$ : one is to maximise (3); the other, bearing in mind points (i) and (ii) above, is to solve

$$
\begin{equation*}
-\mathcal{C}_{0}(\Lambda)^{-1} \frac{\partial \mathcal{C}_{0}(\Lambda)}{\partial \lambda_{i}}=\frac{l_{i}}{n}, \quad i=1,2, . ., p \tag{4}
\end{equation*}
$$

Neither $\mathcal{C}_{0}(\lambda)$ nor its derivatives have useful closed-form expressions in the general case, but Kume and Wood (2005) have recently proposed saddlepoint approximations to $\mathcal{C}_{0}(\lambda)$ which have desirable numerical and theoretical properties. The main purpose of this note is to show that any derivative of (2) is itself proportional to the normalising constant of a higher-dimensional Bingham distribution, with the consequence that these saddlepoint approximations can also be used to approximate the derivatives of (2). As a second application of our main result, we derive an explicit expression for the complex Bingham normalising constant in the case where the relevant eigenvalues have arbitrary multiplicities.

## 2 The main result

A multi-index is defined here as a row vector $J=\left(j_{1}, \ldots, j_{p}\right)$ whose components $j_{i}$ are integers. Define $|J|=\sum_{i=1}^{p}\left|j_{i}\right|$. If all components of $J$ are non-negative, we say that
$J$ is non-negative. In this paper we only consider non-negative multi-indices. For each non-negative $J$, we introduce the the partial differential operator $\mathcal{D}^{J}$, where

$$
\mathcal{D}^{J}=\prod_{i=1}^{p} \mathcal{D}_{i}^{j_{i}}=\prod_{i=1}^{p} \frac{\partial^{j_{i}}}{\partial \lambda_{i}^{j_{i}}}=\frac{\partial^{|J|}}{\partial \lambda_{1}^{j_{1}} \ldots \partial \lambda_{p}^{j_{p}}} .
$$

Let $\mathcal{C}(\lambda ; M)$, where $\lambda=\left(\lambda_{1}, \ldots, \lambda_{p}\right)^{T}$ as before and $M=\left(m_{1}, \ldots, m_{p}\right)$ is a multi-index, denote the Bingham normalising constant $\mathcal{C}_{0}(\tilde{\Lambda})$ in (2) where $\tilde{\Lambda}$ is a diagonal matrix of dimension $|M| \times|M|$ consisting of diagonal elements $\lambda_{i}$ with multiplicity $m_{i}, i=1, \ldots, p$. Note that if $1_{p}$ is the $p$-vector of ones, then $\mathcal{C}\left(\lambda ; 1_{p}\right)=\mathcal{C}_{0}(\Lambda)$, where the latter is defined in (2). The main result of this paper is the following.

## Proposition 1

For any non-negative multi-indices $J=\left(j_{1}, \ldots, j_{p}\right)$ and $M=\left(m_{1}, \ldots, m_{p}\right)$,

$$
\begin{equation*}
\mathcal{D}^{J} \mathcal{C}(\lambda ; M)=\alpha(J, M) \mathcal{C}(\lambda ; M+2 J) \tag{5}
\end{equation*}
$$

where $\alpha(J, M)$ is the constant given by

$$
\begin{equation*}
\alpha(J, M)=(-1)^{|J|} \pi^{-|J|} \prod_{i=1}^{p} \frac{\Gamma\left\{\left(m_{i}+2 j_{i}\right) / 2\right\}}{\Gamma\left(m_{i} / 2\right)} \tag{6}
\end{equation*}
$$

and $\Gamma(\delta)=\int_{0}^{\infty} x^{\delta-1} e^{-x} d x$ is the gamma function.
Proof. It is convenient to break the proof into two steps.

Step 1. Show that

$$
\begin{equation*}
\mathcal{C}(\lambda ; M)=\frac{2 \pi^{|M| / 2}}{\Gamma(|M| / 2)} \mathcal{E}_{p}(\lambda ; M) \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{E}_{p}(\lambda ; M)=\frac{\Gamma(|M| / 2)}{\prod_{i=1}^{p} \Gamma\left(m_{i} / 2\right)} \int_{\beta \in \mathcal{S}_{p}} \prod_{i=1}^{p} \beta_{i}^{\left(m_{i}-2\right) / 2} \exp \left(-\sum_{i=1}^{p} \lambda_{i} \beta_{i}\right)[d \beta], \tag{8}
\end{equation*}
$$

$\mathcal{S}_{p}$ is the standard simplex in $\mathbb{R}^{p}$, consisting of those vectors with non-negative components which sum to 1 , and $[d \beta]$ is the Lebesgue measure on $\mathcal{S}_{p}$.

Step 2. Show that

$$
\begin{equation*}
\mathcal{D}^{J} \mathcal{E}_{p}(\lambda ; M)=\frac{\Gamma(|M| / 2)}{\Gamma(|M+2 J| / 2)} \pi^{|J|} \alpha(J, M) \mathcal{E}_{p}(\lambda ; M+2 J) \tag{9}
\end{equation*}
$$

where $\alpha(J, M)$ is defined in (6).

Assuming that Step 1 and Step 2 hold, the proof of Proposition 1 is completed as follows:

$$
\begin{aligned}
\mathcal{D}^{J} \mathcal{C}(\lambda ; M) & =\frac{2 \pi^{|M| / 2}}{\Gamma(|M| / 2)} \mathcal{D}^{J} \mathcal{E}_{p}(\lambda ; M) \quad[\text { using (7)] } \\
& =\frac{2 \pi^{|M| / 2}}{\Gamma(|M| / 2)} \frac{\Gamma(|M| / 2)}{\Gamma(|M+2 J| / 2)} \pi^{|J|} \alpha(J, M) \mathcal{E}_{p}(\lambda ; M+2 J) \quad[\text { using (9)] } \\
& =\alpha(J, M) \frac{2 \pi^{|M+2 J| / 2}}{\Gamma(|M+2 J| / 2)} \mathcal{E}_{p}(\lambda ; M+2 J) \\
& =\alpha(J, M) \mathcal{C}(\lambda ; M+2 J) \quad \text { [using (7) again]. }
\end{aligned}
$$

Step 2 is proved directly by differentiating under the integral sign in (8); we omit the details.
To prove Step 1, let $\tilde{\lambda}$ denote a vector of length $|M|$ where $\lambda_{i}$ has multiplicity $m_{i}, i=$ $1, \ldots, p$. It is clear that

$$
\begin{equation*}
\mathcal{C}(\lambda ; M)=\mathcal{C}\left(\tilde{\lambda} ; 1_{|M|}\right) \tag{10}
\end{equation*}
$$

Moreover, it follows from the representation of the Bingham normalising constant given in the proof of Proposition 5 in Kume and Wood (2005), combined with formula (8) in that paper, that

$$
\begin{equation*}
\mathcal{C}\left(\tilde{\lambda} ; 1_{|M|}\right)=\frac{2 \pi^{|M| / 2}}{\Gamma(|M| / 2)} \mathcal{E}_{|M|}\left(\tilde{\lambda} ; 1_{|M|}\right) \tag{11}
\end{equation*}
$$

Therefore, using a standard property of the Dirichlet integral,

$$
\begin{aligned}
\mathcal{E}_{|M|}\left(\tilde{\lambda} ; 1_{|M|}\right) & =\frac{\Gamma(|M| / 2)}{\Gamma(1 / 2)^{|M|}} \int_{\tilde{\beta} \in \mathcal{S}_{|M|}}\left(\prod_{r=1}^{|M|} \tilde{\beta}_{r}^{-1 / 2}\right) \exp \left(-\sum_{r=1}^{|M|} \tilde{\lambda}_{r} \tilde{\beta}_{r}\right)[d \tilde{\beta}] \\
& =\frac{\Gamma(|M| / 2)}{\Gamma(1 / 2)^{|M|}} \int_{\tilde{\beta} \in \mathcal{S}_{|M|}}\left(\prod_{r=1}^{|M|} \tilde{\beta}_{r}^{-1 / 2}\right) \exp \left(-\sum_{i=1}^{p} \lambda_{i} \sum_{r: \tilde{\lambda}_{r}=\lambda_{i}} \tilde{\beta}_{r}\right)[d \tilde{\beta}] \\
& =\frac{\Gamma(|M| / 2)}{\prod_{i=1}^{p} \Gamma\left(m_{i} / 2\right)} \int_{\beta \in \mathcal{S}_{p}}\left(\prod_{i=1}^{p} \beta_{i}^{\left(m_{i}-2\right) / 2}\right) \exp \left(-\sum_{i=1}^{p} \lambda_{i} \beta_{i}\right)[d \beta] \\
& =\mathcal{E}_{p}(\lambda ; M),
\end{aligned}
$$

and so (7) follows from (10) and (11). This completes the proof of Proposition 1.

Remark 2.1. Note that $\mathcal{E}_{p}(\lambda ; M)$ in (8) is the multivariate Laplace transform of a Dirichlet random vector, $\beta$, with parameter vector $\frac{1}{2} M$.

Remark 2.2. Jupp and Mardia (1979), who refer to Bingham (1976), and Muirhead (1982, p. 288, Example 7.8), state that $\mathcal{C}\left(\lambda ; 1_{|M|}\right)={ }_{1} F_{1}(1 / 2,|M| / 2 ; \tilde{\Lambda})$, where $\tilde{\Lambda}$ is the diagonal matrix whose elements are the components of $\tilde{\lambda}$, and ${ }_{1} F_{1}$ is the confluent hypergoemetric function of matrix argument. We note that (5) does not hold in general for the matrix argument ${ }_{1} F_{1}$; this can be seen by differentiating the integral representation for ${ }_{1} F_{1}$ given in Muirhead (1982, p. 264).

## 3 Numerical approximation of derivatives

There are two main practical motivations for calculating derivatives of the Bingham normalising constant: (i) to calculate the maximum likelihood estimate, $\hat{\lambda}$ of $\lambda$, by solving (4); and (ii) to calculate asymptotic standard errors of $\hat{\lambda}$ via the Fisher information matrix. In this section we discuss how a saddlepoint approximation proposed by Kume and Wood (2005), combined with Proposition 1, can be used for (i) and (ii).

### 3.1 Saddlepoint approximations

When specialised to the Bingham normalising constant, $c(\lambda)=\mathcal{C}_{0}\left(\lambda ; 1_{p}\right)$, the third and most accurate of the Kume and Wood (2005) approximations, $\hat{c}_{3}(\lambda)$, reduces to the following:

$$
\hat{c}_{3}(\lambda)=2^{1 / 2} \pi^{(p-1) / 2}\left\{K_{\lambda}^{(2)}(\hat{t})\right\}^{-1 / 2} \exp \{T(\hat{t})-\hat{t}\} \prod_{i=1}^{p}\left(\lambda_{i}-\hat{t}\right)^{-1 / 2}
$$

where

$$
K_{\lambda}(t)=-\frac{1}{2} \sum_{i=1}^{p} \log \left(1-t / \lambda_{i}\right), \quad K_{\lambda}^{(j)}=\frac{\partial^{j} K_{\lambda}(t)}{\partial t^{j}}=\sum_{i=1}^{p} \frac{(j-1)!}{2\left(\lambda_{i}-t\right)^{j}}, \quad j \geq 1,
$$

$\hat{t}$ is the unique solution in $\left(-\infty, \min _{i} \lambda_{i}\right)$ to the equation $K_{\lambda}^{(1)}(t)=1$, and

$$
\begin{equation*}
T(t)=\frac{1}{8} \rho_{4}(t)-\frac{5}{24} \rho_{3}(t)^{2} \quad \text { where } \quad \rho_{j}(t)=K_{\lambda}^{(j)}(t) /\left\{K_{\lambda}^{(2)}(t)\right\}^{j / 2} \tag{12}
\end{equation*}
$$

### 3.2 Approximation of derivatives

Kume and Wood (2005) suggested that, in an approximate likelihood procedure for estimating $\lambda$, the derivatives of $c(\lambda)$ could be approximated using the corresponding derivatives of the approximation. Here we note that an alternative approach is also tractable: to solve (4) approximately using direct approximations to the derivatives obtained using Proposition 1.

Let $\hat{t}_{0}$ and $\hat{t}_{i}$ denote the solutions of $K_{\lambda}^{(1)}(t)=1$ and $\left(\lambda_{i}-t\right)^{-1}+K_{\lambda}^{(1)}(t)=1$, respectively, write $A_{i}(\lambda)=-\mathcal{D}_{i} \log c(\lambda)$, and let $T_{i}(t)$ denote (12), but with $\rho_{j}(t), j=3,4$, replaced by

$$
\frac{(j-1)!\left(\lambda_{i}-t\right)^{-j}+K_{\lambda}^{(j)}(t)}{\left\{\left(\lambda_{i}-t\right)^{-2}+K_{\lambda}^{(2)}(t)\right\}^{j / 2}} .
$$

Then we solve (4) approximately by finding $\lambda$ to solve $\hat{A}_{i}(\lambda)=l_{i} / n$, where $\hat{A}_{i}(\lambda)$, the ratio of saddlepoint approximations used to approximate $A_{i}(\lambda)$, is given by

$$
\begin{equation*}
\frac{1}{2}\left(\frac{K_{\lambda}^{(2)}\left(\hat{t}_{0}\right) \prod_{j=1}^{p}\left(\lambda_{j}-\hat{t}_{0}\right)}{\left\{\left(\lambda_{i}-\hat{t}_{i}\right)^{-1}+K_{\lambda}^{(2)}\left(\hat{t}_{i}\right)\right\}\left(\lambda_{i}-\hat{t}_{i}\right) \prod_{j=1}^{p}\left(\lambda_{j}-\hat{t}_{j}\right)}\right)^{1 / 2} \exp \left\{\hat{t}_{0}-\hat{t}_{i}+T_{i}\left(\hat{t}_{i}\right)-T_{0}\left(\hat{t}_{0}\right)\right\} . \tag{13}
\end{equation*}
$$

We conclude with two comments. First, if a maximisation procedure which requires the specification of derivatives is to be used to estimate $\lambda$, it is better to approximate derivatives by the corresponding derivatives of the approximation, rather than using (13) to approximate the derivatives directly. Second, details for the corresponding approximations for $A_{i j}(\lambda)=\{c(\lambda)\}^{-1} \mathcal{D}_{i} \mathcal{D}_{j} c(\lambda)$, which are needed to calculate the Fisher information matrix, are similar and we omit the details.

## 4 Complex Bingham normalising constant

In this section we use Proposition 1 to provide an explicit expression for the complex Bingham normalising constant when the Bingham exponent has eigenvalues $\lambda_{1}, \ldots, \lambda_{p}$ of multiplicity $2\left(1+m_{1}\right), \ldots, 2\left(1+m_{p}\right)$, respectively. Note that the corresponding normalising constant is $\mathcal{C}\left\{\lambda ; 2\left(1_{p}+M\right)\right\}$. It seems that it would be difficult to calculate this directly, but Proposition 1 gives us a systematic way of doing this. Kent (1994) has shown that

$$
\begin{equation*}
\mathcal{C}\left(\lambda ; 2_{p}\right)=2 \pi^{p} \sum_{i=1}^{p} a_{i} \exp \left(-\lambda_{i}\right), \quad \text { where } \quad a_{i}=\prod_{r \neq i}\left(\lambda_{r}-\lambda_{i}\right)^{-1} \tag{14}
\end{equation*}
$$

and $2_{p}$ is a row vector of 2 's. Note that the formula is slightly different to that of Kent (1994) because of the minus sign in the exponent of (1).

Proposition 2. We have

$$
\begin{aligned}
\mathcal{C}\left\{\lambda ; 2\left(1_{p}+M\right)\right\}= & \frac{2 \pi^{p+|M|}}{\prod_{i=1}^{p} m_{i}!} \sum_{i=1}^{p}(-1)^{m_{i}} \exp \left(-\lambda_{i}\right) \\
& \sum_{J_{0(i)} \geq 0,\left|J_{0(i)}\right|=m_{i}} \frac{m_{i}!}{j_{0}!\ldots j_{i-1}!j_{i+1}!\ldots j_{p}!}(-1)^{j_{0}} \prod_{r \neq i} \frac{\left(j_{r}+m_{r}\right)!}{\left(\lambda_{r}-\lambda_{i}\right)^{1+j_{r}+m_{r}}} .
\end{aligned}
$$

Remark 4.1. The second summation in the statement of Proposition 2 is over all nonnegative multi-indices $J_{0(i)}=\left(j_{0}, j_{1}, \ldots, j_{i-1}, j_{i+1}, \ldots, j_{p}\right)$ with $p$ components which sum to $m_{r}$. When $m_{r}=0$, the second sum above is interpreted as $\prod_{r \neq i} j_{r}!/\left(\lambda_{r}-\lambda_{i}\right)^{1+j_{r}}$. Note that $j_{0}$ in the second sum is the number of times that $\exp \left(-\lambda_{i}\right)$ is differentiated.

Proof. We prove the result by applying the differential operator $\mathcal{D}^{M}$ to Kent's formula (14), multiplying the result by $\alpha\left(M, 2_{p}\right)^{-1}$, and then using Proposition 1. Write $M_{(i)}=$ $\left(m_{1}, \ldots, m_{i-1}, m_{i+1}, \ldots, m_{p}\right)$ with the obvious modifications when $i=1, p$. Now

$$
\mathcal{D}^{M_{(i)}} a_{i}=\left(\prod_{r \neq i} \mathcal{D}_{r}^{m_{r}}\right)\left(\prod_{r \neq i} \frac{1}{\lambda_{r}-\lambda_{i}}\right)=\prod_{r \neq i} \mathcal{D}_{r}^{m_{r}}\left(\frac{1}{\lambda_{r}-\lambda_{i}}\right)=(-1)^{\left|M_{(i)}\right|} \prod_{r \neq i} \frac{m_{r}!}{\left(\lambda_{r}-\lambda_{i}\right)^{1+m_{r}}} .
$$

Therefore, using the fact that $\mathcal{D}^{M}=\mathcal{D}_{i}^{m_{i}} \mathcal{D}^{M_{(i)}}$,

$$
\begin{aligned}
& \mathcal{D}^{M} \mathcal{C}\left(\lambda ; 2_{p}\right)=2 \pi^{p} \sum_{i=1}^{p} \mathcal{D}^{M}\left[a_{i} \exp \left(-\lambda_{i}\right)\right] \\
&=2 \pi^{p} \sum_{i=1}^{p} \mathcal{D}_{i}^{m_{i}}\left[\exp \left(-\lambda_{i}\right) \mathcal{D}^{M_{(i)}} a_{i}\right] \\
&=2 \pi^{p} \sum_{i=1}^{p}(-1)^{\left|M_{(i)}\right| \mathcal{D}_{i}^{m_{i}}\left[\exp \left(-\lambda_{i}\right) \prod_{r \neq i} \frac{m_{r}!}{\left(\lambda_{r}-\lambda_{i}\right)^{1+m_{r}}}\right]} \\
&=(-1)^{|M|} 2 \pi^{p} \sum_{i=1}^{p}(-1)^{m_{i}} \exp \left(-\lambda_{i}\right) \\
& \sum_{J_{0(i)} \geq 0,\left|J_{0(i)}\right|=m_{i}} \frac{m_{i}!}{j_{0}!\ldots j_{i-1}!j_{i+1}!\ldots j_{p}!}(-1)^{j_{0}} \prod_{r \neq i} \frac{\left(m_{r}+j_{r}\right)!}{\left(\lambda_{r}-\lambda_{i}\right)^{1+m_{r}+j_{r}}} .
\end{aligned}
$$

The final step above uses the multivariate version of Leibnitz's formula. The proof is completed by multiplying by $\alpha\left(M, 2_{p}\right)^{-1}$ and then using Proposition 1.
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