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Abstract. In this paper we introduce the mini-square propagation: four ciphertexts corresponding to four plaintexts with some specific differences summing to zero after several rounds. We then extend this propagation by appending a linear propagation to the mini-square propagation and by preceding it with differential propagations. We apply this approach to block ciphers AES and Camellia.

1 Introduction

Differential cryptanalysis \cite{3} is based on the propagation of differences through an encryption function. Since its introduction by Biham and Shamir \cite{3}, many techniques based on it have been proposed \cite{12,16,13}. Higher-order differential cryptanalysis \cite{12} is a generalization of this technique, it ensures the ciphertexts corresponding to well chosen plaintexts sum to zero. Square cryptanalysis \cite{6} or integral cryptanalysis can be seen as variants or special cases. Generally the number of the messages involved in the differential propagation approaches is quite large.

In this paper we introduce the mini-square propagation. This can be seen as a variant of higher-order differential cryptanalysis. In the mini-square propagation, four ciphertexts corresponding to four plaintexts with some specific differences sum to zero after several rounds. This mini-square propagation doesn’t use any property of the S-boxes involved in the encryption function involved.

Since there is only four ciphertexts involved in the mini-square propagation, some extensions with certain classic approach are possible. We present here two possible extensions of this mini-square propagation. The first one is based on the same strategy used in differential-linear cryptanalysis: we append a linear propagation to the mini-square propagation which provides a linear expression of the four ciphertexts after several additional rounds. We apply this approach to block cipher AES \cite{5}.

The second extension of the mini-square propagation consists of preceding the propagation by several classical differential propagations. We apply it to block cipher Camellia \cite{1} to design a differential-mini-square propagation over 6 rounds.

2 Mini-square propagation

The mini-square propagation is based on the property that the ciphertexts corresponding to four well chosen plaintexts sum to zero. The purpose of this section is to state this
property primarily for a single round of a block cipher with substitution-permutation network (SPN) structure and then for several rounds.

2.1 Mini-square property of one round of a SPN

The following lemma is the starting point of the mini-square propagation.

**Lemma 1.** We consider a vectorial boolean function $S : \{0,1\}^m \rightarrow \{0,1\}^m$ and two constants $C, \Omega \in \{0,1\}^m$. The following function

$$S_{C,\Omega} : \{0,1\} \rightarrow \{0,1\}^m \quad z \mapsto S(C + z\Omega)$$

is affine: there exists $\alpha, \beta \in \{0,1\}^m$ such that $S(C + z\Omega) = z\alpha + \beta$.

**Proof.** If $S$ is a boolean function we reduce the polynomial expression of $S(C + z\Omega)$ to a degree one using the identity $z^2 = z$. We extend easily this property to a vectorial boolean function. □

The following lemma states the mini-square property for an affine function which has two boolean variables. This result is a special case of the well known higher-order differential.

**Lemma 2.** We consider a function

$$f : \{0,1\}^2 \rightarrow \{0,1\}^m \quad (z, z') \mapsto z\alpha + z'\alpha' + \beta$$

Then we have $f(0,0) + f(0,1) + f(1,0) + f(1,1) = 0$.

The proof is straightforward and we omit it here. We now present the mini-square propagation on a single round of a block cipher with SPN structure. This propagation applies to SPNs such that each round consists of a layer of $n$ parallel S-boxes ($S_i$ for $i = 1, \ldots, n$) followed by a linear permutation (LP) layer and a round key addition.
We fix \(C\) a constant value and two differences \(\Omega = (\Omega_1, \ldots, \Omega_n)\) and \(\Omega' = (\Omega'_1, \ldots, \Omega'_n)\), where \(\Omega_i\) and \(\Omega'_i\) are the differences entering in the \(i\)-th \(S\)-box \(S_i\).

**Definition 1 (Support).** We define the support \(\text{Supp}(\Omega)\) of \(\Omega = (\Omega_1, \ldots, \Omega_n)\) as

\[
\text{Supp}(\Omega) = \{i \in \{1, \ldots, n\} \text{ such that } \Omega_i \neq 0\}.
\]

We assume now that \(\text{Supp}(\Omega) \cap \text{Supp}(\Omega') = \emptyset\). Under this assumption, considering the data entering the different \(S\)-boxes for \(S(C + z\Omega + z'\Omega')\), there are three cases:

- for \(i \in \text{Supp}(\Omega)\), the input data of \(S_i\) is equal to \(C_i + z\Omega_i\) since \(i \notin \text{Supp}(\Omega')\). Consequently, using Lemma 1 the output of \(S_i\) is equal to \(z\alpha_i + \beta_i\) for some \(\alpha_i, \beta_i\) depending on \(C_i, \Omega_i\) and \(S_i\).
- if \(i \in \text{Supp}(\Omega')\), the input of \(S_i\) is equal to \(C_i + z'\Omega'_i\) since in this case \(i \notin \text{Supp}(\Omega)\). Then the output of \(S_i\) is equal to \(z'\alpha'_i + \beta_i\) for some \(\alpha'_i, \beta_i\).
- For \(i \notin \text{Supp}(\Omega)\) and \(i \notin \text{Supp}(\Omega')\), the input of \(S_i\) is equal to \(C_i\) and thus the output of \(S_i\) is constant and equal to \(\beta_i = S_i(C_i)\).

Consequently, if we put together these three cases we obtain the following expression of \(S(C + z\Omega + z'\Omega')\)

\[
S(C + z\Omega + z'\Omega') = z\alpha + z'\alpha' + \beta.
\]

where \(\alpha_i, \alpha'_i\) and \(\beta_i\) are defined above. Now if apply the linear permutation to this previous expression and then add the round key \(K\) we obtain

\[
\text{Round}_K(C + z\Omega + z'\Omega') = \text{LP}(S(C + z\Omega + z'\Omega')) + K
= \text{LP}(z\alpha + z'\alpha' + \beta) + K
= z\text{LP}(\alpha) + z'\text{LP}(\alpha') + \text{LP}(\beta) + K.
\]

It we set \(\gamma = \text{LP}(\alpha)\) and \(\gamma' = \text{LP}(\alpha')\) and \(\rho = \text{LP}(\beta) + K\) we obtain that

\[
\text{Round}_K(C + z\Omega + z'\Omega') = z\gamma + z'\gamma' + \rho.
\]

Combining this expression of \(\text{Round}_K(C + z\Omega + z'\Omega')\) and Lemma 2 we obtain the following mini-square propagation for one round of a SPN.

**Proposition 1 (Mini-square propagation over one round of a SPN).** Let \(\text{Round}_K\) be a round function of a block cipher with a SPN structure consisting of a substitution layer through \(n\) parallel \(S\)-boxes, followed by a linear transformation and a round key addition. Let \(\Omega\) and \(\Omega'\) be two differences such that \(\text{Supp}(\Omega) \cap \text{Supp}(\Omega') = \emptyset\) and let \(C\) be any constant block. Then there exist some constants \(\gamma, \gamma'\) and \(\rho\) such that

\[
\text{Round}_K(C + z\Omega + z'\Omega') = z\gamma + z'\gamma' + \rho
\]

and

\[
\text{Round}_K(C) + \text{Round}_K(C + \Omega) + \text{Round}_K(C + \Omega') + \text{Round}_K(C + \Omega + \Omega') = 0.
\]
2.2 Mini square propagation over several SPN rounds

Our purpose here is to extend the one round mini-square propagation of the previous subsection to several rounds. Actually we just need to apply the one round mini-square propagation iteratively. We will note \( E_{i\rightarrow j}(M) \) the reduced encryption function which consists of ciphering from the \( i \)-th round to the \( j \)-th round.

1. We start in the first round with an arbitrary constant \( C(0) \) and with \( \Omega(0) \) with only one \( \Omega_i(0) \neq 0 \) and \( \Omega(0) \) with only one \( \Omega_j(0) \neq 0 \) where \( i \neq j \).

2. Using Proposition 1 we know that the one round cipher of \( C(0) + z\Omega(0) + z'\Omega'(0) \) satisfies

\[
\text{Round}_K(C(0) + z\Omega(0) + z'\Omega'(0)) = C(1) + z\Omega(1) + z'\Omega'(1)
\]

for some \( C(1), \Omega(1) \) and \( \Omega'(1) \).

3. Then, if \( \Omega(1) \) and \( \Omega'(1) \) have disjoint support, we can again use Proposition 1 which gives that the cipher after the second round is

\[
E_{1\rightarrow 2}(C(0) + z\Omega(0) + z'\Omega'(0)) = C(2) + z\Omega(2) + z'\Omega'(2)
\]

for some \( C(2), \Omega(2) \) and \( \Omega'(2) \).

4. We repeat this process up to the round \( r \) which satisfies \( \text{Supp}(\Omega(r)) \cap \text{Supp}(\Omega'(r)) \neq \emptyset \). At this step, we cannot extend further the mini-square propagation, since we cannot apply Proposition 1.

5. But we know that the ciphertext after the \( r \)-th round is

\[
E_{1\rightarrow r}(C(0) + z\Omega(0) + z'\Omega'(0)) = C(r) + z\Omega(r) + z'\Omega'(r)
\]

and this implies following the mini-square formula for \( r \) rounds

\[
E_{1\rightarrow r}(C(0)) \oplus E_{1\rightarrow r}(C + \Omega(0)) \oplus E_{1\rightarrow r}(C + \Omega'(0)) \oplus E_{1\rightarrow r}(C + \Omega(0) + \Omega'(0)) = 0.
\]

3 Extension at the bottom using linear propagation

We append a linear propagation to the mini-square propagation. This strategy is a straightforward application of the differential-linear method [13, 2]. In the sequel we will denote \( T^{(i)} \) the partial ciphertext output by the \( i \)-th round.

We assume that there exists a mini square propagation over \( r \) rounds

\[
\begin{align*}
M_0 &= M, \\
M_1 &= M \oplus \Omega^{(0)}, \\
M_2 &= M \oplus \Omega^{(0)} \\
M_3 &= M \oplus \Omega^{(0)} \\
\end{align*}
\]

\[
\text{r rounds } T_0^{(r)} \oplus T_1^{(r)} \oplus T_2^{(r)} \oplus T_3^{(r)} = 0 \tag{1}
\]

where \( T_i^{(r)} \) is the cipher text after \( r \) rounds of the plain text \( M_i \).

We further assume that there exists a linear propagation between the input of the \( (r + 1) \)-th round and the output of the \( s \)-th round of the considered SPN:

\[
\lambda \cdot T^{(r)} \oplus \mu \cdot T^{(s)} = 0, \tag{2}
\]
and we assume that this propagation occurs with probability $p = 1/2 + \varepsilon$ with $|\varepsilon| \leq 1/2$. The piling-up lemma [14] tells us that the following cumulated propagations

$$\bigoplus_{i=0}^{3} \left( \lambda \cdot T_i^{(r)} \oplus \mu \cdot T_i^{(s)} \right) = 0. \quad (3)$$

occurs with probability $1/2 + 2^3\varepsilon^4$. Now if we combine (3) with the mini-square propagation (1) we obtain that the identities $\mu \cdot \left( \bigoplus_{i=0}^{3} T_i^{(s)} \right) = 0$ occurs with probability $1/2 + 2^3\varepsilon^4$.

### 3.1 Application to AES

AES is a block cipher which uses 128 bit block and consists of 10, 12 or 14 rounds (depending on the key size). Each round consists of SubByte (SB), ShiftRow (SR), MixColumn (MC) and AddKey (AK) operations. For a complete description the reader may refer to [5].

*The mini square propagation.* In Fig. 1 we describe a two-rounds mini-square propagation for AES. We have used the following notation:
the symbol $C$ means the considered byte is constant, i.e., it does not depend on $z$ or $z'$.

- $z$, $z'$ are independent boolean variables,
- and $\Omega^{(i)}$ and $\Omega'^{(i)}$ are differences in the $i$-th round. We also specify the layer which outputs this difference with the subscripts SB, SR, MC or AK.

Afterwards, we apply the MixColumn and the AddKey to the block output by the ShiftRow of the second round. We obtain the following block

$$T^{(2)}_{z+2z'} = [C_{(i,j)} + z\Omega^{(2)}_{(i,j)} + z'\Omega'^{(2)}_{(i,j)}]_{i,j=0,...,3}.$$  

We remark that the block $T^{(2)}_{z+2z'}$ has an affine expression in $z$ and $z'$. Consequently, using Lemma 2 we have

$$T^{(2)}_0 + T^{(2)}_1 + T^{(2)}_2 + T^{(2)}_3 = 0.$$

The linear propagation. We have a mini-square propagation over two rounds of AES. We would like to extend this propagation by appending a linear propagation. We have analyzed the linear propagation of the S-box used in AES, to derive a linear propagation over two rounds. We have found a two-rounds linear propagation with 5 active S-boxes with a bias equal to $\pm 2^{-16}$. This two-rounds linear propagation is shown in the diagram below.

The resulting attack over 6 rounds of AES. The mini-square-linear propagation over 4 rounds of AES uses is as follows

$$\begin{align*}
M_0 &= M, \\
M_1 &= M \oplus \Omega^{(0)}, \\
M_2 &= M \oplus \Omega'^{(0)}, \\
M_3 &= M \oplus \Omega^{(0)} \oplus \Omega'^{(0)}
\end{align*}$$

$$\implies \mu_2 \cdot (T^{(4)}_0 \oplus T^{(4)}_1 \oplus T^{(4)}_2 \oplus T^{(4)}_3) = 0,$$

and this propagation occurs with probability $p = 1/2 + 2^{-61}$.

Using this propagation it is possible to design an attack over AES reduced to 5, 6 or 7 rounds. So far, the resulting attacks don’t have a lower complexity with regard to
that there exists a mini-square propagation between the block cipher Camellia. We consider a block cipher with a SPN structure and we assume it with two differential propagations. We will then illustrate this process in the case of

4 Extension at the top using differential propagation

In this section we present a strategy to extend a mini-square propagation by preceding it with two differential propagations. We will then illustrate this process in the case of

We extend this propagation using two differential propagations \( \Omega^{(0)} \rightarrow \Omega^{(r)} \) and \( \Omega'^{(0)} \rightarrow \Omega'^{(r)} \) between the first and the \( r \)-th round. We use these propagations as follows

\[
(T_0^{(r)}, T_0^{(r)} \oplus \Omega^{(r)}, T_0^{(r)} \oplus \Omega'^{(r)}, T_0^{(r)} \oplus \Omega^{(r)} \oplus \Omega'^{(r)}) \rightarrow \oplus_{i=0}^{3} T_i^{(s)} = 0
\]

We consider two differential propagations over \( r \) rounds of a SPN

\[
(T_0^{(r)}, T_0^{(r)} \oplus \Omega^{(r)}) \rightarrow (T_0^{(r)}, T_0^{(r)} \oplus \Omega'^{(r)}),
\]

\[
(T_0^{(r)}, T_0^{(r)} \oplus \Omega^{(r)}) \rightarrow (T_0^{(r)}, T_0^{(r)} \oplus \Omega'^{(r)}),
\]

\[
(T_0^{(r)} \oplus \Omega^{(r)}, T_0^{(r)} \oplus \Omega^{(r)} \oplus \Omega'^{(r)}) \rightarrow (T_0^{(r)} \oplus \Omega^{(r)}, T_0^{(r)} \oplus \Omega'^{(r)}).
\]

This provides the three differences required in the mini-square propagation. A quick evaluation of the probability of the simultaneous occurrence of these propagations gives \( pp' \max(p, p') \), where \( p \) and \( p' \) are the corresponding probabilities of the two individual differential propagations \( \Omega^{(0)} \rightarrow \Omega^{(r)} \) and \( \Omega'^{(0)} \rightarrow \Omega'^{(r)} \). In order to obtain a better probability, we consider here two differential propagations which have specific properties as stated in the following lemma.

**Lemma 3.** We consider two differential propagations over \( r \) rounds of a SPN

\[
\Omega^{(0)} \rightarrow \Omega^{(r)} \text{ and } \Omega'^{(0)} \rightarrow \Omega'^{(r)}
\]

which occurs with probabilities \( p \) and \( p' \) respectively. We further assume that for each 

\[
i = 0, \ldots, r - 1, \quad \text{Supp}(\Omega^{(i)}) \cap \text{Supp}(\Omega'^{(i)}) = \emptyset \quad \text{where } \Omega^{(i)} \text{ and } \Omega'^{(i)} \text{ are the intermediate differences of the considered differential propagation.}
\]

Then if we fix \( M \) a plaintext, \( T \) its \( r \)-rounds ciphertext, and define

\[
T_0^{(0)} = M, \quad T_1^{(0)} = M \oplus \Omega^{(0)}, \quad T_2^{(0)} = M \oplus \Omega'^{(0)}, \quad T_3^{(0)} = M \oplus \Omega^{(0)} \oplus \Omega'^{(0)},
\]

then the following simultaneous differential propagations occurs with probability \( pp' \)

\[
(T_0^{(0)}, T_1^{(0)}, T_2^{(0)}, T_3^{(0)}) \rightarrow \delta_{\text{sim}} (T, T \oplus \Omega^{(r)}, T \oplus \Omega'^{(r)}, T \oplus \Omega^{(r)} \oplus \Omega'^{(r)}).
\]
Now, we apply the S-box layer to $T^{(0)}_i$. We will also denote $A = LP^{-1}(\Omega^{(1)})$ and $A' = LP^{-1}(\Omega^{(1)})$. Let $T^{(1)}_0 = \text{Round}_K(T^{(0)}_0)$, we assume that the two following propagations occurs simultaneously

$$
T^{(1)}_1 = M \oplus \Omega^{(0)} \rightarrow T^{(1)}_0 \oplus \Omega^{(1)},
$$

$$
T^{(1)}_2 = M \oplus \Omega^{(0)} \rightarrow T^{(1)}_0 \oplus \Omega^{(1)}.
$$

Now, we apply the S-box layer to $T^{(0)}_3$ and we have three situations

- if $j \in \text{Supp}(\Omega^{(0)})$, then $j \not\in \text{Supp}(\Omega^{(0)})$ which implies $t^{(0)}_{3,j} = t^{(0)}_{1,j}$ and thus $S_j(t^{(0)}_{3,j}) = S(t^{(0)}_{1,j}) = S_j(t^{(0)}_{0,j}) \oplus \lambda_j$,
- if $j \not\in \text{Supp}(\Omega^{(0)})$, then $j \not\in \text{Supp}(\Omega^{(0)})$ which implies $t^{(0)}_{3,j} = t^{(0)}_{2,j}$ and thus $S_j(t^{(0)}_{3,j}) = S_j(t^{(0)}_{0,j}) \oplus \lambda_j$,
- if $j \not\in \text{Supp}(\Omega^{(0)})$ and $j \not\in \text{Supp}(\Omega^{(0)})$, then $t^{(0)}_{3,j} = t^{(0)}_{0,j}$ and thus $S_j(t^{(0)}_{3,j}) = S_j(t^{(0)}_{0,j})$.

Now if we put all these three cases together we obtain $S(T^{(0)}_3) = S(T^{(0)}_0) \oplus A \oplus A'$. If we then apply the linear transformation and add the round key we obtain $\text{Round}_K(T^{(0)}_3) = T^{(1)}_0 \oplus \Omega^{(1)} \oplus \Omega^{(1)}$ and this concludes the proof.

4.1 Application to Camellia

Camellia is a block cipher with a block size of 128 bits. There are three variants of Camellia: the first one uses 128 bit keys and 18 rounds, the second uses 192 bit keys and 24 rounds and the third one uses 256 bit keys and 24 rounds. Each variants consists of successive round function which has a Feistel structure. Each 6 rounds a specific key dependant affine function is applied: the $(FL, FL^{-1})$ layer. The function $F$ used in the Feistel structure applies on the right half of the message block and consists of an addition of a round key followed by an S-box layer and a linear permutation. For a complete specification of Camellia we refer to [1].

We present now the differential-mini-square propagation over 6 rounds of Camellia with a $(FL, FL^{-1})$ layer between the 3rd and the 4th round. The propagation uses a combination of a three rounds differentials propagation and a three round mini-square propagation (which includes the $(FL, FL^{-1})$ layer).

**Differential trails.** The first differential propagation over three regular rounds is the following

$$(\Omega^{(0)}_L, \Omega^{(0)}_R) = (0x111100111111110011, 0x000000000000001100) \rightarrow$$

$$(\Omega^{(1)}_L, \Omega^{(1)}_R) = (0x000000000000001100, 0x000000000000000000) \rightarrow$$

$$(\Omega^{(2)}_L, \Omega^{(2)}_R) = (0x000000000000000000, 0x0000000000000001100) \rightarrow$$

$$(\Omega^{(3)}_L, \Omega^{(3)}_R) = (0x000000000000001100, 0x111100111111110011)$$
The second differential propagation is the following

\[
\begin{align*}
(\Omega^{(0)}_L, \Omega^{(0)}_R) &= (0x1111110000000000, 0x0000000000000011) \\
(\Omega^{(1)}_L, \Omega^{(1)}_R) &= (0x0000000000000011, 0x0000000011111100) \\
(\Omega^{(2)}_L, \Omega^{(2)}_R) &= (0x0000000011111100, 0x0000001100000000) \\
(\Omega^{(3)}_L, \Omega^{(3)}_R) &= (0x0000001100000000, 0x1111011111111011)
\end{align*}
\]

The support of the two intermediate differentials are disjoint, consequently Lemma 3 applies. The S-box differentials involved in the two differentials are all $0\rightarrow\lambda$ aggregations of (4) over the three rounds have probability $2^{-i}$. Consequently the simultaneous propagations of (4) over the three rounds have probability $2^{-49}$.

\[
\begin{align*}
M_0, \\
M_1 &= M_0 \oplus \Omega^{(0)}, \\
M_2 &= M_0 \oplus \Omega^{(0)}, \\
M_5 &= M_0 \oplus \Omega^{(0)} \oplus \Omega^{(0)}
\end{align*}
\]  
\[
\begin{align*}
T^{(3)}_0, \\
T^{(3)}_0 \oplus \Omega^{(3)}, \\
T^{(3)}_0 \oplus \Omega^{(3)}, \\
T^{(3)}_0 \oplus \Omega^{(3)} \oplus \Omega^{(3)}
\end{align*}
\]  

Mini-square propagation. We assume now that the differential propagation (4) described in the previous subsection occurs. Consequently the messages entering the ($FL, FL^{-1}$) layer are $T^{(3)}_{z+2z'} = T^{(3)}_0 \oplus z\Omega^{(3)} \oplus z'\Omega^{(3)}$ for $z, z' \in \{0, 1\}$.

It can be proven (the proof is given in the appendix) that after one ($FL, FL^{-1}$) layer and three regular Feistel rounds the resulting ciphertexts $T^{(6)}_0, T^{(6)}_1, T^{(6)}_2, T^{(6)}_3$ satisfies

\[
P^{-1}(T^{(6)}_{i+z+z', L}) = (\mu_0 + (z+z')\lambda_0, \mu_1 + (z+z')\lambda_1, ?, ?, \mu_4 + (z+z')\lambda_4, \mu_5 + (z+z')\lambda_5, ?)
\]

where $P$ is the linear permutation in the function $F$ of Camellia and $\mu_i, \mu'_i, \lambda_i$ are some unknown constants. Then, using Lemma 2, we deduce that the sum of $P^{-1}(T^{(6)}_{i+L})$ for $i = 0, 1, 2, 3$ satisfies

\[
\bigoplus_{i=0}^{3} P^{-1}(T^{(6)}_{i+L}) = (0, 0, ?, ?, 0, 0, ?).
\]  

Differential-mini-square attack on Camellia. We only discuss here a simple version of the attack using the differential-mini-square propagation over 7 rounds of Camellia. We use the formulas of [15] to establish the required number of plaintext-ciphertext for a probability of success $\geq 0.9$. This number is equal to $2^{68}$ quartets of plaintext-ciphertext which satisfies the differences $\Omega^{(0)}, \Omega^{(0)}$ and $\Omega^{(0)} \oplus \Omega^{(0)}$. Then we guess four bytes of the 7-th round key such that we can peel-off the last round and compute the four byte which sum to zero in (5). Then if the four byte sums if a considered quartet are equal to zero we increment a counter attached to the key. The total computational complexity of this attack is equal to $2^{102}$ round operations.

The best known attacks on reduced-round Camellia including the ($FL, FL^{-1}$) layer are square attack [10, 17] and higher order differential [17, 9]. If we compare mini-square attack to these attacks [9], we remark that the differential-mini-square attack is less efficient. In the higher order differential approach or the square attack, the probability of propagation is equal to 1, consequently the required number of plaintext-ciphertext is lower and the resulting computation complexity is also lower.
5 Conclusion

We have presented in this paper the concept of the mini-square propagation over a block cipher: for a well chosen quartet of plaintexts, the corresponding ciphertexts, after several rounds of a block cipher with SPN structure, are equal to zero when added together. One particularity of the mini-square propagation is that it only requires four plaintext-ciphertext pairs. This small number of messages involved in the propagation make the extension of the propagation possible by a regular differential propagation and/or a linear propagation. We have presented a mini-square propagation over two rounds of AES and its extension to a four rounds mini-square-linear propagation. For the best of our knowledge this type of propagation was unknown. We have also presented a mini-square propagation over three rounds of Camellia and its extension to a six rounds as a differential-mini-square propagation.
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A Proof of the mini-square propagation of Camellia

Before proceeding in the proof concerning the expression of $P^{-1}(T^{(6)}_{z+2z',L})$, we need to rewrite the expression of the function $FL$. This function operates on a 64-bit block $X$ which is split in two 32-bit blocks $X = (X_L, X_R)$. The $FL$ function is then defined in [1] as follows:

$$FL(X_L, X_R) = (Y_L, Y_R) \text{ where } \begin{cases} 
Y_R = ((X_L \& K_L) \ll 1) \land X_R, \\
Y_L = ((Y_R | K_L) \ll 1) \land X_R.
\end{cases}$$

This former expression can be rewritten in an affine form:

$$FL(X_L, X_R) = (((X_L \cdot K') \ll 1) + X_R \cdot (K_R + 1) + K_R, \\
((X_L \cdot K_L) \ll 1) + X_R)$$

(6)

where $K' = ((K_L \cdot (K_R + 1) \gg 1)) + K_L)$. The inverse function $FL^{-1}$ of $FL$ has a similar affine expression, but we don’t need this expression here: knowing that $FL^{-1}$ is affine is sufficient to obtain the 3-round mini-square propagation.

Let us now proceed in the proof of the affine expression of $P^{-1}(T^{(6)}_{z+2z',L})$. We assume that the 3rd round ciphertexts satisfy $T^{3}_{z+2z'} = C^{(3)} + z\Omega^{(3)} + z'\Omega^{(3)}$ with

$$\Omega^{(3)} = (0, 0, 0, 0, 0, 0, 0, 0) | \Omega^{(3)}_{3,L},$$

$$\Omega^{(3)} = (0, 0, 0, 0, 0, 0, 0, 0) | \Omega^{(3)}_{3,R}).$$

This is the case when the two differential propagations of (4) occurs. We now successively apply the $(FL, FL^{-1})$ layer and rounds 4, 5 and 6 in order to obtain the required expression of $P^{-1}(T^{(6)}_{z+2z',L})$.

- **Layer $(FL, FL^{-1})$.** We apply $(FL, FL^{-1})$ to $T^{(3)}_{z+2z'}$. We will denote $T^{(FL)}_{z+2z'}$ the resulting block. Using the expression of FL of (6) we obtain for the left half of $T^{(FL)}_{z+2z'}$:

$$T^{(FL)}_{z+2z',L} = C^{(FL)}_L + (0, 0, z\delta^{(FL)}_1 + z'\delta^{(FL)}_1, z'\delta^{(FL)}_2, 0, 0, z\delta^{(FL)}_2 + z'\delta^{(FL)}_3, z'\delta^{(FL)}_4).$$

Now, since $FL^{-1}$ is an affine function, we have

$$T^{(FL)}_{z+2z',R} = C^{(FL)}_R + (z + z')\Omega^{(FL)}_{R}. $$
• **Round 4**. Let us push the mini-square propagation through the 4-th round. The left half is just a copy of the right part $T_{z+2z'}^{(4)} = T_{z+2z',R}^{(FL)}$. For the right half we first need to apply the $F$ function to $T_{z+2z',R}^{(FL)}$. The expression of $T_{z+2z',R}^{(FL)}$ is affine in the indeterminate $z + z'$. Consequently using Lemma 1 we have

$$S(T_{z+2z',R}^{(3)} + K^{(4)}) = \alpha + (z + z')\beta,$$

and then applying the linear permutation $P$ we get $F(T_{z+2z',R}^{(3)}) = P(\alpha) + (z + z')P(\beta) = \alpha' + (z + z')\beta'$. Finally, we add $T_{z+2z',L}^{(FL)}$ to this expression of $F(T_{z+2z',R}^{(FL)})$ which gives

$$T_{z+2z',R}^{(4)} = C_{L}^{(FL)} + (0, 0, \delta_{1}^{(FL)}, z', \delta_{2}^{(FL)}, z', 0, 0, \delta_{2}^{(FL)}, + z', \delta_{3}^{(FL)}, z', \delta_{4}^{(FL)})) + \alpha' + (z + z')\beta'$$

$$= C_{R}^{(4)} + (0, 0, \delta_{1}^{(4)}, z', \delta_{2}^{(4)}, z', \delta_{3}^{(4)}, z', \delta_{4}^{(4)})) + (0, 0, \delta_{2}^{(4)}, z', \delta_{3}^{(4)}, z', \delta_{4}^{(4)})) + (0, 0, \delta_{2}^{(4)}, z', \delta_{3}^{(4)}, z', \delta_{4}^{(4)})) + (0, 0, \delta_{2}^{(4)}, z', \delta_{3}^{(4)}, z', \delta_{4}^{(4)}))$$

• **Round 5**. We apply the 5-th round to $T_{z+2z'}^{(4)}$. We don’t need the left half, so we proceed only on the right half. For the right half, we add the round key and apply the S-boxes: with Lemma 1 we have

$$S(T_{z+2z',R}^{(4)} + K^{(5)}) = (\mu_{0} + (z + z')\lambda_{0}, \mu_{1} + \lambda_{1}, ?, ?, \mu_{4} + \lambda_{4}, \mu_{5} + \lambda_{5}, ?, ?) \quad (7)$$

Then symbol “?” means that the expression is quadratic in $z, z'$ and the resulting sum over $z$ and $z'$ is unknown. Now we have

$$P^{-1}(T_{z+2z',R}^{(5)}) = P^{-1}(T_{z+2z',L}^{(4)}) + S(T_{z+2z',R}^{(4)} + K^{(5)}).$$

Using (7) and the fact that $T_{z+2z',L}^{(4)}$ is affine in $z + z'$ we obtain

$$P^{-1}(T_{z+2z',R}^{(5)}) = (\mu_{0} + (z + z')\lambda_{0}, \mu_{1} + (z + z')\lambda_{1}, ?, ?, \mu_{4} + (z + z')\lambda_{4}, \mu_{5} + (z + z')\lambda_{5}, ?, ?)$$

• **Round 6**. We only consider the left half of the block output by the 6-th round. We have $T_{z+2z',L}^{(6)} = T_{z+2z',R}^{(5)}$ and thus $P^{-1}(T_{z+2z',L}^{(6)}) = P^{-1}(T_{z+2z',R}^{(5)})$ which is given above. This ends the proof.