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A Quantitative Cellular Automaton Model of in
vitro Multicellular Spheroid Tumour Growth

Monika Joanna Piotrowska∗ & Simon D. Angus†

(Dated: February 12, 2009)

Abstract

We report numerical results from a two dimensional Cellular Automaton
(CA) model describing the dynamics of the in vitro cultivated multicellular
spheroid obtained from EMT6/Ro (mammary carcinoma) cell line. Signifi-
cantly, the CA model relaxes the often assumed one-to-one correspondence
between cells and CA sites so as to correctly model the peripheral mitotic
boundary region, and to enable the study of necrosis in large avascular tu-
mours. By full calibration and scaling to available experimental data, the
model produces with good accuracy experimentally comparable data on a
range of bulk tumour kinetics and necrosis measures. Our main finding is
that the metabolic production of H+ ions is not sufficient to cause central
necrosis prior to the sub-viable nutrient-deficient stage of tumour develop-
ment being reached. Thus, the model suggests that an additional process is
required to explain the experimentally observable onset of necrosis prior to
the non-viable nutrient-deficient point being reached.
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1 Introduction

Medical statistics continue to reveal the fact that benign and malignant tumours

are the main diseases of the XXI century with over 1.7 million deaths attributed to

cancer in Europe for 2006 alone (Ferlay et al., 2007). These data provide motiva-

tion for mathematicians, working together with physicists, to propose an increas-

ingly wide spectrum of mathematical models to study different kinds of malignant

tumours (Bellomo and Forni, 1994; Gatenby et al., 2005; Preziosi, 2003). Of these

contributions, some have focused on describing and analysing the dynamics of blood-

borne tumours (Andersen and Mackey, 2001; Moore and Lib, 2004) or soft-tissue

tumours (Bodnar and Forys, 2005; Byrne and Chaplain, 1995, 1996b; Chaplain,

1996; Chaplain et al., 2001; Hatzikirou et al., 2005; Piotrowska, 2008; Piotrowska

and Foryś, 2004), however in both cases, the aim of mathematical models and sim-

ulations is the same – to offer a better understanding of cancer dynamics which can

be used to improve therapeutic outcomes.

It is well known that the key to restoring the cancer patient to health is the early

detection of neoplastic changes in healthy tissue. Hence, in this paper we consider

this early stage of tumour growth, namely, we study the growth and development of

avascular, multicellular spheroids (MCS), i.e. solid symmetric tumours in the first

stages of their development. Furthermore, since it has long been recognised that

regions of cells in avascular tumours are susceptible to necrosis (unprogrammed cell

death) (see Fig. 1) there has been much interest amongst experimentalists (Freyer ⇐ Fig 1
about
here

and Sutherland, 1985, 1986; Walenta et al., 2000) and theorists (Groebe and Mueller-

Klieser, 1996; Venkatasubramanian et al., 2006) alike in trying to understand the
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basis of this phenomenon, with an eye to utilising this process for therapeutic means.

Hence, we have utilised several novel modeling approaches to faithfully re-produce

experimental data on necrosis for one well-studied cell line and have provided further

evidence for the basis, and progression, of necrosis. Specifically, we consider the

in vitro cultivated EMT6/Ro mouse mammary tumour cell line. This line was

selected on the one hand, because mammary tumours are named amongst the top

three mortality causing cancers (Ferlay et al., 2007), and on the other, since a large

amount of in vitro data is available in the literature for this particular cell line.

Our approach follows the encouraging results from what may be termed the

computational oncology literature (e.g. Dormann and Deutsch (2002); Gerlee and

Anderson (2007); Kansal et al. (2000a,b); Patel et al. (2001)) by implementing a 2D

Cellular Automata (CA) model of avascular tumour growth. We differ substantially

from previous approaches, however, in that we allow more than one cell to occupy

each CA site as is consistent with lattice-gas CA implementations. We believe that

this methodology represents the correct treatment of the CA setup since without

it, one is constrained to treating the proliferating rim as a one cell width layer

around the tumour mass. Furthermore, the ‘many-to-one’ assumption allows the

implementation of a fully calibrated in silico tumour mass that can successfully

grow to cell-count sizes on the order of 1×106 but with several orders of magnitude

less numerical objects to handle. In this way, the implementable model produces

realistic, experimentally comparable data on the onset and progression of necrosis.

A theoretical interpretation of this assumption is also provided to encourage further

investigation by the field.
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After full calibration and scaling of all experimentally available input data on

cellular metabolism, diffusion, mitosis and cell death, we find that necrosis appears

in our model due to sub-viable nutrient concentrations in the centre of the tumour

and not, as has been suggested by some authors (e.g. Freyer and Sutherland (1986)),

due to rising toxicity in the tumour mass. Indeed, we show that by including the

diffusion of waste materials out of the tumour mass, central waste (H+ in our model)

concentrations are only sufficient to switch cells to quiescence rather than unpro-

grammed cell death (Casciari et al., 1992). Further results on the progression of

the necrotic volume are included and compared to experimental results. Given that

recent experimental data on nutrient concentrations prior to the onset of necro-

sis contradict these results (Walenta et al., 2000), the paper thus concludes that

additional mechanisms for necrosis are required to be identified by the literature.

The paper is organized as follows: in Section 2 we outline the description of MCS

growth model, Section 3 contains the parameter estimation, while in Section 4 the

result of our computational simulations were compared with experimental data for

multicellular spheroids of the EMT6/Ro tumour line cultivated in vitro. Finally,

Section 5 contains the comparison of our model with other (discrete and continu-

ous) models known from the literature. In this section the current limitations and

potential applications of the present model for future research are discussed, as well.
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2 Model Definition

2.1 The 2D Cellular Automaton

We consider a 2D cellular automaton model comparable to those of, for instance,

Patel et al. (2001) and Gerlee and Anderson (2007). Since it has been established

that cells cultivated in the in vitro three-dimension (3D) like fashion behave dif-

ferently to those that are kept as monolayers (Weaver et al., 1997), we approach

the 2D automaton as a representative planar slice through a 3D spheroid-like tu-

mour mass. For instance, nutrients are supplied to the growing tumour seed from

CA sites beyond the boundary of occupied sites, mimicking the spheroid approach

in the laboratory (as opposed to the planar substrate support approach as utilised

in monolayer experiments). Subsequently, we use experimental data taken from in

vitro spheroid studies as inputs to, and comparison with, our model, adjusting for

the planar approach as necessary (e.g. calculation of saturated volume).

However, we differ significantly with all known previous CA tumour approaches

by relaxing the perceived ‘enforced’ constraint of a ‘one-to-one correspondence be-

tween automaton elements and physical cells’ (Patel et al., 2001, p.319). Instead,

in our approach, each automaton site is filled with a chosen packet of homogeneous

cells (count N) (see Fig. 2), such that subsequent automaton updates occur at the ⇐ Fig 2
about
here

level of the site, rather than at the cellular level. Indeed, this approach is of wide in-

terested in statistical mechanics where it is often called coarse-graining (M. Kardar,

2007).

The reasons for this approach are two-fold. First, although it has been argued
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that the CA approach is perhaps the pre-eminent simulation approach for many-

object biological systems such as tumour growth due to its significantly smaller

computational time compared to (say) apparently more realistic continuous inter-

action models (Drasdo, 2005), the fact remains that under a one-to-one assumption

between cells and automaton sites, to model a biological system such as (even)

pre-angiogenic tumours, one needs to implement a complex system with up to 106

objects (cells). At this scale, even the CA approach is prohibitively time-consuming

to carry out meaningful in silico experiments. Hence, a reduction in system objects

is desirable purely due to implementation considerations.

However, the second reason for our approach is very important, and to our

knowledge, has been overlooked in the biological simulation literature. Namely, by

using the CA approach, the modeller must unavoidably assume a free-near-neighbour

division restriction. That is, for an occupied parent site to successfully divide, a

free neighbouring site (one of the orthogonal four, or Moore neighbourhood eight

sites, depending on assumptions) must be available to place the daughter cell into.

The reason for this is that in the CA setup, one assumes a binary ‘occupied’ or

‘unoccupied’ discretised world, such that occupancy by more than one object (cell)

at any given site is illegal.

Whilst this ‘legality’ aspect of the CA approach has been acknowledged previ-

ously and has promoted a range of different approaches to cell mobility, what has not

been acknowledged are the boundary conditions that this assumption entails. If one

considers the boundary of a non-necrotic growing CA tumour (i.e. any boundary

between occupied and unoccupied sites), the restriction implies that only sites at the

6



Acc
ep

ted
 m

an
usc

rip
t 

 

 

 

 

 

 

 

 

 

interface can divide. An occupied site (i.e. a cell) just one site in from the tumour

interface cannot divide because of the CA legality restriction just mentioned. Put

in other words, the proliferative rim of such a one-to-one cell-to-site CA approach

will be one cell wide, i.e. approximately 10μm, by construction. It is known from

the experimental literature that the proliferative rim (i.e. cells capable of dividing)

is more likely at least on the order of 100μm (see Freyer and Sutherland (1985);

Walenta et al. (2000)) and possibly even thicker than this. It is our contention

that such a consideration is non-trivial and therefore that CA models must make

allowances for such considerations if the approaches of computational oncology are

to approach experimental accuracy.

Of course, the cost in applying (as we do) the ‘many-to-one’ assumption of cells

per site, is that we increase the aggregation-level of the results of the model. In our

approach, since we only study the tumour at the level of a site (rather than a cell),

we must acknowledge that all cells in a given site are being effectively treated as

an homogeneous population. However, as will be shown below, the implications of

this assumption do not appear to adversely affect the outcomes of the model, and

indeed, allow the very realistic computational study of larger tumours.

2.2 CA Scaling: the many-to-one assumption

To implement the many-to-one assumption as introduced above, each lattice site

is taken to be of unit-cube dimension with side-length u and containing N cells

(Fig. 2). The value of u can be calculated from N by utilising the cell packing

density (ρ) which has been reported to be equal to 3− 5× 108 cell per cm3 through
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the growth period (Freyer and Sutherland, 1985). Based on this result and taking

ρ = 4 × 10−4 cell.μm−3, the volume occupied by N cells Vcells = Nρ−1 μm3 is first

calculated, and then by assuming that a single lattice site is occupied by a filled

cube of cells with volume Vsite = u3, one obtains an estimate for the site side-length

u = (Vsite)
1
3 = 2

(
N
ρ

) 1
3

in μm. In this way, the key determinant of lattice geometry

and subsequent model scaling is the decision of N . As explained above, we have

chosen a value for N = 400 which results in a corresponding value for u of 100μm.

Indeed, a more detailed analysis of CA scaling can be made theoretically. If one

assumes (as it is argued above when using the CA approach) that the mitotic region

of the tumour is concentrated at the periphery of the tumour mass then we may

consider the following master equation for the rate of tumour cell count (C) with

time

dC

dt
= kNε, (1)

where k is the rate constant (units t−1), N is the constant number of cells per CA

site as defined above and ε is the number of CA sites at the proliferation boundary of

the tumour mass. Now for a 2D CA model, the proliferation boundary constitutes

a circular loop of width and depth u, with radius r, and so, ε = 2πr/u. Given that

C = N(πr2/u2) an expression for r in terms of C can be obtained, which leads to

the differential equation

dC

dt
= 2k(πNC)

1
2 , (2)

which yields the expression (with the constant portion captured in C0),

C(t) = πN(kt)2 + C0. (3)
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Similarly the evolution of the diameter with time is obtained immediately to be,

d(t) = 2k(N/ρ)
1
3 t + d0. (4)

We see that the well known linear relationship between diameter and time is re-

covered in this model, and that a quadratic relationship appears in the total cell

count with time evolution. Furthermore, it can be seen that the scaling assumption

appears as a constant which can be used to re-scale any data into single cell per site,

or many cell per site scenarios. Of course, this procedure is limited by the region

over which the peripheral mitotic dynamics are expected. Thus, at very early time

periods (where the CA model may not be well approximated by a circle/sphere)

or in later periods (e.g. when the necrotic volume fraction is much larger than

zero) this model may not apply. Similarly, the above analysis assumes that cells

are stationary during one time step (or at least that the mean free path radius is

zero) and so whilst appropriate for the present CA setup, it remains for the analysis

of real spheroid growth dynamics to shed light on the validity of this assumption.

Nevertheless, one should expect that CA models of tumour growth will yield these

relationships and thus provide a basis for comparison of results of different scale.

Furthermore, this simple theory provides a test of whether growth is constrained to

the periphery in the mitotic dynamics of real spheroids (similar calculations can be

made for the 3D environment).

9
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2.3 Cellular Metabolism

The model implements a more mature cellular metabolism module than has been

previously explored in comparable CA approaches. For instance, the model of Pa-

tel et al. (2001) which focuses on acid production does not include oxygen, whilst

Gerlee and Anderson’s (2007) elegant neural network model abstracts away from

specific anaerobic and aerobic waste production in order to study early-growth tu-

mour morphology and genetic inheritance. Instead, we have attempted to implement

a similar metabolism to the mean-field simulation approach of Venkatasubramanian

et al. (2006) although with some simplifying assumptions. We implement five differ-

ent cell states – proliferation and quiescence, in either aerobic or anaerobic forms,

labelled p, q and pan, qan, respectively, and cell-death as the final state. Whilst

the mean-field model of Venkatasubramanian et al. allowed for the consumption of

lactate (as a source of carbon) under low glucose, high oxygen conditions, we only

consider acid production during times of hypoxic metabolism and do not permit its

subsequent consumption. Additionally, we have relied more on the experimental ev-

idence for glucose and oxygen consumption rates and acid production (as reported

in Freyer and Sutherland (1985); Patel et al. (2001)) rather than the stoichiometric

approach of Venkatasubramanian et al. (or the site-specific parameter method of

Gerlee and Anderson).

Transitions between states for a given site are managed by a state transition

algorithm as elaborated in Fig. 3 and follow as close as possible to experimentally ⇐ Fig 3
about
here

reported phenomena. Specifically, each site responds to the local concentration of

glucose (ni), oxygen (oi) and metabolic waste (wi), implemented directly as hydrogen
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ions in our model. It is known cellular metabolism is significantly affected by local

pH (Casciari et al., 1992) and so, the algorithm begins by checking the site pH level,

and in accordance with Dairkee et al. (1995), if the pH is lower than pHdeath = 6.0

the cells at the site undergo death. For our purposes, this is equivalent to necrosis

(i.e. unprogrammed cell death) since we have left the inclusion of programmed cell

death for further model refinement. Furthermore, as reported in Casciari et al.

(1992) if the environmental pH is smaller than pHcrit = 6.4 yet higher than the cell

death threshold, the site enters the quiescent state. This leaves all sites with a site

pH greater than 6.4 able to enter one of the proliferative states.

We assume that the most preferred form of proliferation for a site is aerobic

proliferation, and thus, at the next decision point, a check of the environmental

oxygen concentration ([O2 ]) is made. High values of oxygen concentration will lead

to either aerobic proliferation or quiescence, depending on the environmental glu-

cose concentration ([CHO]), whereas hypoxic conditions leads to either anaerobic

proliferation or entry into the anaerobic quiescence section of the algorithm for high

and low levels of glucose, respectively. It is possible that a site could have high oxy-

gen concentration yet low glucose concentration and subsequently will arrive at the

aerobic quiescence state, whereas sites with low environmental oxygen concentration

and low glucose concentration will move to either the anaerobic quiescent state (the

lowest level of metabolism in our model) or site death (if minimal glucose require-

ments are not met). The parameters and references for all state transition points,

and consumption (production) levels within each state are summarised in Table 1. ⇐
Tab 1
about
hereNote that some of presented data were not reported in the experimental literature
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(to our knowledge) and hence some assumptions had to be made, for details see

Section 3.

2.4 Nutrient Transport & Replenishment

Since we are investigating the in vitro world of tumour spheroids, we assume that

the tumour mass grows within a vessel much larger than the volume of tumour

under study. External sites to the tumour mass are assumed to be replenished with

a virtual medium consisting of dissolved concentrations of glucose, oxygen and acid,

labelled nex, oex and wex, respectively. Experiments conducted by Freyer et al. on

spheroids (for details see Freyer (1988) or Freyer and Sutherland (1980)) have shown

that concentrations of glucose, oxygen and H+ ions in the medium never decreased

by more than 5% of the initial value in fresh medium over the growth period. Hence,

we update all sites outside of the tumour mass (those outside of a minimal radius

that encompasses all occupied sites) to initial (fresh) medium concentrations each

time step.

To account for the diffusion of nutrients (CHO, O2 ) into the tumour mass and

waste products (H+ ) out of the tumour mass, at each time-step a numerical dif-

fusion algorithm is applied to an idealised circular area encompassing the tumour

completely. Boundary conditions are maintained at the medium concentrations

throughout this update procedure. This approach has the added computational

benefit of only applying the time-consuming numerical diffusion calculations to a

subset of the CA ‘world’.

Each diffusion step is achieved by repeated applications of a numerical diffusion
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calculation over all sites in the circular subset:

xt+1
i =

α

f

⎛
⎝∑

j∈Oi

xt
j +

1√
2

∑
j∈Di

xt
j − fxt

i

⎞
⎠ + xt

i, (5)

where Oi is the set of four sites orthogonally adjacent to site i whilst Di is the re-

maining four sites diagonally adjacent to site i, and f = 4 + 2
√

2 is the normalising

term. The composition of (5) ensures that the diffusion of nutrients occurs isotrop-

ically across the D2Q9 lattice (following Wolf-Gladrow (2005))1. The numerical

diffusion coefficient α represents the scaled value of the reported diffusion coefficient

from the literature. As in Table 1, we use values reported in Casciari et al. (1988),

Venkatasubramanian et al. (2006) and Crone and Levitt (1984) for the CHO, O2 and

H+ diffusion coefficients, respectively.

2.5 Cell Division & Dynamics

As discussed above, the proliferation states (aerobic and anaerobic) imply that cells

will add Δt to their proliferation register pi each time-step, which counts the total

time the site i has spent in the proliferation state. In this way, cells are assumed to

always be preparing to divide, and once they have accrued their own cycle-time in

the proliferation register, they become candidates to divide.

When a site is filled by cells it is endowed with the same number of cells per

site (N) as its parent site along with its own site cycle time chosen from a normally

distributed population p̄ ∼ N(p0, σ0). The normal distribution was chosen for each

site’s cycle-time for two reasons. First, genetic differences between cells contribute

to variation in cycle times that theoretically and experimentally appear to fit this

1The authors thank an anonymous referee for the suggestion of this methodology.
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distribution (Mustafin and Volkov, 1982; Preisler et al., 1995). Second, by sam-

pling cell cycle times from a broad distribution, we overcome a numerical artifact

that could arise with constant cycle times, namely, an unnatural ‘step’ growth phe-

nomenon in bulk tumour characteristics due to all nutrient-rich cell division times

being in sync. It should be noted here that an important consequence of quiescence

is the slowing of the mitotic rate since each site is endowed with its own cycle time

and a ‘mitotic register’. This register is only advanced (i.e. by Δt) when a site is in

either the aerobic or anaerobic proliferative mode. In all other states, this register

remains unchanged.

After time, if a site’s proliferation register is equal to or larger than the site’s

mitotic cycle time, it becomes a candidate for division (see division algorithm pre-

sented on Fig. 4). To ensure the legality of the 2d CA environment, a prospective ⇐ Fig 4
about
here

division candidate lattice site must have an empty lattice site within its 8 near-

neighbours to put the new daughter cells into. This is a more preferable approach

to that of Mansury and Deisboeck (2003, 2004); Mansury et al. (2002) who allow

the new daughter cell to be placed in the same location as the parent cell (which

effectively assumes that cells could be of arbitrarily small size).

Furthermore, in our model, cells cannot move in an active way as it was assumed

in Dormann and Deutsch (2002); Mansury and Deisboeck (2003, 2004); Mansury

et al. (2002). Instead our approach is similar to that of earlier proposed concepts

such as Kansal et al. (2000a,b). In this methodology, a candidate division site goes

through a search process beginning with adjacent sites and expanding outwards

until an unoccupied lattice site was found. Whilst we restrict the search space to
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only adjacent sites, we retain the implicit contact-inhibition assumption since a site

with no free adjacent sites (in the Moore neighbourhood) is not permitted to divide

and must wait until a free site becomes available. Such a limited ‘search’ process is

particularly relevant in our many-to-one model since allowing a ‘packet’ of daughter

cells to be transported further than near-neighbour sites would be questionable.

Unfortunately, the simple CA, grid-like setup can produce morphological arti-

facts due to the repeated application of the division/update rules (see discussion in

Drasdo (2005)). We adjust for this phenomenon by applying a novel probabilistic

overlay to the placement of daughter sites relative to their parent. Specifically, de-

fine by p and q the probabilities of placing a daughter site at one of the orthogonal

(i.e. vertical or horizontal) or diagonal positions in the grid, respectively. One can

then write the expected speed of advance in the vertical (or horizontal) direction as

ex = p+2q whilst in the diagonal direction we have exy =
√

2(p+q). By introducing

the relationships q = λp and p + q = 1 we obtain the ratio of the advance speeds in

the following form

exy

ex

= θ =

√
2(1 + λ)

2λ + 1
.

It is clear that the advance speeds in the diagonal and the vertical (horizontal)

directions are equal if the condition

λ∗ =
1−√2√

2− 2
,

holds. Hence, we set the exact ratio of probabilities λ = λ∗ to ensure that the

advance speeds are balanced. Note that within this general framework λ = 0 cor-

responds to a strict Von Neumann (vertical, horizontal only) regime, whilst for
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λ � λ∗ the diagonal direction is emphasised, creating a square-like limit propaga-

tion boundary. This approach is preferable to others mentioned in references such

as Drasdo (2005) (e.g. random lattices) since it adjusts for the numerical artifact

without detracting from the general grid-like (i.e. matrix) underpinnings of the CA

model. The latter is retained in our approach to exploit various native array-based

computational functions.

2.6 Timing

Model timing in the CA setup follows a discrete set of steps as indicated in Alg. 1.

After scaling (due to the user choice of N), the world is initialised and then the main

update loop runs until the end of the specified time. Each update is equivalent to

one time step Δt, and as such, all consumption and production (and diffusion)

operations are scaled to occur in per Δt time units.

The choice of actual time-step used in the simulations to follow was guided by two

principles. First, it is clearly desirable, if at all possible, to use a time-step greater

than 1s such that the model requires less updates per total experiment duration

(usually set to 19 days). Second, an upper bound is placed on this choice due to

the fact that nutrient demands due to occupied sites in the tumour mass must be

met by the numerical diffusion algorithm. If the chosen value for Δt is too high,

nutrients (recall, scaled to per Δt amounts) will be consumed by the tumour above

the rate of nutrient supply at the site. Calculations can be made after scaling for a

given choice of N that yield this cross-over point. In our setup this point occurred

at approximately 12s. After a little experimentation (not shown) a Δt value of 6s
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was chosen to be well within this upper limit.

Algorithm 1 Main simulation loop (pseudo-code)

1: Scale parameters
2: Initialise world
3: while t ≤ T do
4: t ← t + Δt
5: Replenish boundary conditions
6: Apply diffusion
7: Update site states
8: Metabolise nutrients
9: Site death

10: Site division
11: end while

3 Model Parameters

As can be seen from Table 1, the model utilises 26 input parameters. However,

in almost all cases, owing to the exact scaling relationship due to the choice of N

and Δt, these are not variables as such, but rather represent real data inputs to the

modelling environment. For the present work, the EMT6/Ro (mammary sarcoma)

cell line was chosen since it has been extensively studied in vitro and thus, data

covering nearly the complete set of inputs was found. The reader is referred to the

references of Table 1 for further reading.

Note that some data were not found in the literature and in these cases, rea-

sonable estimates were calculated and are shown in the Table 1. For instance, the

CHO consumption rates for quiescent anaerobic sites was estimated by assuming

the same ratio of CHO consumption for proliferative anaerobic to aerobic cells as

deduced from the experimental literature. Likewise, we have assumed that necrotic

(dead) sites consume neither O2 nor CHO.

In our approach we assume that cells produce different amounts of toxic waste
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depending on the cell state. Namely, following Patel et al. (2001) we assume that pro-

liferating cells performing the aerobic metabolism produce wp = 1.0× 10−5 mM.s−1

while, due to the fact that quiescent cells are essentially metabolically inactive, the

quiescent calls produce are assumed to produce wq = 5.0×10−7 mM.s−1 of hydrogen

ions. Cells that proliferate but use the anaerobic metabolism produce much more

metabolic waste. Since, during the anaerobic metabolism from one glucose molecule

2 molecules of lactic acid is produce and for each lactate molecule, one hydrogen ion

is formed we assume that wpl = 2Cpl and wql = 2Cql mol.(cell.s)−1 for low oxygen

proliferation and quiescence, respectively. In our model we assume that the necrosis

process takes about 30 min and causes that cell material is released directly into the

extracellular space. Consequently, we estimate that wn = 180wpl mol.cell−1.

Naturally, after calculation of the lattice site side length u (e.g. by setting

N = 400) units of all consumption/production rates used in our model were con-

verted from mol.(cell.s)−1 or mM.s−1 to mol.(site.Δt)−1. Similarly the medium con-

centrations given in mM were changed to mol.(site)−1.

4 Results

4.1 Model Validation

To investigate the model, results were prepared for conditions as close as possible

to that of the study of EMT6/Ro 3D cultivated spheroids reported in Freyer and

Sutherland (1985) (see Table 1 above). An example visualisation of a typical tumour

progression over 16 days (nex = 16.5mM, oex = 0.28mM and pHex = 7.4) is given in

Fig. 5 showing the progression from initial seed to a grown tumour mass undergoing ⇐ Fig 5
about
here
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central necrosis (white areas in middle of tumour). As expected, after a short

time, most sites exist in a quiescent state, with only peripheral sites capable of a

proliferative metabolism. The later stage tumour morphology displays a familiar,

roughly circular geometry with scattered regions of necrosis evident in low densities

throughout the tumour mass in addition to the larger necrotic region at the centre.

These features are similar to the morphologies reported in comparable CA simulation

models (Gerlee and Anderson, 2007, see Fig. 7, p.594) and (Dormann and Deutsch,

2002, see Fig. 8), mean-field numerical approaches (Venkatasubramanian et al., 2006,

see Fig. 7, p.447) and experimental histologies (Walenta et al., 2000; Yu et al., 2007).

To validate the expected behaviour of the many-to-one scaling approach as de-

scribed in Section 2.2 a series of experiments was conducted under the same condi-

tions as reported above (with nex = 16.5 mM, oex = 2.8 mM and pHex = 7.4) except

for the value of N which were varied in the set {10, 100, 400}. Results from this

study (mean of two trials at each condition) are presented in Fig. 6 and show a good

agreement with the predictions of the theory with all rescaled cell counts falling on

top of each other in a linear manner as predicted by Eq. 3 despite the value of N

differing over more than two orders of magnitude.

Next, a series of experiments was conducted at a range of CHO and O2 medium

concentrations as indicated in Table 2 to compare the model outputs with those of ⇐
Tab 2
about
hereFreyer and Sutherland (1985) and Freyer and Sutherland (1986). To obtain quan-

titative results, five distinct trials were run for 2.736×105 (6s equivalent) updates,

representing the study time of 19 days. A single 19 day trial took approximately 35

min of CPU time to complete2.

2Data obtained in the Matlab mathematical programming language on an Apple MacPro (2
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Data were taken on various aspects of the tumour’s progression including viable

tumour diameter, necrotic core diameter (if any), cell nutrient consumption and cell

state (either proliferating or quiescent) and position. The diameter was calculated

in an analogous way to that reported in Freyer and Sutherland (1980) (p.3957)

by taking the geometric mean of 2 orthogonal measurements from the position of

occupied sites. Similarly, cell count (i.e. number of filled sites multiplied by N) and

tumour volume (Vtumour = uπR2) of the spreading tumour mass was calculated after

scaling conversion.

Fig. 7 shows the bulk tumour growth dynamics for a selection of these exper-

iments. Plot (a) shows the linear relationship obtained under nex = 16.5mM and

oex = 0.28mM (other plots were also linear up to the point where the necrotic por-

tions of the model tumours disrupted the measurement of tumour diameter), and

plot (b) indicates the total cell count for fixed oex = 0.28mM and varying medium

concentration of CHO. Gompertz model (C(t) = C0 exp(A/B(1− exp(−Bt))) lines

of best fit were fitted by the standard Matlab non-linear fminsearch procedure to

yield standard saturation counts and initial doubling time data. Complete summary

results from these experiments are reported in Table 2.

The results from these experiments indicate that the model has reasonable to

very good agreement with the experimental values as reported in the target study

of Freyer and Sutherland (1985). The reference focuses on medium conditions of

nex = 5.5mM, oex = 0.28mM and pH level equal 7.4 and the results of this study

(where reported) are reproduced in the last column of numbers in the summary table

for ease of comparison. One can see that for similar medium concentrations (the

x Quad-Core Intel Xenon chipset, 8MB RAM) running Mac OS X 10.5.6.
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central column of model values under medium [O2 ]= 0.28mM) many model outputs

are on par with the reference. All comparable values are found to be within the same

order of magnitude as the ref. and in some cases (e.g. diameter at onset of necrosis)

the model returns a remarkably similar absolute value to the ref. There are some

discrepancies with the ref., for example, the consumption data taken from the model

are somewhat different to those reported in Freyer and Sutherland (1985) (Table 1,

2, p.520) however, it is to be noted that the ref. reports on separate experiments

conducted on single exponential cells exposed to the various conditions, rather than

taking data (as we do) from the actual spheroids themselves. Indeed, it remains for

the updated approaches such as those used with alternate cell lines (Rat1-T1, MR1)

(Walenta et al., 2000) to yield spheroid-applicable data of this nature.

4.2 The Onset of Necrosis

In addition to the 1985 study of Freyer and Sutherland (1985), the EMT6/Ro cell

line was the subject of another report by the authors which specifically considered

the onset and progression of necrosis in tumour spheroids cultivated at a variety of

medium nex and oex values and thus provides an important set of comparisons for

the present work. As in Freyer and Sutherland (1985), our model produces little

variation in tumour (growth, necrosis) characteristics when the value of oex is varied

at a given value of nex (see Table 2). Hence, we focus our comments on comparisons

of behaviour due to variations in nex at a given value of oex = 0.28 mM.

Typical morphologies at the onset of necrosis for the three nex conditions are

presented in Fig. 8. As expected, and in line with the data presented in Table 3
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(p.3508) of Freyer and Sutherland (1986) the diameter of the tumour mass at the

onset of necrosis is proportional to the value of nex. In other respects, the tumours

show similar morphological characteristics such as a large area of anaerobic necrotic

material in the centre of the tumour, surrounded by a thin proliferative boundary.

Confirmation of these final characteristics is provided by Fig. 9 which shows

the proportion of sites/cells in each of the four possible states for the largest of

the tumours ‘grown’ at nex = 16.5mM. It is clear that after an initial induction

period that exists up to approximately 500μm where proliferative sites far outnumber

quiescent sites, these sites switch very rapidly into an anaerobic quiescent mode, if

away from the boundary, or anaerobic proliferative state if at the boundary itself.

These data are very similar to those presented for nex = 5.5mM (oex = 0.28mM)

in Fig. 6 of Freyer and Sutherland (1985) where G1 phase cells account for greater

than 80% of the cells in spheroids at late growth times as in our data. It is to be

noted that the switch to quiescence identified in our model is not due to ‘contact

inhibition’ considerations, recalling that site states are set independent of whether

neighbouring sites are free for daughter cells to be placed. We can thus only conclude

that the overwhelming presence of quiescent sites at later time periods in our model

is due to unfavourable environmental nutrient and waste (H+ ) conditions.

Indeed, these conditions were directly analysed utilising a methodology similar

to that of Walenta et al. (2000) where central ATP, glucose, O2 and lactate concen-

trations were obtained for Rat1-T1 and MR1 spheroids via bioluminescence imaging.

Comparative data presented in Table 2 and Fig. 10 were prepared by averaging the

central tumour region (approx. 300× 300μm) concentrations of each environmental
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constituent in the model for nex = 16.5 mM during the tumour growth progression.

To aid comparison, the data have been normalised to a value of 1 for the external

concentrations, whilst 0 is equivalent to minimum concentrations. As a guide, the

final central concentrations of CHO and O2 were 1.101 and 0.158 mM, respectively

(see Table 2), whilst the mean final central pH was 6.37.

It would appear from this plot that the onset of necrosis in our model was caused

by either the reduction in availability of CHO, or the slight decrease in pH values

evident just before the onset of necrosis occurred. However, a compilation of the av-

erage values of central [CHO], [O2 ] and pH at the onset of necrosis itself from across

the different nex study conditions (see Table 3) confirms that minimal metabolism ⇐
Tab 3
about
here(i.e. anaerobic quiescence) requirements were met at the point of necrosis for O2 as

well as pH level, with [CHO] being the only sub-minimal requirement. These data

again confirm that the production of toxic waste was not high enough in the middle

of the tumour to cause cell death outright, and indeed, since most internal tumour

sites quickly switch to an anaerobic quiescent metabolism (refer Fig. 9), the produc-

tion of H+ in the centre of the tumour was negligible. This feature of the metabolism

dynamics is clearly supported by the rates of consumption (production) for CHO,

O2 (and H+ ) as presented in Fig. 11. Comparison with similar data presented for

Rat1-T1 and MR1 found in Fig. 6 (p.517) of Walenta et al. (2000) and for the

theoretical predictions of O2 consumption presented in Groebe and Mueller-Klieser

(1996) shows that the model produces very faithful bulk metabolic dynamics, with

the initial rise and subsequent fall of glucose consumption and lactate (H+ ) produc-

tion with tumour diameter growth faithfully reproduced. These data are somewhat
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expected from an analysis of the site state population fractions (see Fig. 9) as the

early presence of proliferation (high H+ output, and glucose consumption) is fol-

lowed by the transition to anaerobic quiescence (low oxygen and glucose demands

and negligible H+ production). Clearly, the major portion of the central tumour

produces little H+ waste in the lead-up to necrosis.

4.3 The Progression of Necrosis

Following initiation, the progression of necrosis under various medium CHO con-

centrations in the model follows closely to that reported in Freyer and Sutherland

(1986). Since necrosis appeared in the nex = 16.5mM study only at very late time

periods, a longer (25 day) data set (again with five repeats) was prepared for just

this medium concentration to generate necrosis activity of comparable magnitude

for comparison to the lower medium CHO concentrations. The joint-data from these

studies are presented in Figs. 12, 13 and 14. In accordance with Freyer and Suther-

land (1986) across comparable conditions, we find that the viable cell rim decreases

with tumour growth progression (see Fig. 12). Indeed, these data are consistent with

those presented earlier which suggested a strong link between excessive declines in

site CHO concentration and the onset of necrotic activity.

Further evidence is presented in Fig. 13 which compares the average thickness

of the viable cell rim after the onset of necrosis for different levels of nex. For

ease of comparison, the approximations to the data reported in Fig. 4 of Freyer

and Sutherland (1986) are also presented in the figure (filled markers). Whilst

the model generates very good approximations to the experimental data for the
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lower concentrations (2.8mM and 5.5mM), the 16.5 mM case departs somewhat.

Nevertheless, it is clear that as in Freyer and Sutherland (1986) the viable sites in

our model are likewise sensitive to the external glucose concentration, if not more

sensitive, all else being equal. Finally, Fig. 14 completes this line of inquiry, showing

comparable data to that reported for nex = 5.5mM in Table 3 (p. 520) of Freyer

and Sutherland (1985), again filled markers are presented for the data from Freyer

and Sutherland (1985) for comparison. Here, as in Freyer and Sutherland (1985)

the necrotic volume fraction progresses with a positive, linear gradient following the

onset of necrosis.

5 Discussion

There are two possible explanations in our model for the evidence on necrosis

presented above. One explanation could be that after a certain time, the concen-

tration of glucose drops below critical levels for viable metabolism, and this drop

arrives almost simultaneously across a large portion of the central tumour mass.

Alternatively, as is advanced by Freyer and Sutherland (1986), the progression of

necrosis could be due to a two-step process where first, a combination of factors (e.g.

environmental concentrations, site-pressure) causes a dense region at the centre of

the tumour to undergo necrosis, and then, these necrotic events cause the release of a

large quantity of waste materials which immediately cause the death of surrounding

cells, already under stress due to unfavourable environmental conditions.

The evidence presented would appear to find in favour of the former (sub-minimal

metabolism requirements), and against the latter (death via indirect toxicity). Al-
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though necrosis advances rapidly in our model immediately following the onset of

necrosis (Fig. 14) as was similarly reported in Freyer and Sutherland (1985), like

Walenta et al. (2000), we do not observe a coincident spike in waste (H+ ) concen-

trations (refer Fig. 11) despite allowing for a one-off production of 30min worth of

H+ at any given necrotic site. Furthermore, both leading up to the onset of necrosis,

and afterwards (refer Table 2 and 3) the central pH never appears to fall below 6.0,

our effective pH floor to any viable metabolism.

Furthermore, although not shown, the present setup is able to produce a necrotic

core in identical environments to those studied above, but without the waste (H+ )

module present in the model (data not shown). Hence, at present, the model appears

to suggest a purely sub-minimal nutrient environment rationale for the onset and

spread of necrosis. This finding stands in contrast to that of both Walenta et al.

(2000) and Freyer and Sutherland (1986) who both (for different reasons) rule out

the nutrient deficiency argument. Nevertheless, the model is in agreement with the

detailed data of Walenta et al. (2000) in that it shows that central H+ concentrations

are not high enough (under the present specification) to cause necrosis. Indeed, it

can be seen in Table 2 that the onset of necrosis under each medium condition occurs

at a diameter some 25% to 60% in excess of that reported by equivalent studies in

Freyer and Sutherland (1986). This further supports the theory that normal tumours

do not reach this level of nutrient depletion before necrosis, and instead, another

process causes unprogrammed cell death in advance of this nutrient-depletion point.

Thus, the analysis suggests several important conclusions and suggestions for

further work to the field. First, assuming that the present model is an accurate ab-
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straction of tumour spheroid dynamics (criticisms of the present model are addressed

below) the model requires more accurate input parameters than are presently avail-

able in the experimental literature. In particular, the cellular production rates of

acid under the different regimes in general, and the anaerobic quiescent regime in

particular, appear critical to gaining further insight. Second, if one assumes that

the present results are not greatly changed by the utilisation of more accurate pa-

rameters (noting the model’s encouraging accuracy in many areas of known spheroid

behaviour), the model has shown that there exists an as yet unknown ‘X-factor’ that

causes necrosis to occur, despite favourable metabolic and pH conditions prevailing.

Of course, suggestions for this factor already lie in the model of Freyer and Suther-

land (1986) who specified a general ‘waste’ term, rather than H+ in particular. It is

quite possible that other forms of waste (e.g. cellular components) are a more potent

source of toxicity to the central tumour region. Freyer’s striking 1988 experiments

of tumour growth suppression when inner-spheroid necrotic liquid was present in

the medium are still the best support for this hypothesis. Finally, it also remains

for further experimental analysis to determine the adequacy of the peripheral mi-

totic dynamics theory which results from the CA approach to the computational

simulation of tumour growth. Whilst we believe the results presented in this work

provide strong evidence for the efficacy of the CA modelling approach, it would be of

interest to know if real data, plotted appropriately, also conforms to the theoretical

predictions of the model.

Additionally, the continuous PDE work of Ward and King (1997) and Ward and

King (1999) provides interesting parallels to the present work. In these studies, live
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and dead cellular material are modelled as a continuum of cells with live cell division

and death causing expansion and contraction of the tumour respectively. In contrast

to our approach, the loss of cells in these contributions cause a cellular velocity

gradient. Of particular interest is Ward and King (1999) which incorporates the

assumption of the present work, that ultimately after cell death, the entire cellular

volume disappears. In Ward and King (1999) two mechanisms achieve this: first, it

is assumed that cell death releases useful components for live cells to metabolise; and

second, as in our model, these components may diffuse out of the the tumour mass

and thus be lost through leakage. Numerical data and surrounding text presented in

Ward and King (1999), Fig. 1 and Fig. 6, provide interesting intuition for observed

viable tumour thickness as tabulated in Freyer and Sutherland (1985) and shown in

Fig. 12 in the present work.

Ward and King find that after an initial transient phase of exponential expansion

in spheroid radius, S, growth stabilises to a linear regime due to quiescence of

the core. After a time, the necrotic core develops which grows at a faster rate

than the linear spheroid radius, thus causing the thickness of the viable rim to

quickly reduce initially, before stabilising at a relatively constant thickness. It is

also found that under certain parametrisations (high mitotic consumption of cell

death components, and high diffusion of the same), a realistic three-layer structure

is observed, and that the tumour may obtain the experimentally observed growth

saturation limit rather than the travelling-wave (unbounded) limit. Both of these

observations (three-layer structure, growth saturation) are replicated in the present

model as endogenous outcomes of the modelling setup, although these occur without
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the addition of growth inhibition (data not shown). Clearly further work is needed

to probe the competing theories of growth inhibition or mitotic provision due to

cellular death in the tumour core. Nevertheless, we find agreement with the authors

who state in the Discussion section of Ward and King (1999) that whilst there has

been much study of the diffusion of components into the tumour mass, there has

been relatively little study of the reverse process: that of components diffusing out

of the tumour mass.

There are many attributes of the present setup that could be improved in future

versions, and it remains to be seen if such advances bring the in silico results more

into line with the in vitro approaches. As mentioned above, the production rates

of H+ are an obvious point of criticism. Second, it is possible that the abstraction

away from formal buffering models for the H+ clearance are not adequate. Although

our assumption was motivated by similar approaches (e.g. Patel et al. (2001)), since

it appears that the production and clearance of H+ is critical to the findings of the

model, this aspect may need to be revisited. Finally, the model makes no delineation

between programmed cell death (apoptosis) and necrosis. Since it is known that ATP

is required for successful apoptosis, the prior programmed death of some cells may

change both the acidic and glucose environment for those that remain. Although,

intuition would suggest that such a complication would further deplete the available

glucose and similarly reduce the number of one-off H+ producing necrotic events,

hence encouraging similar results to that of the present setup.

Another aspect of the model that requires further investigation is the cross-

sectional nutrient profile. It was observed during all simulations that up until the
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onset of necrosis (figures not shown), the central nutrient concentration declined

roughly linearly with tumour diameter. This is in accordance with results obtained

by Walenta et al. who used bioluminescence imaging to identify central oxygen

and ATP concentrations with spheroid diameter (Walenta et al., 2000). However,

this work showed that after the onset of necrosis, central nutrient concentrations

stay very low throughout further spheroid growth. This result was also found in

Ward and King’s PDE model mentioned above (see Fig.12). In contrast, an analysis

of the same in our model showed that the central nutrient concentration began to

increase post necrosis onset, causing a tri-modal cross-sectional nutrient profile to

be observed after time. Whilst the central peak was never enough to sustain a viable

cell, it does indicate that some unmodelled phenomena is present in vitro that either

prevents nutrients diffusing into the necrotic core, or causes their consumption.

Nevertheless, the approach analysed above offers exciting possibilities for future

advances in computational oncology. It is our contention that the many-to-one scal-

ing assumption used as the core of this paper allows for a much wider range of

tumour development scenarios to be studied with relatively accurate outputs on

many experimental dimensions.
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Preisler, H. D., Raza, A., Gopal, V., Ahmad, S. and Bokhari, J. (1995). Distribution

of cell cycle times amongst the leukemia cells within individual patients with acute

myelogenous leukemia. Leukemia Research, 19:693–698.

Preziosi, L (ed) and references therein (2003). Cancer modeling and simulation.

Chapman & Hall/CRC.

Venkatasubramanian, R., Henson, M. A. and Forbes, N. S. (2006). Incorporating

energy metabolism into a growth model of multicellular tumor spheroids. J. Theor.

Biol., Sept,242(2):440-453.

Walenta, S and Doetsch, J and Mueller-Klieser, W and Kunz-Schughart, L A (2000).

Metabolic imaging in multicellular spheroids of oncogene-transfected fibroblasts.

J. Histochem Cytochem, Apr, 48(4):509-22.

35



Acc
ep

ted
 m

an
usc

rip
t 

 

 

 

 

 

 

 

 

 

Ward, J P and King, J R (1997). Mathematical modelling of avascular-tumour

growth. IMA Journal of Mathematics Applied in Medicine & Biology, 14:39-69.

Ward, J P and King, J R (1999). Mathematical modelling of avascular-tumour

growth II: Modelling growth saturation. IMA Journal of Mathematics Applied in

Medicine & Biology, 16:171-211.

Weaver, V. M., Petersen, O. W., Wang, F., Larabell, C. A., Briand, P., Damsky, C.,

and Bissell, M. J. (1997). Reversion of the malignant phenotype of human breast

cells in three-dimensional culture and in vivo by integrin blocking antibodies. J

Cell Biol., 137(1):231–245.

Wolf-Gladrow, D. A., (2005). Lattice-Gas Cellular Automata and Lattice Boltzmann

Models - An Introduction. Springer.

Yu, P., Mustata, G., and Nolte, D. D. (2007). 3-d video holography through bio-

logical tissue. available on the web at http://www.vet.purdue.edu/cristal/

oci-info.htm.

36



Acc
ep

ted
 m

an
usc

rip
t 

 

 

 

 

 

 

 

 

 

6 TABLES

Table 1 Summary of control parameters (with references) used
in the simualations.

Description Symbol Value Units Ref

Cell packing density ρ 4× 108 cell.cm−3 FS1985
Cell cycle time mean (standard de-
viation)

p0 (σ0) 22(1) h FS1980,
FS1985,
JG2005

Number of cells per site N 100 cell.site−1 set
Unit side-length u 100 μm calc.
Update time-step Δt 6 s set
Critical pH: prolif.→quiesc. pHcrit 6.4 CS1992
Critical pH: quiesc.→death pHdeath 6.0 DK1995
Medium
Medium [CHO] nex 2.8− 16.5 mM FS1985
Medium [O2] conc. oex 0.035 − 0.280 mM FS1985
Medium pH level pHex 7.4 FS1985
Diffusion coef.
CHO diffusion coef. Dn 9.1× 10−5 cm2.s−1 CS1988
O2 diffusion coef. Do 1.82 × 10−5 cm2.s−1 VK2006
H+ diffusion coef. Dw 1.1× 10−5 cm2.s−1 CL1984
Proliferating Cells
Aerob. prolif. CHO cons. rate Cp 18× 10−17 mol.(cell.s)−1 FS1985
Anaerob. prolif. CHO cons. rate Cpl 52× 10−17 mol.(cell.s)−1 FS1985
Aerob. prolif. O2 cons. rate Op 8.3 × 10−17 mol.(cell.s)−1 FS1985
Anaerob. prolif. O2 cons. rate Opl 0 mol.(cell.s)−1 FS1985
Aerob. prolif. H+ product. rate wp 1× 10−5 mM.(s)−1 PT2001
Anaerob. prolif. H+ product. rate wpl = 2Cpl 104 × 10−17 mol.(cell.s)−1 est.
Quiescent Cells
Aerob. quiesc. CHO cons. rate Cq 15× 10−17 mol.(cell.s)−1 FS1985
Anaerob. quies. CHO cons. rate Cql = Cpl

Cp
Cq 43× 10−17 mol.(cell.s)−1 est.,

FS1985
Aerob. quiesc. O2 cons. rate Oq 5.5 × 10−17 mol.(cell.s)−1 FS1985
Anaerob. quiesc. O2 cons. rate Oql 0 mol.(cell.s)−1 FS1985
Aerob. quiesc. H+ product. rate wq 0.05 × 10−5 mM.(s)−1 PT2001
Anaerob. quiesc. H+ product. rate wql = 2Cql 86× 10−17 mol.(cell.s)−1 est.
Dead Cells
Dead cells CHO cons. rate Cdeath 0 mol.(cell.s)−1 ass.
Dead cells O2 cons. rate Odeath 0 mol.(cell.s)−1 ass.
Necrotic material H+ product. rate wn 9.0× 10−4 mM.(site)−1 est.
Notes
FS1985, Freyer and Sutherland (1985); FS1980, Freyer and Sutherland (1980); JG2005,
Jiang et al. (2005); CS1992, Casciari et al. (1992); CS1988, Casciari et al. (1988); DK1995,
Dairkee et al. (1995); VK2006, Venkatasubramanian et al. (2006); CL1984, Crone and
Levitt (1984); PT2001, Patel et al. (2001)
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Table 3 Average central concentrations of CHO and O2 , and
pH, at the onset of necrosis compared to critical values for min-
imal metabolism.

oex = 0.28 (mM) Critical
nex (mM) value

2.8 5.5 16.5

Central [CHO] (mM) 0.680 0.539 0.713 1.04
Central [O2 ] (mM) 0.152 0.150 0.156 0.00
Central pH level 6.389 6.385 6.364 6.00
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7 CAPTIONS

Figure 1 A one micron section of a tumour spheroid showing the inner necrotic region

and the outer living region (rat osteogenic sarcoma, reproduced with permission from

Yu et al. (2007).)

Figure 2 The 2D lattice structure assumed in the model. Each site is assumed to be

occupied by � 1 individual cells as described in the text. The lattice size is calculated

directly from the packing density of tumour cells and the key control parameter – the

number of cells per lattice site.

Figure 3 Metabolism decision flow chart. ni, oi and pHi stand for the environmental

[CHO], [O2] and pH level at lattice site i, respectively. Description of all parameters

given in Table 1.
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Figure 4 Division decision flow chart. Successful division requires that a site accrue

proliferation time in accordance with its mitotic cycle time and that an adjacent free

site exists.

Figure 5 Example growth sequence for typical model run at the end of days as indicated.

Medium [CHO], [O2] and pH level were set to 16.5mM, 0.28mM and 7.4, respectively.

Colours correspond to site states: aerobic proliferation (black); anaerobic proliferation

(red); aerobic quiescence (orange); and anaerobic quiescence (yellow). Unfilled sites are

coloured white.

Figure 6 A linear relationship (after the early transient phase) between C(t)/N and t2

as predicted by the peripheral mitotic CA model. Data presented are the mean for two

model runs at cell-per-site values N ∈ {10, 100, 400} (nex = 16.5mM, oex = 0.28mM).

Broken line added as a guide to the eye.
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Figure 7 Mean bulk growth characteristics over five independent trials. (a) Tumour

diameter versus time for nex = 16.5mM, oex = 0.28mM and pHex = 7.4, error bars

indicate upper and lower standard deviations for representative points at early and late

model time. Line of fit represents a simple linear regression (slope 104.3 μm/day,

R2 = 0.993). (b) Cell count versus time at pHex = 7.4, oex = 0.28 mM and nex as

indicated. Lines correspond to non-linear Gompertz equation fits to all data, see text

and Table 2 for details. Compare Fig. 1 (p.519) in Freyer and Sutherland (1985)

Figure 8 Typical tumour forms at onset of necrosis under pHex = 7.4, oex = 0.28mM

and nex as indicated. Colours indicate state of each site as in Fig. 5.

Figure 9 Percent of cells in each state versus tumour diameter ( pHex = 7.4, nex =

16.5mM, oex = 0.28mM), mean of five trials: p - aerobic proliferation; pan - anaerobic

proliferation; q - aerobic quiescence; and qan - anaerobic quiescence. Compare Fig. 6

(p.522) in Freyer and Sutherland (1985).
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Figure 10 Normalised central CHO, O2 concentrations and pH versus tumour diameter

(pHex = 7.4, nex = 16.5mM, oex = 0.28mM). Average data from five trials. Vertical

line indicates the mean onset of necrosis. Compare Fig. 8 (p.519) in Walenta et al.

(2000). Values of 1 indicate medium concentrations, whilst values of 0 indicate final

concentrations, approximately 1.101 mM, 0.158 mM, and 6.37 for central [CHO], [O2 ]

and pH respectively.

Figure 11 Mean CHO, O2 consumption and H+ production per viable cell volume as a

function of tumour diameter (pHex = 7.4, nex = 16.5mM, oex = 0.28mM). Compare

CHO and H+ data with Fig. 6(A,B) (p. 517) in Walenta et al. (2000) and CHO and O2

data with that of Fig. 3(A,B) (p. 520) in Freyer and Sutherland (1985).

Figure 12 Thickness of viable cell rim as a function of tumour diameter under pHex

= 7.4, oex = 0.28mM and nex = 2.8mM (squares), 5.5mM (diamonds) and 16.5mM

(circles). Lines are simple linear regression lines of best fit. Compare with data reported

in Table 3 Freyer and Sutherland (1985) (p.520). Note: Data presented for nex = 16.5

mM in this and subsequent figures taken over 25 days.
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Figure 13 Thickness of viable cell rim versus medium glucose concentration. Each open

circle represents mean of data presented in Fig. 12 with standard deviation represented

by error bars. Data for the analagous in vitro study as reported in (top of) Fig. 4,

Freyer and Sutherland (1986) is shown by filled circles.

Figure 14 Necrotic volume versus tumour diameter, conditions and labels as in Fig. 12.

Filled diamonds represent equivalent in vitro data for the analagous study reported in

Table 3 (p.520) of Freyer and Sutherland (1985).
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8 FIGURES

Necrotic region

Healthy region

Figure 1

Figure 2
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