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Discrete approximation to solution flows of
Tanaka’s SDE related to Walsh Brownian
motion

Hatem Hajri

Abstract In a previous work, we have defined a Tanaka’s SDE related to Walsh
Brownian motion which depends on kernels. It was shown that there are only one
Wiener solution and only one flow of mappings solving this equation. In the termi-
nology of Le Jan and Raimond, these are respectively the stronger and the weaker
among all solutions. In this paper, we obtain these solutions as limits of discrete
models.

1 Introduction and main results

Consider Tanaka’s equation:

ϕs,t(x) = x+
∫ t

s
sgn(ϕs,u(x))dWu, s≤ t,x∈ R, (1)

where sgn(x) = 1{x>0}−1{x≤0},Wt = W0,t1{t>0}−Wt,01{t≤0} and(Ws,t ,s≤ t) is a
real white noise on a probability space(Ω ,A ,P) (see Definition 1.10 [6]). This is
an example of a stochastic differential equation which admits a weak solution but
has no strong solution. IfK is a stochastic flow of kernels (see Section 2.1 [5]) and
W is a real white noise, then by definition,(K,W) is a solution of Tanaka’s SDE if
for all s≤ t,x∈ R, f ∈C2

b(R) ( f is C2 onR and f ′, f ′′ are bounded),

Ks,t f (x) = f (x)+
∫ t

s
Ks,u( f ′sgn)(x)W(du)+

1
2

∫ t

s
Ks,u f ′′(x)du a.s. (2)

WhenK = δϕ is a flow of mappings,K solves (2) if and only ifϕ solves (1) by Itô’s
formula. In [7], Le Jan and Raimond have constructed the unique flow of mappings
associated to (1). It was shown also that
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KW
s,t (x) = δx+sgn(x)Ws,t 1{t≤τs,x}+

1
2
(δW+

s,t
+ δ−W+

s,t
)1{t>τs,x}, s≤ t,x∈R,

is the uniqueFW adapted solution (Wiener flow) of (2) where

τs,x = inf{r ≥ s : Ws,r =−|x|}, W+
s,t :=Ws,t − inf

u∈[s,t]
Ws,u.

In [5], an extension of (2) in the case of Walsh Brownian motion was defined as
follows

Definition 1 Fix N ∈ N
∗, α1, · · · ,αN > 0 such that

N

∑
i=1

αi = 1 and consider the

graph G consisting of N half lines(Di)1≤i≤N emanating from0 (see Figure 1).

G

O
ei

(Di,αi)

Fig. 1 GraphG.

Let ei be a vector of modulus1 such that Di = {hei ,h > 0} and define for all
z∈ G, e(z) = ei if z ∈ Di ,z 6= 0 (conventione(0) = eN). Define the following dis-
tance on G:

d(hei ,h′ej) =

{
h+h′ if i 6= j,(h,h′) ∈ R

2
+,

|h−h′| if i = j,(h,h′) ∈ R
2
+.

For x∈ G, we will use the simplified notation|x| := d(x,0).
We equip G with its Borelσ -field B(G) and set G∗ = G\ {0}. Let C2

b(G
∗) be the

space of all f: G−→ R such that f is continuous on G and has bounded first and
second derivatives ( f′ and f′′) on G∗ (here f′(z) is the derivative of f at z in the
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directione(z) for all z 6= 0), bothlimz→0,z∈Di ,z6=0 f ′(z) andlimz→0,z∈Di ,z6=0 f ′′(z) exist
for all i ∈ [1,N]. Define

D(α1, · · · ,αN) =

{
f ∈C2

b(G
∗) :

N

∑
i=1

αi lim
z→0,z∈Di ,z6=0

f ′(z) = 0

}
.

Now, Tanaka’s SDE on G extended to kernels is the following (see Remarks 3 (1) in
[5] for a discussion of its origin).
Tanaka’s equation on G. On a probability space(Ω ,A ,P), let W be a real white
noise and K be a stochastic flow of kernels on G. We say that(K,W) solves(T) if
for all s≤ t, f ∈ D(α1, · · · ,αN),x∈ G,

Ks,t f (x) = f (x)+
∫ t

s
Ks,u f ′(x)W(du)+

1
2

∫ t

s
Ks,u f ′′(x)du a.s.

If K = δϕ is a solution of(T), we just say that(ϕ ,W) solves(T).

Equation(T) is a particular case of an equation(E) studied in [5] (it corresponds
to ε = 1 with the notations of [5]). It was shown (see Corollary 2 [5]) that if (K,W)
solves(T), thenσ(W)⊂ σ(K) and therefore one can just say thatK solves(T). We
also recall

Theorem 1. [5] There exists a unique Wiener flow KW (resp. flow of mappingsϕ)
which solves(T).

As described in Theorem 1 [5], the unique Wiener solution of(T) is simply

KW
s,t (x) = δx+e(x)Ws,t 1{t≤τs,x}+

N

∑
i=1

αiδeiW
+
s,t

1{t>τs,x}. (3)

where

τs,x = inf{r ≥ s : x+e(x)Ws,r = 0}= inf{r ≥ s : Ws,r =−|x|}. (4)

However, the construction of the unique flow of mappingsϕ associated to(T) relies
on flipping Brownian excursions and is more complicated. Another construction of
ϕ using Kolmogorov extension theorem can be derived from Section 4.1 [7] simi-
larly to Tanaka’s equation. Here, we restrict our attentionto discrete models.
The one point motion associated to any solution of(T) is the Walsh Brownian mo-
tionW(α1, · · · ,αN) onG (see Proposition 3 [5]) which we define as a strong Markov
process with càdlàg paths, state spaceG and Feller semigroup(Pt)t≥0 as given in
Section 2.2 [5]. WhenN = 2, it corresponds to the famous skew Brownian motion
[4].
Our first result is the following Donsker approximation ofW(α1, · · · ,αN)

Proposition 1 Let M= (Mn)n≥0 be a Markov chain on G started at0 with stochas-
tic matrix Q given by:
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Q(0,ei) = αi , Q(nei ,(n+1)ei) = Q(nei ,(n−1)ei) =
1
2

∀i ∈ [1,N],n∈ N
∗. (5)

Let t 7−→ M(t) be the linear interpolation of(Mn)n≥0 and Mn
t = 1√

nM(nt),n ≥ 1.
Then

(Mn
t )t≥0

law−−−−→
n→+∞

(Zt )t≥0

in C([0,+∞[,G) where Z is an W(α1, · · · ,αN) started at0.

This result extends that of [2] who treated the caseα1 = · · ·=αN = 1
N and of course

the Donsker theorem for the skew Brownian motion (see [1] forexample). We show
in fact that Proposition 1 can be deduced immediately from the caseN = 2.
In this paper we study the approximation of flows associated to (T). Among recent
papers on the approximation of flows, let us mention [8] wherethe author construct
an approximation for the Harris flow and the Arratia flow.
Let GN = {x∈ G; |x| ∈N} andP(G) (resp.P(GN)) be the space of all probability
measures onG (resp.GN). We now come to the discrete description of(ϕ ,KW) and
introduce

Definition 2 (Discrete flows) We say that a processψp,q(x) (resp. Np,q(x)) indexed
by {p ≤ q ∈ Z,x ∈ GN} with values in GN (resp.P(GN)) is a discrete flow of
mappings (resp. kernels) on GN if:
(i) The family{ψi,i+1; i ∈ Z} (resp.{Ni,i+1; i ∈ Z}) is independent.
(ii)∀p∈ Z,x∈ GN,ψp,p+2(x) = ψp+1,p+2(ψp,p+1(x))
(resp. Np,p+2(x) = Np,p+1Np+1,p+2(x)) a.s. where

Np,p+1Np+1,p+2(x,A) := ∑
y∈GN

Np+1,p+2(y,A)Np,p+1(x,{y}) for all A ⊂ GN.

We call (ii), the cocycle or flow property.

The main difficulty in the construction of the flowϕ associated to (1) [7] is that it
has to keep the consistency of the flow. This problem does not arise in discrete time.
Starting from the following two remarks,

(i) ϕs,t(x) = x+ sgn(x)Ws,t if s≤ t ≤ τs,x,
(ii) |ϕs,t(0)|=W+

s,t and sgn(ϕs,t(0)) is independent ofW for all s≤ t,

one can easily expect the discrete analogous ofϕ as follows: consider an original
random walkSand a family of signs(ηi) which are independent. Then

(i) a particle at timek and positionn 6= 0, just follows what theSk+1−Sk tells him
(goes ton+1 if Sk+1−Sk = 1 and ton−1 if Sk+1−Sk =−1),

(ii)a particle at 0 at timek does not move ifSk+1−Sk = −1, and moves according
to ηk if Sk+1−Sk = 1.

The situation on a finite half-lines is very close. LetS= (Sn)n∈Z be a simple random
walk onZ, that is(Sn)n∈N and(S−n)n∈N are two independent simple random walks

onZ and(η i)i∈Z be a sequence of i.i.d random variables with law
N

∑
i=1

αiδei which is
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independent ofS. For p≤ n, set

Sp,n = Sn−Sp, S+p,n = Sn− min
h∈[p,n]

Sh = Sp,n− min
h∈[p,n]

Sp,h.

and forp∈ Z,x∈ GN, define

Ψp,p+1(x) = x+e(x)Sp,p+1 if x 6= 0,Ψp,p+1(0) = η pS+p,p+1.

Kp,p+1(x) = δx+e(x)Sp,p+1
if x 6= 0,Kp,p+1(0) =

N

∑
i=1

αiδS+p,p+1ei
.

In particular, we haveKp,p+1(x) =E[δΨp,p+1(x)|σ(S)]. Now we extend this definition
for all p≤ n∈ Z,x∈ GN by setting

Ψp,n(x) = x1{p=n}+Ψn−1,n◦Ψn−2,n−1◦ · · · ◦Ψp,p+1(x)1{p>n},

Kp,n(x) = δx1{p=n}+Kp,p+1 · · ·Kn−2,n−1Kn−1,n(x)1{p>n}.

We equipP(G) with the following topology of weak convergence:

β (P,Q) = sup

{
|
∫

gdP−
∫

gdQ|,‖g‖∞+ sup
x6=y

|g(x)−g(y)|
|x− y| ≤ 1,g(0) = 0

}
.

In this paper, starting from(Ψ,K), we construct(ϕ ,KW) and in particular show the
following

Theorem 2.(1) Ψ (resp. K) is a discrete flow of mappings (resp. kernels) on GN.
(2) There exists a joint realization(ψ ,N,ϕ ,KW) on a common probability space
(Ω ,A ,P) such that

(i) (ψ ,N)
law
= (Ψ,K).

(ii) (ϕ ,W) (resp.(KW,W)) is the unique flow of mappings (resp. Wiener flow) which
solves(T).
(iii) For all s ∈ R,T > 0,x∈ G,xn ∈ 1√

nGN such thatlimn→∞ xn = x, we have

lim
n→∞

sup
s≤t≤s+T

| 1√
n

ψ⌊ns⌋,⌊nt⌋(
√

nxn)−ϕs,t(x)|= 0 a.s.

and
lim
n→∞

sup
s≤t≤s+T

β (K⌊ns⌋,⌊nt⌋(
√

nxn)(
√

n.),KW
s,t (x)) = 0 a.s. (6)

This theorem implies also the following

Corollary 1 For all s ∈ R,x ∈ GN, let t 7−→ Ψ(t) be the linear interpolation of(
Ψ⌊ns⌋,k(x),k≥ ⌊ns⌋

)
andΨn

s,t(x) := 1√
nΨ(nt), Kn

s,t(x) = E[δΨn
s,t (x)|σ(S)], t ≥ s,n≥

1. For all 1≤ p≤ q, (xi)1≤i≤q ⊂ G, let xni ∈ 1√
nGN such thatlimn→∞ xn

i = xi . Define
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Yn =
(

Ψn
s1,·(

√
nxn

1), · · · ,Ψn
sp,·(

√
nxn

p),K
n
sp+1,·(

√
nxn

p+1), · · · ,Kn
sq,·(

√
nxn

q)
)
.

Then

Yn law−−−−→
n→+∞

Y in
p

∏
i=1

C([si ,+∞[,G)×
q

∏
j=p+1

C([sj ,+∞[,P(G))

where
Y =

(
ϕs1,·(x1), · · · ,ϕsp,·(xp),K

W
sp+1,·(xp+1), · · · ,KW

sq,·(xq)
)
.

Our proof of Theorem 2 is based on a remarkable transformation introduced by
Csaki and Vincze [9] which is strongly linked with Tanaka’s SDE. LetSbe a simple
random walk onZ (SRW) andε be a Bernoulli random variable independent ofS
(just one!). Then there exists a SRWM such that

σ(M) = σ(ε,S)

and moreover

(
1√
n

S(nt),
1√
n

M(nt))t≥0
law−−−−→

n→+∞
(Bt ,Wt)t≥0 in C([0,∞[,R2).

wheret 7−→ S(t) (resp.M(t)) is the linear interpolation ofS (resp.M) andB,W are
two Brownian motions satisying Tanaka’s equation

dWt = sgn(Wt)dBt .

We will study this transformation with more details in Section 2 and then extend
the result of Csaki and Vincze to Walsh Brownian motion (Proposition 2); Let
S= (Sn)n∈N be a SRW and associate toS the processYn := Sn −min

k≤n
Sk, flip in-

dependently every “excursion ”ofY to each rayDi with probability αi , then the
resulting process is not far from a random walk onG whose law is given by (5). In
Section 3, we prove Proposition 1 and study the scaling limits of Ψ,K.

2 Csaki-Vincze transformation and consequences.

In this section, we review a relevant result of Csaki and Vincze and then derive some
useful consequences offering a better understanding of Tanaka’s equation.

2.1 Csaki-Vincze transformation.

Theorem 3.([9] page 109) Let S= (Sn)n≥0 be a SRW. Then, there exists a SRW
S= (Sn)n≥0 such that:
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Yn := max
k≤n

Sk−Sn ⇒ |Yn−|Sn|| ≤ 2 ∀n∈N.

Sketch of the proof.Here, we just give the expression ofSwith some useful com-
ments (see also the figures below). Weinsist that a careful reading of the pages 109
and 110 [9] is recommended for the sequel. LetXi = Si −Si−1, i ≥ 1 and define

τ1 = min{i > 0 : Si−1Si+1 < 0}, τl+1 = min{i > τl : Si−1Si+1 < 0} ∀l ≥ 1.

For j ≥ 1, set
X j = ∑

l≥0

(−1)l+1X1Xj+11{τl+1≤ j≤τl+1}.

Let S0 = 0, Sj = X1 + · · ·+X j , j ≥ 1. Then, the theorem holds forS. We call
T(S) = S the Csaki-Vincze transformation ofS.

S
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τ1 τ2 τ3

S

Fig. 2 SandS.

Note thatT is an even function, that isT(S) = T(−S). As a consequence of(iii )
and(iv) [9] (page 110), we have

τl = min{n≥ 0,Sn = 2l} ∀l ≥ 1. (7)

This entails the following

Corollary 2 (1) Let S be a SRW and defineS= T(S). Then

(i) For all n ≥ 0, we haveσ(Sj , j ≤ n)∨σ(S1) = σ(Sj , j ≤ n+1).
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τ2τ1

Y

|S|

τ3

Fig. 3 |S| andY.

(ii) S1 is independent ofσ(S).

(2) LetS= (Sk)k≥0 be a SRW. Then

(i) There exists a SRW S such that:

Yn := max
k≤n

Sk−Sn ⇒ |Yn−|Sn|| ≤ 2 ∀n∈ N.

(ii) T −1{S} is reduced to exactly two elements S and−S where S is obtained by
adding information toS.

Proof. (1) We retain the notations just before the corollary. (i) Toprove the inclusion
⊂, we only need to check that{τl + 1 ≤ j ≤ τl+1} ∈ σ(Sh,h ≤ n+ 1) for a fixed
j ≤ n. This is clear since{τl = m} ∈ σ(Sh,h ≤ m+ 1) for all l ,m∈ N. For all
1≤ j ≤ n, we haveXj+1 = ∑l≥0(−1)l+1X1X j1{τl+1≤ j≤τl+1}. By (7),{τl +1≤ j ≤
τl+1} ∈ σ(Sh,h≤ j −1) and so the inclusion⊃ holds. (ii) We may write

τ1 =min{i > 1 : X1Si−1X1Si+1 < 0}, τl+1 =min{i > τl : X1Si−1X1Si+1 < 0} ∀l ≥ 1.

This shows thatS is σ(X1Xj+1, j ≥ 0)-measurable and (ii) is proved.
(2) (i) SetX j = Sj −Sj−1, j ≥ 1 andτl = min{n≥ 0,Sn = 2l} for all l ≥ 1. Letε be
a random variable independent ofSsuch that:

P(ε = 1) = P(ε =−1) =
1
2
.

Define
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Xj+1 = ε1{ j=0}+

(

∑
l≥0

(−1)l+1εX j1{τl+1≤ j≤τl+1}

)
1{ j≥1}.

Then setS0 = 0,Sj = X1+ · · ·Xj , j ≥ 1. It is not hard to see that the sequence of the
random timesτi(S), i ≥ 1 defined fromS as in Theorem 3 is exactlyτi , i ≥ 1 and
thereforeT(S) = S. (ii) Let Ssuch thatT(S) = S. By (1), σ(S)∨σ(S1) = σ(S) and
S1 is independent ofSwhich proves (ii).

2.2 The link with Tanaka’s equation.

Let Sbe a SRW,S=−T(S) andt 7−→ S(t) (resp.S(t)) be the linear interpolation of

S (resp.S) onR. Define for alln≥ 1, S(n)t = 1√
nS(nt),S

(n)
t = 1√

nS(nt). Then, it can
be easily checked (see Proposition 2.4 in [3] page 107) that

(S
(n)
t ,S(n)t )t≥0

law−−−−→
n→+∞

(Bt ,Wt)t≥0 in C([0,∞[,R2).

In particularB andW are two standard Brownian motions. On the other hand,|Y+
n −

|Sn|| ≤ 2 ∀n∈ N with Y+
n := Sn−min

k≤n
Sk by Theorem 3 which implies|Wt | = Bt −

min
0≤u≤t

Bu. Tanaka’s formula for local time gives

|Wt |=
∫ t

0
sgn(Wu)dWu+Lt(W) = Bt − min

0≤u≤t
Bu,

whereLt(W) is the local time at 0 ofW and so

dWu = sgn(Wu)dBu. (8)

We deduce that for each SRWS the couple(−T(S),S), suitably normalized and
time scaled converges in law towards(B,W) satisfying (8). Finally, remark that
−T(S) = S⇒ −T(−S) = S is the analogue ofWsolves(8) ⇒ −Wsolves(8). We
have seen how to construct solutions to (8) by means ofT. In the sequel, we will
use this approach to construct a stochastic flow of mappings which solves equation
(T) in general.

2.3 Extensions.

Let S= (Sn)n≥0 be a SRW and setYn := max
k≤n

Sk−Sn. For 0≤ p < q, we say that

E = [p,q] is an excursion forY if the following conditions are satisfied (with the
conventionY−1 = 0):
• Yp =Yp−1 =Yq =Yq+1 = 0.
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• ∀ p≤ j < q,Yj = 0⇒Yj+1 = 1.
For example in Figure 3,[2,14], [16,18] are excursions forY. If E = [p,q] is an
excursion forY, definee(E) := p, f (E) := q.
Let (Ei)i≥1 be the random set of all excursions ofY ordered such that:e(Ei) <
e(E j) ∀i < j. From now on, we callEi the ith excursion ofY. Then, we have

Proposition 2 On a probability space(Ω ,A ,P), consider the following jointly in-
dependent processes:
• η = (η i)i≥1, a sequence of i.i.d random variables distributed according to
N

∑
i=1

αiδei .

• (Sn)n∈N a SRW.
Then, on an extension of(Ω ,A ,P), there exists a Markov chain(Mn)n∈N started at
0 with stochastic matrix given by (5) such that:

Yn := max
k≤n

Sk−Sn ⇒ |Mn−η iYn| ≤ 2

on the ith excursion ofY.

Proof. Fix S∈ T−1{S}. Then, by Corollary 2, we have|Yn−|Sn|| ≤ 2 ∀n∈N. Con-

sider a sequence(β i)i≥1 of i.i.d random variables distributed according to
N

∑
i=1

αiδei

which is independent of(S,η). Denote by(τl )l≥1 the sequence of random times
constructed in the proof of Theorem 3 fromS. It is sufficient to look to what hap-
pens at each interval[τl ,τl+1] (with the conventionτ0 = 0).
Using (7), we see that in[τl ,τl+1] there are two jumps of max

k≤n
Sk; from 2l to 2l +1

(J1) and from 2l +1 to 2l +2 (J2). The last jump (J2) occurs always atτl+1 by (7).
Consequently there are only 3 possible cases:
(i) There is no excursion ofY (J1 andJ2 occur respectively atτl +1 andτl +2, see
[0,τ1] in Figure 3).
(ii) There is just one excursion ofY (see[τ1,τ2] in Figure 3).
(iii) There are 2 excursions ofY (see[τ2,τ3] in Figure 3).
Note that:Yτl = Yτl+1 = Sτl = Sτl+1 = 0. In the case (i), we have necessarily
τl+1 = τl +2. SetMn = β l .|Sn| ∀n∈ [τl ,τl+1].
To treat other cases, the following remarks may be useful: from the expression ofS,
we have∀l ≥ 0

(a)If k∈ [τl +2,τl+1], Sk−1 = 2l +1⇐⇒ Sk = 0.
(b)If k∈ [τl ,τl+1], Yk = 0⇒ |Sk+1| ∈ {0,1} andSk+1 = 0⇒Yk = 0.

In the case (ii), letE1
l be the unique excursion ofY in the interval[τl ,τl+1]. Then,

we have two subcases:
(ii1) f (E1

l ) = τl+1−2 (J1 occurs atτl+1−1).
If τl +2≤ k6 f (E1

l )+1, thenk−16 f (E1
l ), and soSk−1 6= 2l +1. Using (a), we

get:Sk 6= 0. Thus, in this case the first zero ofSafterτl is τl+1. Set:Mn =ηN(E1
l )
.|Sn|,
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whereN(E) is the number of the excursionE.
(ii2) f (E1

l ) = τl+1−1 (J1 occurs atτl +1 and soYτl+1 = 0)). In this case, using (b)
and the figure below we see that the first zeroτ∗l of Safterτl is e(E1

l )+1= τl +2.

Possible values for |S|
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E1
l

τl+1τl

Y

Fig. 4 The case (ii2).

Set

Mn =

{
β l .|Sn| if n∈ [τl ,τ∗l −1]

ηN(E1
l )
.|Sn| if n∈ [τ∗l ,τl+1]

In the case (iii), letE1
l andE2

l denote respectively the first and 2nd excursion ofY
in [τl ,τl+1]. We have,τl +2≤ k ≤ e(E2

l ) ⇒ k−1≤ e(E2
l )−1= f (E1

l )⇒ Sk−1 6=
2l +1⇒ Sk 6= 0 by (a). Hence, the first zero ofS afterτl is τ∗l := e(E2

l )+1 using
Yk = 0⇒ |Sk+1| ∈ {0,1} in (b). Set:

Mn =

{
ηN(E1

l )
.|Sn| if n∈ [τl ,τ∗l −1]

ηN(E2
l
).|Sn| if n∈ [τ∗l ,τl+1]

Let (Mn)n∈N be the process constructed above. Then clearly|Mn−η iYn| ≤ 2 on the
ith excursion ofY.
To complete the proof, it suffices to show that the law of(Mn)n∈N is given by (5).
The only point to verify isP(Mn+1 = ei |Mn = 0) = αi . For this, consider on another
probability space the jointly independent processes(S,γ,λ ) such thatS is a SRW
andγ,λ have the same law asη . Let (τl )l≥1 be the sequence of random times de-
fined fromSas in Theorem 3. For alll ∈ N, denote byτ∗l the first zero ofSafterτl

and set

Vn =

{
γ l .|Sn| if n∈ [τl ,τ∗l −1]

λ l .|Sn| if n∈ [τ∗l ,τl+1]

It is clear, by construction, thatM
law
= V. We can write:

{τ0,τ∗0 ,τ1,τ∗1 ,τ2, · · · }= {T0,T1,T2, · · · } with T0 = 0< T1 < T2 < · · · .
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For all k ≥ 0, let ζ k :=
N

∑
j=0

ej1{V|[Tk,Tk+1]
∈D j}. Obviously,S andζ k are independent

andζ k
law
=

N

∑
i=1

αiδei . Furthermore

P(Vn+1 = ei |Vn = 0) =
1

P(Sn = 0)

+∞

∑
k=0

P(Vn+1 = ei ,Sn = 0,n∈ [Tk,Tk+1[)

=
1

P(Sn = 0)

+∞

∑
k=0

P(ζ k = ei ,Sn = 0,n∈ [Tk,Tk+1[)

= αi

This completes the proof of the proposition.

Remark 1 With the notations of Proposition 2, let(η .Y) be the Markov chain de-
fined by(η .Y)n = η iYn on the ith excursion ofY and(η .Y)n = 0 if Yn = 0. Then the
stochastic Matrix of(η .Y) is given by

M(0,0)=
1
2
,M(0,ei)=

αi

2
,M(nei ,(n+1)ei)=M(nei ,(n−1)ei)=

1
2
, i ∈ [1,N], n∈N

∗.

(9)

3 Proof of main results.

3.1 Proof of Proposition 1.

Let (Zt )t≥0 be aW(α1, · · · ,αN) on G started at 0. For alli ∈ [1,N], defineZi
t =

|Zt |1{Zt∈Di}−|Zt |1{Zt /∈Di}. ThenZi
t = Φi(Zt ) whereΦi(x) = |x|1{x∈Di}−|x|1{x/∈Di}.

Let Qi be the semigroup of the skew Brownian motion of parameterαi (SBM(αi))
(see [10] page 87). Then the following relation is easy to check:Pt( f ◦Φi)=Qi

t f ◦Φi

for all bounded measurable functionf defined onR. This shows thatZi is aSBM(αi)
started at 0. Forn≥ 1, i ∈ [1,N], define

Tn
0 = 0, Tn

k+1 = inf{r ≥ 0 : d(Zr ,ZTn
k
) =

1√
n
},k≥ 0.

Tn,i
0 = 0, Tn,i

k+1 = inf{r ≥ 0 : |Zi
r −Zi

Tn,i
k
|= 1√

n
},k≥ 0.

Remark thatTn
k+1 = Tn,i

k+1 = inf{r ≥ 0 : ||Zr |− |ZTn
k
||= 1√

n}. Furthermore ifZt ∈ Di ,

then obviouslyd(Zt ,Zs) = |Zi
t −Zi

s| for all s≥ 0 and consequently
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d(Zt ,Zs)≤
N

∑
i=1

|Zi
t −Zi

s|. (10)

Now defineZn
k =

√
nZTn

k
,Zn,i

k =
√

nZi
Tn,i

k

. Then(Zn
k ,k ≥ 0)

law
= M (see the proof of

Proposition 2 in [5]). For allT > 0, we have

sup
t∈[0,T]

d(Zt ,
1√
n

Zn
⌊nt⌋)≤

N

∑
i=1

sup
t∈[0,T]

|Zi
t −

1√
n

Zn,i
⌊nt⌋| −−−−→n→+∞

0 in probability

by Lemma 4.4 [1] which proves our result.

Remarks 1 (1) By (10), a.s. t7→ Zt is continuous. We will always suppose that
Walsh Brownian motion is continuous.
(2) By combining the two propositions 1 and 2, we deduce that(η .Y) rescales as
Walsh Brownian motion in the space of continuous functions.It is also possible to
prove this result by showing that the family of laws is tight and that any limit process
along a subsequence is the Walsh Brownian motion.

3.2 Scaling limits of (Ψ,K).

Setη p,n = e(Ψp,n) for all p≤ n whereΨp,n = Ψp,n(0).

Proposition 3 (i) For all p ≤ n, |Ψp,n|= S+p,n.
(ii) For all p < n< q,

P(η p,q = ηn,q|minh∈[p,q]Sh = minh∈[n,q]Sh) = 1

and

P(η p,n = η p,q|minh∈[p,n]Sh = minh∈[p,q]Sh,S
+
p, j > 0 ∀ j ∈ [n,q]) = 1.

(iii) Set Tp,x = inf{q≥ p : Sq−Sp =−|x|}. Then for all p≤ n, x∈ GN,

Ψp,n(x) = (x+e(x)Sp,n)1{n≤ Tp,x}+Ψp,n1{n>Tp,x};

Kp,n(x) = E[δΨp,n(x)|σ(S)] = δx+e(x)Sp,n1{n≤Tp,x}+
N

∑
i=1

αiδS+p,nei
1{n>Tp,x}.

Proof. (i) We takep= 0 and prove the result by induction onn. For n= 0, this is
clear. Suppose the result holds forn. If Ψ0,n ∈G∗, thenS+0,n> 0 and so minh∈[0,n]Sh=

minh∈[0,n+1]Sh. MoreoverΨ0,n+1 = Ψ0,n+η0,nSn,n+1 = (Sn+1−minh∈[0,n]Sh)η0,n =

S+0,n+1η0,n. If Ψ0,n = 0, thenS+0,n = 0 and|Ψ0,n+1| = S+n,n+1. But minh∈[0,n+1]Sh =

min(minh∈[0,n]Sh,Sn+1) = min(Sn,Sn+1) sinceS+0,n = 0 which proves (i).
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(ii) Let p < n< q. If minh∈[p,q]Sh = minh∈[n,q]Sh, thenS+p,q = S+n,q. WhenS+p,q = 0,
we haveη p,q = ηn,q = eN by convention. Suppose thatS+p,q > 0, then clearly

J := sup{ j < q : S+p, j = 0}= sup{ j < q : S+n, j = 0}.

By the flow property ofΨ, we haveΨp,q = Ψn,q = ΨJ,q. The second assertion of (ii)
is also clear.
(iii) By (i), we haveΨp,n = Ψp,n(x) = 0 if n= Tp,x and soΨp,.(x) is given byΨp,.

afterTp,x using the cocyle property. The last claim is easy to establish.

For all s∈ R, let ds (resp.d∞) be the distance of uniform convergence on every
compact subset ofC([s,+∞[,G) (resp.C(R,R)). Denote byD= {sn,n∈ N} the set

of all dyadic numbers ofR and defineC̃ = C(R,R)×
+∞

∏
n=0

C([sn,+∞[,G) equipped

with the metric:

d(x,y)= d∞(x
′,y′)+

+∞

∑
n=0

1
2n inf(1,dsn(xn,yn)) wherex=(x′,xs0, · · · ),y=(y′,ys0, · · · ).

Let t 7−→ S(t) be the linear interpolation ofSonR and defineS(n)t = 1√
nS(nt),n≥ 1.

If u≤ 0, we define⌊u⌋=−⌊−u⌋. Then, we have

S(n)t = Sn
t +o(

1√
n
), with Sn

t :=
1√
n

S⌊nt⌋.

Let Ψn
s,t = Ψn

s,t(0) (defined in Corollary 1). ThenΨ(n)
s,t := 1√

nΨ⌊ns⌋,⌊nt⌋+o( 1√
n) and

we have the following

Lemma 1. Let Pn be the law of Zn = (S.(n),(Ψ
(n)
si ,.)i∈N) in C̃. Then(Pn,n ≥ 1) is

tight.

Proof. By Donsker theoremPS(n) −→ PW in C(R,R) asn→ ∞ wherePW is the law
of any Brownian motion onR. LetPZsi

be the law of anyW(α1, · · · ,αN) started at 0
at timesi . Plainly, the law ofΨp,p+. is given by (9) and so by Propositions 1 and 2,
for all i ∈N, P

Ψ(n)
si ,.

−→ PZsi
in C([si ,+∞[,G) asn→ ∞. Now the lemma holds using

Proposition 2.4 [3] (page 107).

Fix a sequence(nk,k ∈ N) such thatZnk
law−−−−→

k→+∞
Z in C̃. In the next paragraph,

we will describe the law ofZ. Notice that(Ψp,n)p≤n andS can be recovered from
(Znk)k∈N. Using Skorokhod representation theorem, we may assume that Z is de-
fined on the original probability space and the preceding convergence holds almost
surely. WriteZ= (W,ψs1,.,ψs2,., · · · ). Then,(Wt)t∈R is a Brownian motion onR and
(ψs,t)t≥s is anW(α1, · · · ,αN) started at 0 for alls∈ D.
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3.2.1 Description of the limit process.

Setγs,t = e(ψs,t),s∈D,s< t and define minu,v = minr∈[u,v]Wr , u≤ v∈R. Then, we
have

Proposition 4 (i) For all s ≤ t,s∈ D, |ψs,t |=W+
s,t .

(ii) For all s < t,u< v, s,u∈ D,

P(γs,t = γu,v|mins,t = minu,v) = 1 if P(mins,t = minu,v)> 0.

Proof. (i) is immediate from the convergence ofZnk towardsZ and Proposition 3
(i). (ii) We first prove that for alls< t < u,

P(γs,u = γt,u|mins,u = mint,u) = 1 if s, t ∈D (11)

and
P(γs,t = γs,u|mins,t = mins,u) = 1 if s∈ D. (12)

Fix s< t < u with s, t ∈D and let show that a.s.

{mins,u = mint,u} ⊂ {∃k0, η⌊nks⌋,⌊nku⌋ = η⌊nkt⌋,⌊nku⌋ for all k≥ k0}. (13)

We have{mins,u = mint,u} = {mins,t < mint,u} a.s. By uniform convergence the
last set is contained in

{∃k0, min
⌊nks⌋≤ j≤⌊nkt⌋

Sj < min
⌊nkt⌋≤ j≤⌊nku⌋

Sj for all k≥ k0}

which is a subset of

{∃k0, min
⌊nks⌋≤ j≤⌊nku⌋

Sj = min
⌊nkt⌋≤ j≤⌊nku⌋

Sj for all k≥ k0}.

This gives (13) using Proposition 3 (ii). Sincex −→ e(x) is continuous onG∗, on
{mins,u = mint,u}, we have

γs,u = lim
k→∞

e(
1√
nk

Ψ⌊nks⌋,⌊nku⌋) = lim
k→∞

e(
1√
nk

Ψ⌊nkt⌋,⌊nku⌋) = γt,u a.s.

which proves (11). Ifs∈ D, t > s and mins,t = mins,u, thens andt are in the same
excursion interval ofW+

s, and soW+
s,r > 0 for all r ∈ [t,u]. As preceded,{mins,t =

mins,u} is a.s. included in

{∃k0, min
⌊nks⌋≤ j≤⌊nkt⌋

Sj = min
⌊nks⌋≤ j≤⌊nku⌋

Sj ,S
+
⌊nks⌋, j > 0 ∀ j ∈ [⌊nkt⌋,⌊nku⌋],k≥ k0}.

Now it is easy to deduce (12) using Proposition 3 (ii). To prove (ii), suppose that
s≤ u,mins,t = minu,v. There are two cases to discuss, (a)s≤ u ≤ v ≤ t, (b) s≤
u≤ t ≤ v (in any other caseP(mins,t = minu,v) = 0). In case (a), we have mins,t =
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minu,v = minu,t and soγs,t = γu,t = γu,v by (11) and (12). Similarly in case (b), we
haveγs,t = γu,t = γu,v.

Proposition 5 Fix s< t,s∈ D,n ≥ 1 and {(si , ti);1 ≤ i ≤ n} with si < ti ,si ∈ D.
Then

(i) γs,t is independent ofσ(W).
(ii) For all i ∈ [1,N], h∈ [1,n], we have

E[1{γs,t=ei}|(γsi ,ti )1≤i≤n,W] = 1{γsh,th=ei} on{mins,t = minsh,th}.

(iii) The law of γs,t knowing(γsi ,ti )1≤i≤n and W is given by
N

∑
i=1

αiδei when mins,t /∈

{minsi ,ti ;1≤ i ≤ n}.

This entirely describes the law of(W,ψs,·,s∈ D) in C̃ independently of(nk,k ∈ N)

and consequently Zn
law−−−−→

n→+∞
Z in C̃.

Proof. (i) is clear. (ii) is a consequence of Proposition 4 (ii). (iii) Write {s, t,si , ti ,1≤
i ≤ n} = {rk,1 ≤ k ≤ m} with r j < r j+1 for all 1 ≤ j ≤ m− 1. Suppose thats=
r i , t = rh with i < h. Then a.s.{minr j ,r j+1, i ≤ j ≤ h− 1} are distinct and it will
be sufficient to show thatγs,t is independent ofσ((γsi ,ti )1≤i≤n,W) conditionally to
A= {mins,t = minr j ,r j+1, mins,t 6= minsi ,ti for all 1≤ i ≤ n} for j ∈ [i,h−1]. OnA,
we haveγs,t = γ r j ,r j+1, {minsi ,ti ,1≤ i ≤ n} ⊂ {minrk,rk+1,k 6= j} and so{γsi ,ti ,1≤
i ≤ n}⊂ {γ rk,rk+1,k 6= j}. Sinceγ r1,r2, · · · ,γ rm−1,rm,W are independent, it is now easy
to conclude.

In the sequel, we still assume that all processes are defined on the same probability
space and thatZn a.s.−−−−→

n→+∞
Z in C̃. In particular∀s∈D,T > 0,

lim
k→+∞

sup
s≤t≤s+T

| 1√
k

Ψ⌊ks⌋,⌊kt⌋−ψs,t |= 0 a.s. (14)

3.2.2 Extension of the limit process.

For a fixeds< t, mins,t is attained in]s, t[ a.s. By Proposition 4 (ii), on a measurable
setΩs,t with probability 1, lim

s′→s+,s′∈D
γs′,t exists. Defineεs,t = lim

s′→s+,s′∈D
γs′,t on Ωs,t

and give an arbitrary value toεs,t on Ω c
s,t . Now, let ϕs,t = εs,tW+

s,t . Then for all
s∈ D, t > s, (εs,t ,ϕs,t) is a modification of(γs,t ,ψs,t). For all s∈ R, t > s, ϕs,t =

lim
n→∞

ϕsn,t a.s., wheresn =
⌊2ns⌋+1

2n and therefore(ϕs,t)t≥s is anW(α1, · · · ,αN) started

at 0. Again, Proposition 4 (ii) yields

∀s< t,u< v, P(εs,t = εu,v|mins,t = minu,v) = 1 if P(mins,t = minu,v)> 0. (15)

Define:
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ϕs,t(x) = (x+e(x)Ws,t)1{t≤τs,x}+ϕs,t1{t>τs,x},s≤ t,x∈ G,

whereWs,t =Wt −Ws andτs,x is given by (4).

Proposition 6 Let x∈ G,xn ∈ 1√
nGN, limn→∞ xn = x, s∈ R,T > 0. Then, we have

lim
n→+∞

sup
s≤t≤s+T

| 1√
n

Ψ⌊ns⌋,⌊nt⌋(
√

nxn)−ϕs,t(x)|= 0 a.s.

Proof. Let s′ be a dyadic number such thats< s′ < s+T. By (15), fort > s′:

{mins,t = mins′,t} ⊂ {ϕs,t = ϕs′,t} a.s.

and so, a.s.
∀t > s′, t ∈D; {mins,t = mins′,t} ⊂ {ϕs,t = ϕs′,t}.

If t > s′,mins,t = mins′,t andtn ∈ D, tn ↓ t asn → ∞, then mins,tn = mins′,tn which
entails thatϕs,tn = ϕs′,tn and thereforeϕs,t = ϕs′,t by lettingn→ ∞. This shows that
a.s.

∀t > s′; {mins,t = mins′,t} ⊂ {ϕs,t = ϕs′,t} .
As a result a.s.

∀s′ ∈ D∩]s,s+T[,∀t > s′; {mins,t = mins′,t} ⊂ {ϕs,t = ϕs′,t}. (16)

By standard properties of Brownian paths, a.s. mins,s+T /∈ {Ws,Ws+T} and

∀p∈ N
∗;mins,s+ 1

p
<Ws, mins,s+ 1

p
6=Ws+ 1

p
,∃!up ∈]s,s+

1
p
[: mins,s+ 1

p
=Wup.

The reasoning below holds almost surely: Takep ≥ 1,mins,s+ 1
p
> mins,s+T . Let

Sp ∈]s,s+ 1
p[: mins,s+ 1

p
= WSp and s′ be a (random) dyadic number in]s,Sp[.

Then mins,s′ > mins′,t for all t ∈ [Sp,s+T]. By uniform convergence:

∃n0∈N : ∀n≥ n0, ∀Sp ≤ t ≤ s+T, min
u∈[s,s′]

S⌊nu⌋> min
u∈[s′,t]

S⌊nu⌋ and soΨ⌊ns′⌋,⌊nt⌋ =Ψ⌊ns⌋,⌊nt⌋.

Therefore forn≥ n0, we have

sup
Sp≤t≤s+T

| 1√
n

Ψ⌊ns⌋,⌊nt⌋−ϕs,t |= sup
Sp≤t≤s+T

| 1√
n

Ψ⌊ns′⌋,⌊nt⌋−ϕs′,t | (using (16))

and so
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sup
s≤t≤s+T

| 1√
n

Ψ⌊ns⌋,⌊nt⌋−ϕs,t | ≤ sup
s≤t≤Sp

| 1√
n

Ψ⌊ns⌋,⌊nt⌋−ϕs,t |+ sup
Sp≤t≤s+T

| 1√
n

Ψ⌊ns⌋,⌊nt⌋−ϕs,t |

≤ sup
s≤t≤s+ 1

p

(
1√
n

S+⌊ns⌋,⌊nt⌋+W+
s,t)+ sup

Sp≤t≤s+T
| 1√

n
Ψ⌊ns′⌋,⌊nt⌋−ϕs′,t |

≤ sup
s≤t≤s+ 1

p

(
1√
n

S+⌊ns⌋,⌊nt⌋+W+
s,t)+ sup

s′≤t≤s′+T
| 1√

n
Ψ⌊ns′⌋,⌊nt⌋−ϕs′,t |.

From (14), a.s.∀u ∈ D, lim
n→+∞

sup
u≤t≤u+T

| 1√
n

Ψ⌊nu⌋,⌊nt⌋ −ϕu,t | = 0. By lettingn go to

+∞ and thenp go to+∞, we obtain

lim
n→∞

sup
s≤t≤s+T

| 1√
n

Ψ⌊ns⌋,⌊nt⌋−ϕs,t |= 0 a.s. (17)

We now show that

lim
n→+∞

1
n

T⌊ns⌋,√nxn
= τs,x a.s. (18)

We have
1
n

T⌊ns⌋,√nxn
= inf{r ≥ ⌊ns⌋

n
: Sn

r −Sn
s =−|xn|}.

For ε > 0, from

lim
n→∞

sup
u∈[τs,x,τs,x+ε]

|(Sn
u−Sn

s + |xn|)− (Ws,u+ |x|)|= 0,

we get

lim
n→∞

inf
u∈[τs,x,τs,x+ε]

(Sn
u−Sn

s+ |xn|) = inf
u∈[τs,x,τs,x+ε]

(Ws,u+ |x|)< 0

which implies 1
nT⌊ns⌋,√nxn

< τs,x + ε for n large. If x = 0, 1
nT⌊ns⌋,√nxn

≥ ⌊ns⌋
n en-

tails obviously (18). Ifx 6= 0, then working in[s,τs,x − ε] as before and using
infu∈[s,τs,x−ε](Wu −Ws+ |x|) > 0, we prove that1nT⌊ns⌋,√nxn

≤ τs,x − ε for n large
which establishes (18).
Now

sup
s≤t≤s+T

| 1√
n

Ψ⌊ns⌋,⌊nt⌋(
√

nxn)−ϕs,t(x)| ≤ sup
s≤t≤s+T

Q1,n
s,t + sup

s≤t≤s+T
Q2,n

s,t (19)

where

Q1,n
s,t = |(xn+e(xn)(S

n
t −Sn

s))1{⌊nt⌋≤T⌊ns⌋,√nxn}− (x+e(x)Ws,t)1{t≤τs,x}|,

Q2,n
s,t = | 1√

n
Ψ⌊ns⌋,⌊nt⌋1{⌊nt⌋>T⌊ns⌋,√nxn}−ϕs,t1{t>τs,x}|.
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By (17), (18) and the convergence of1√
nS⌊n.⌋ towardsW on compact sets, the right-

hand side of (19) converges to 0 whenn→+∞.

Remark 2 From the definition ofεs,t (or Proposition 6), it is obvious that
ε r1,r2, · · · ,ε rm−1,rm,W are independent for all r1 < · · · < rm. Using (15), we eas-
ily check that (i), (ii) and (iii) of Proposition 5 are satisfied for all s< t,n ≥
1,{(si , ti);1≤ i ≤ n} with si < ti (the proof remains the same as Proposition 5).

Proposition 7 ϕ is the unique stochastic flow of mappings solution of(T).

Proof. Fix s< t < u,x∈ G and let prove thatϕs,u(x) = ϕt,u ◦ϕs,t(x) a.s. We follow
Lemma 4.3 [7] and denoteτs,x by τs(x). All the equalities below hold a.s.
On the event{u< τs(x)},ϕs,t(x) = x+e(x)Ws,t ,τt (ϕs,t(x)) = τs(x)< u and

ϕt,u ◦ϕs,t(x) = x+e(x)(Ws,t +Wt,u) = x+e(x)Ws,u = ϕs,u(x).

On the event{τs(x) ∈]t,u]}, we still haveϕs,t(x) = x+ e(x)Ws,t andτt(ϕs,t(x)) =
τs(x)≤ u, thus

ϕt,u ◦ϕs,t(x) = εt,uW
+
t,u = εs,uW

+
s,u = ϕs,u(x).

since on the event{τs(x) ∈]t,u]},mins,u = mint,u andW+
s,u =Wu−mins,u =W+

t,u.

On the event{τs(x)≤ t}∩{τt(ϕs,t(x))≤ u},ϕs,t(x) = εs,tW
+
s,t and

ϕt,u ◦ϕs,t(x) = ϕt,u(εs,tW
+
s,t ) = εt,uW

+
t,u = εs,uW

+
s,u = ϕs,u(x)

sinceW+
s,τt (ϕs,t (x))

= 0 and thus mins,u = mint,u which impliesεs,u = εt,u andW+
s,u =

W+
t,u.
On the event{τs(x)≤ t}∩{τt(ϕs,t(x))> u},ϕs,t(x) = εs,tW

+
s,t and

ϕt,u ◦ϕs,t(x) = ϕt,u(εs,tW
+
s,t ) = εs,t(W

+
s,t +Wt,u) = εs,uW

+
s,u = ϕs,u(x).

since in this case mins,u = mins,t which impliesεs,u = εs,t and

W+
s,u =Wu−mins,u

=Wu−Ws+Ws−mins,t

=W+
s,t +Wt,u.

Thus we have, a.s.ϕs,u(x) = ϕt,u ◦ϕs,t(x) which proves the cocyle property forϕ . It
is now easy to check thatϕ is a stochastic flow of mappings in the sense of Definition
4 [5].

Note that(ϕ0,t , t ≥ 0) is anW(α1, · · · ,αN) started at 0 and therefore satisfies
Freidlin-Sheu formula (Theorem 3 [5]). Letf ∈ D(α1, · · · ,αN), then for allt ≥ 0,

f (ϕ0,t) = f (0)+
∫ t

0
f ′(ϕ0,u)dBu+

1
2

∫ t

0
f ′′(ϕ0,u)du a.s.
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whereBt = |ϕ0,t |− L̃t(|ϕ0,.|) andL̃t(|ϕ0,.|) is the symmetric local time at 0 of|ϕ0,.|.
Since|ϕ0,t |=Wt −min0,t , we getBt =Wt . Letx∈ Di \{0} and fi(r) = f (rei), r ≥ 0.
Since limz→0,z∈Di ,z6=0 f ′(z) and limz→0,z∈Di ,z6=0 f ′′(z) exist, we can constructg which
is C2 onR and coincides withfi onR+. By Itô’s formula

g(|x|+Wt) = g(|x|)+
∫ t

0
g′(|x|+Wu)dWu+

1
2

∫ t

0
g′′(|x|+Wu)du a.s.

and so fort 6 τ0(x), we have

f (ϕ0,t(x)) = f (x)+
∫ t

0
f ′(ϕ0,u(x))dWu+

1
2

∫ t

0
f ′′(ϕ0,u(x))du a.s.

Setα = f (0)+
∫ τ0(x)

0 f ′(ϕ0,u)dWu+
1
2

∫ τ0(x)
0 f ′′(ϕ0,u)du= f (ϕ0,τ0(x)) = f (0) since

W+
0,τ0(x)

= 0. Then fort > τ0(x), write

f (ϕ0,t(x)) = f (ϕ0,t ) = α +

∫ t

τ0(x)
f ′(ϕ0,u)dWu+

1
2

∫ t

τ0(x)
f ′′(ϕ0,u)du

= f (0)+
∫ t

τ0(x)
f ′(ϕ0,u(x))dWu+

1
2

∫ t

τ0(x)
f ′′(ϕ0,u(x))du.

But f (x) +
∫ τ0(x)

0 f ′(ϕ0,u(x))dWu +
1
2

∫ τ0(x)
0 f ′′(ϕ0,u(x))du = f (ϕ0,τ0(x)(x)) = f (0)

and so, for allt ≥ 0, f ∈ D(α1, · · · ,αN),x∈ G,

f (ϕ0,t(x)) = f (x)+
∫ t

0
f ′(ϕ0,u(x))dWu+

1
2

∫ t

0
f ′′(ϕ0,u(x))du a.s. (20)

Now, let(ψ ,W) be a any flow of mappings solution of(T). Lemma 6 [5] implies

ψ0,t(x) = x+e(x)W0,t for 0≤ t ≤ τ0,x with τ0,x given by (4). (21)

By considering a sequence(xk)k≥0 converging to∞, this shows thatσ(Wt) ⊂
σ(ψ0,t(y),y ∈ G). Therefore, we can define a Wiener stochastic flowK∗ obtained
by filtering δψ with respect toσ(W) (Lemma 3-2 (ii) in [6]) satisfying:∀s≤ t,x∈
G,K∗

s,t(x) = E[δψs,t (x)|σ(W)] a.s. In particularK∗ solves(T) and sinceKW given
by (3) is the unique Wiener solution of(T), we get:∀s ≤ t,x ∈ G, KW

s,t (x) =
E[δψs,t (x)|σ(W)] a.s. (see Proposition 8 [5]). AsKW

0,t(0) is supported on{W+
0,tei , 1≤

i ≤ N}, we deduce that|ψ0,t(0)|=W+
0,t . Combining this with (21), we see that

inf{r ≥ 0 : ψ0,r(x) = ψ0,r(0)}= τ0,x.

This impliesψ0,r(x) = ψ0,r(0) for all r ≥ τ0,x by applying the following

Lemma 2. For all (x1, · · · ,xn)∈Gn, denote byPx1,··· ,xn the law of(ψ0,.(x1), · · · ,ψ0,.(xn))
in C(R+,Gn). Let T be a finite(Ft) stopping time whereFt = σ(ψ0,u,u ≤
t), t ≥ 0. Then the law of(ψ0,T+.(x1), · · · ,ψ0,T+.(xn)) knowingFT is given by
Pψ0,T (x1),··· ,ψ0,T (xn).
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Note thatW0,. can be recovered out fromW+
0,. and consequentlyψ0,.(x) is a mea-

surable function ofψ0,.(0) for all x ∈ G. Therefore, for all(x1, · · · ,xn) ∈ Gn,
(ψ0,·(x1), · · · ,ψ0,·(xn)) is unique in law sinceψ0,·(0) is a Walsh Brownian motion.
This completes the proof.

3.2.3 The Wiener flow.

Remark thatKW
s,t (x) = E[δϕs,t (x)|σ(W)] which entails thatKW is a stochastic flow of

kernels. By conditioning with respect toσ(W) in (20), we easily see that(KW,W)
solves(T). In order to finish the proof of Theorem 2 and Corollary 1, we need only
check the following lemma (the proof of (6) is similar)

Lemma 3. Under the hypothesis of Proposition 6, we have

sup
t∈[s,s+T]

β (KW
s,t (x),K

n
s,t (

√
nxn))−−−−→

n→ +∞
0 a.s.

Proof. Let g : G−→ R such that‖g‖∞+ sup
x6=y

|g(x)−g(y)|
|x− y| ≤ 1,g(0) = 0. Then,

∣∣∣∣
∫

G
g(y)KW

s,t (x)(dy)−
∫

G
g(y)Kn

s,t(
√

nxn)(dy)

∣∣∣∣ ≤V1,n
s,t +V2,n

s,t

where

V1,n
s,t =

∣∣∣g(xn+e(xn)S
n
s,t)1{⌊nt⌋≤T⌊ns⌋,√nxn}−g(x+e(x)Ws,t)1{t≤τs,x}

∣∣∣ ,

V2,n
s,t =

N

∑
j=1

α j

∣∣∣g(ejW
+
s,t )1{t>τs,x}−g(ejS

+
n,s,t +on)1{⌊nt⌋>T⌊ns⌋,√nxn}

∣∣∣

andon ∈ G is aσ(S) measurable random variable such that|on| ≤ 1√
n, Sn

s,t = Sn
t −

Sn
s, S+n,s,t =

1√
nS+⌊ns⌋,⌊nt⌋. As ⌊x⌋−1≤ x≤ ⌊x⌋+1 for all x∈ R, we get

V1,n
s,t ≤ sup

t∈In,s,x
|xn+e(xn)S

(n)
s,t −x−e(x)Ws,t |+ sup

t∈Jn,s,x

|g(xn+e(xn)S
(n)
s,t )|+ sup

t∈Kn,s,x

|g(x+e(x)Ws,t)|

with In,s,x = [s,τs,x∨ (1
n +

1
nT⌊ns⌋,√nxn

)],

Jn,s,x = [τs,x,(
1
n

T⌊ns⌋,√nxn
+

1
n
)∨ τs,x], Kn,s,x = [τs,x∧ (

1
n

T⌊ns⌋,√nxn
− 1

n
),τs,x].

Using|g(y)| ≤ |y|, we obtain

sup
t∈Jn,s,x

|g(xn+e(xn)S
(n)
s,t )|+ sup

t∈Kn,s,x

|g(x+e(x)Ws,t)| ≤ sup
t∈Jn,s,x

||xn|+S(n)s,t |+ sup
t∈Kn,s,x

||x|+Ws,t |.
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Since lim
n→+∞

1
nT⌊ns⌋,√nxn

= τs,x a.s., the right-hand side converges to 0. By dis-

cussing the casesx= 0,x 6= 0, we easily see that limn→∞ sup
t∈In,s,x

|xn+e(xn)S
(n)
s,t − x−

e(x)Ws,t |= 0 and therefore limn→∞ sup
t∈[s,s+T]

V1,n
s,t = 0. By the same manner, we arrive

at limn→∞ sup
t∈[s,s+T]

V2,n
s,t = 0 which proves the lemma.
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