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THE RELATIVISTIC MEAN-FIELD EQUATIONS OF THE

ATOMIC NUCLEUS

SIMONA ROTA NODARI

Abstract. In nuclear physics, the relativistic mean-field theory describes the
nucleus as a system of Dirac nucleons which interact via meson fields. In a
static case and without nonlinear self-coupling of the σ meson, the relativistic
mean-field equations become a system of Dirac equations where the potential
is given by the meson and photon fields. The aim of this work is to prove the
existence of solutions of these equations. We consider a minimization problem
with constraints that involve negative spectral projectors and we apply the
concentration-compactness lemma to find a minimizer of this problem. We
show that this minimizer is a solution of the relativistic mean-field equations
considered.

1. Introduction

In this paper, we present the first mathematically rigorous result concerning the
existence of solutions of the relativistic mean-field equations of the atomic nucleus
in a static case and without nonlinear self-coupling of the σ meson.

In nuclear physics, the relativistic mean-field RMF theory describes the nucleus
as a system of Dirac nucleons which interact in a relativistic covariant manner via
meson fields. During the last years, the relativistic mean-field theory has received
wide attention due to its successful description of lots of nuclear phenomena. The
relativistic mean-field model is considered to be the relativistic generalization of the
nonrelativistic models such as the Skyrme force or the Gogny force Hartree-Fock
theory, using effective mesonic degrees of freedom rather than instantaneous forces.
The relativistic model describes successfully the single-particle structure of nuclei
as the nonrelativistic ones and provides a natural explanation of some relativistic
effects as the spin-orbit force (see [1],[2],[3],[4]).

The model is formulated on the basis of two approximations, the mean-field and
the no-sea approximation. Thanks to the mean-field approximation, the fields for
the mesons and the photons are treated as classical fields and the nucleons behave as
noninteracting particles moving in these mean fields. This implies that the nucleon
field operator can be expanded in single-particles states ψα (xµ),

ψ =
∑

α

ψα (xµ) âα (1.1)

where âα is the annihilation operator for a nucleon in the state α, while the densities
become simple bilinear sums over the ψα. The no-sea approximation corresponds to
neglecting the vacuum polarization, that means that we have a number of occupied
single-particle orbitals ψα, α = 1, . . . ,Ω, which determines the densities.
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The Lagrangian density of the RMF theory can be written as

L = Lnucleons + Lmesons + Lcoupling . (1.2)

The free Lagrangian for the nucleons is

Lnucleons =

Ω∑

α=1

wαψ̄α(iγ
µ∂µ −mb)ψα (1.3)

where mb denotes the nucleon mass, γµ are the Dirac matrices and wα are occupa-
tion weights, 0 ≤ wα ≤ 1. The Lagrangian for the free meson fields is

Lmesons =
1

2
(∂µσ∂µσ −m2

σσ
2)

−
1

2
(∂µων∂µων −m2

ωω
µωµ)

−
1

2
(∂µRν · ∂µRν −m2

ρR
µ ·Rµ)

−
1

2
∂µAν∂µAν (1.4)

where σ, ωµ and Rµ describe respectively the σ, ω and ρ meson field, and Aµ stands
for the photon field. Moreover, an antisymmetrized derivative is defined via

∂µAν = ∂µAν − ∂νAµ.

We remind that the σ meson is an isoscalar scalar meson which provides a medium
range attractive interaction, the ω meson is an isoscalar vector meson leading to a
short range repulsive interaction, the ρ meson is an isovector vector meson needed
for a better description of isospin-dependent effects in the nuclei, and the photon
describes the electromagnetic interaction.
Finally, the Lagrangian for the coupling is

Lcoupling = −gσσρs − gωω
µρµ − gρR

µ · ρµ − eAµρcµ − U (σ) (1.5)

where U (σ) = 1
3b2σ

3 + 1
4b3σ

4 represents a nonlinear self-coupling of the σ meson.
Note that in Reinhard’s paper [1] the coupling constant for the ρ meson is 2gρ.
The densities are

ρs =

Ω∑

α=1

wαψ̄αψα, (1.6)

ρµ =
Ω∑

α=1

wαψ̄αγµψα, (1.7)

ρµ =

Ω∑

α=1

wαψ̄ατγµψα, (1.8)

ρcµ =

Ω∑

α=1

wαψ̄α
1

2
(1 + τ0)γµψα. (1.9)

We remind that R, ρ and τ are vectors in isospin space and · denotes the vector
product therein.
The model contains as free parameters the meson masses mσ, mω and mρ, as well
as the coupling constants gσ, gω, gρ, b2 and b3. For the nucleon mass mb the free
value is usually employed.
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Most applications of the relativistic mean-field model are concerned with sta-
tionary states; then, like in [1], we want to derive the field equations for the static
case. Moreover, we remark that it is generally true that proton and neutron states
do not mix, that means that the single-particle states are eingenstates of τ0. As a
consequence, only the components with isospin projection 0 appear, i.e. R0µ and
ρ0µ.
Stationarity implies that all time derivatives and also the spatial components of
densities and fields vanish; only the fields σ, ω0, R00 and A0 remain and they
are independent of time. Furthermore, the single-particle wave functions may be
separated as

ψα(x, t) = e−iεαtψα(x) (1.10)

where the εα are the single-particle energies and εα > 0.
Varying the action integral S =

∫
L dx4 with respect to the wave functions and to

the fields with all the above simplifications inserted yields

εαγ0ψα = [−iγ · ∇+mb + gσσ + gωω0γ0 (1.11)

+gρR00γ0τ0 +
1

2
eA0γ0(1 + τ0)

]

ψα,

(−∆+m2
σ)σ + U ′(σ) = −gσρs, (1.12)

(−∆+m2
ω)ω0 = gωρ0, (1.13)

(−∆+m2
ρ)R00 = gρρ00, (1.14)

−∆A0 = eρc0. (1.15)

This set of equations, together with the definition of the densities, constitutes a self-
consistent field problem that can be solved numerically using an iterative scheme
(see [1], [5]).

In this paper, we consider the case without nonlinear self-coupling of the σ meson,
i.e. b2 = b3 = 0, and we choose a fixed occupation, that means that the occupation
weights wα are defined as

wα =

{

1 α = 1, . . . , A

0 otherwise
(1.16)

where A is the nucleon number.
In this case, the equations (1.12-1.15) can be solved explicitly and we obtain

σ = −
gσ
4π

(
e−mσ|·|

| · |
⋆ ρs

)

, (1.17)

ω0 =
gω
4π

(
e−mω|·|

| · |
⋆ ρ0

)

, (1.18)

R00 =
gρ
4π

(
e−mρ|·|

| · |
⋆ ρ00

)

, (1.19)

A0 =
e

4π

(
1

| · |
⋆ ρc0

)

. (1.20)
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Hence, the equation (1.11) becomes

εαψα =

[

H0 − β
g2σ
4π

(
e−mσ|·|

| · |
⋆ ρs

)

+
g2ω
4π

(
e−mω|·|

| · |
⋆ ρ0

)

(1.21)

+τ0
g2ρ
4π

(
e−mρ|·|

| · |
⋆ ρ00

)

+
1

2
(1 + τ0)

e2

4π

(
1

| · |
⋆ ρc0

)]

ψα

where H0 = −iα · ∇+ βmb is the free Dirac operator,

β =

( 1 0
0 −1 ) , αk =

(
0 σk
σk 0

)

for k = 1, 2, 3, with

σ1 =

(
0 1
1 0

)

, σ2 =

(
0 −i
i 0

)

, σ3 =

(
1 0
0 −1

)

.

The operator H0 acts on 4-spinors, i.e. functions ψ ∈ H := L2(R3,C4). It is
self-adjoint on H, with domain H1(R3,C4) and form-domain E := H1/2(R3,C4).
Moreover, it is defined to ensure

H2
0 = −∆+m2

b .

The spectrum of H0 is (−∞,−mb] ∪ [mb,+∞), and the projector associated with
the negative (resp. positive) part of the spectrum of H0 will be denoted by Λ−

(resp. Λ+). Finally, we endow the space E with the norm ‖ψ‖2E := (ψ, |H0|ψ)L2 .
Using the convention τ0 = 1 for the protons and τ0 = −1 for the neutrons, the

densities can be written as

ρs =
A∑

k=1

ψ̄kψk, (1.22)

ρ0 =
A∑

k=1

ψ∗
kψk, (1.23)

ρ00 =

Z∑

k=1

ψ∗
kψk −

A∑

k=Z+1

ψ∗
kψk, (1.24)

ρc0 =

Z∑

k=1

ψ∗
kψk (1.25)

with Z the number of protons, N = A− Z the number of neutrons and ψ̄i = βψ∗
i ;

furthermore, the nonlinear Dirac equations are given by

Hp,Ψψi :=

[

H0 − β
g2σ
4π

(
e−mσ|·|

| · |
⋆ ρs

)

+
g2ω
4π

(
e−mω|·|

| · |
⋆ ρ0

)

(1.26)

+
g2ρ
4π

(
e−mρ|·|

| · |
⋆ ρ00

)

+
e2

4π

(
1

| · |
⋆ ρc0

)]

ψi = εiψi
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if 1 ≤ i ≤ Z, and

Hn,Ψψi :=

[

H0 − β
g2σ
4π

(
e−mσ|·|

| · |
⋆ ρs

)

+
g2ω
4π

(
e−mω|·|

| · |
⋆ ρ0

)

(1.27)

−
g2ρ
4π

(
e−mρ|·|

| · |
⋆ ρ00

)]

ψi = εiψi

if Z + 1 ≤ i ≤ A, with Ψ = (ψ1, . . . , ψZ , ψZ+1, . . . , ψA) and under the constraints
∫

R3 ψ
∗
i ψj = δij for 1 ≤ i, j ≤ Z and for Z + 1 ≤ i, j ≤ A.

In what follows, Vp,Ψ and Vn,Ψ denote the potentials of the nonlinear Dirac equa-
tions, namely Vµ,Ψ = Hµ,Ψ −H0 for µ = p, n.

Note that the scalars εi can be seen as Lagrangemultipliers; indeed, the nonlinear
Dirac equations are the Euler-Lagrange equations of the energy functional

E(Ψ) =
A∑

j=1

∫

R3

ψ∗
jH0ψj −

g2σ
8π

∫ ∫

R3×R3

ρs(x)ρs(y)

|x− y|
e−mσ|x−y| dxdy (1.28)

+
g2ω
8π

∫ ∫

R3×R3

ρ0(x)ρ0(y)

|x− y|
e−mω|x−y| dxdy

+
g2ρ
8π

∫ ∫

R3×R3

ρ00(x)ρ00(y)

|x− y|
e−mρ|x−y| dxdy

+
e2

8π

∫ ∫

R3×R3

ρc0(x)ρ
c
0(y)

|x− y|
dxdy

under the constraints
∫

R3 ψ
∗
i ψj = δij for 1 ≤ i, j ≤ Z and for Z + 1 ≤ i, j ≤ A.

Since this functional is not bounded from below under the constraints
∫

R3 ψ
∗
i ψj =

δij , as in [6] (see also [7]), we introduce the following minimization problem

I = inf

{

E(Ψ);Ψ ∈ (H1/2)A,

∫

R3

ψ∗
i ψj = δij , 1 ≤ i, j ≤ Z,Z + 1 ≤ i, j ≤ A,

Λ−
p,Ψ(ψ1, . . . , ψZ) = 0, Λ−

n,Ψ(ψZ+1, . . . , ψA) = 0
}

(1.29)

together with its extension

I (λ1, . . . , λA) = inf

{

E(Ψ);Ψ ∈ (H1/2)A,

∫

R3

ψ∗
i ψj = λiδij , 1 ≤ i, j ≤ Z,

Z + 1 ≤ i, j ≤ A, Λ−
p,Ψ(ψ1, . . . , ψZ) = 0,

Λ−
n,Ψ(ψZ+1, . . . , ψA) = 0

}

(1.30)

where, for µ = p, n, Λ−
µ,Ψ = χ(−∞,0)(Hµ,Ψ) is the negative spectral projector of the

operator Hµ,Ψ,

Λ−
p,Ψ(ψ1, . . . , ψZ) = (Λ−

p,Ψψ1, . . . ,Λ
−
p,ΨψZ)

and
Λ−
n,Ψ(ψZ+1, . . . , ψA) = (Λ−

n,ΨψZ+1, . . . ,Λ
−
n,ΨψA).

In this paper, we prove that, for gσ, gω, gρ and e sufficiently small, a solution of
the equations (1.26) and (1.27) can be obtained as a solution of the minimization
problem (1.29).

Theorem 1.1. If gσ, gω, gρ and e are sufficiently small, a minimizer of (1.29) is
a solution of the equations (1.26) and (1.27).



6 SIMONA ROTA NODARI

Moreover, the application of the concentration-compactness method ([8],[9]) to
the minimization problem (1.29) yields the following theorem that is our main
result.

Theorem 1.2. If gσ, gω, gρ and e are sufficiently small, any minimizing sequence of
(1.29) is relatively compact up to a translation if and only if the following condition
holds

I < I (λ1, . . . , λA) + I (1− λ1, . . . , 1− λA) (1.31)

for all λk ∈ [0, 1], k = 1, . . . , A, such that
A∑

k=1

λk ∈ (0, A).

In particular, if (1.31) holds, there exists a minimum of (1.29).

This result is relevant both from mathematical and physical point of view since
it provides a condition that ensures the existence of a ground state solution of
the equations (1.26) and (1.27). Furthermore, this is the first result relating
the existence of critical points of a strongly indefinite energy functional to strict
concentration-compactness inequalities.

The condition gσ, gω, gρ and e sufficiently small means that we are in a weakly
relativistic regime. In our proof of the theorems 1.1 and 1.2, this condition is
required for several reasons. First of all, if gσ, gω, gρ and e are sufficiently small, we

can show that Hµ,Ψ is a self-adjoint isomorphism between H1/2 and its dual H−1/2,
whose inverse is bounded independently of Ψ. Moreover, we need this condition to

prove that a minimizing sequence of (1.29) is bounded in
(
H1/2(R3)

)A
. Finally, in

both theorems, we have to apply the implicit function theorem with gσ, gω, gρ and
e as parameters.

In section 2, we introduce some useful properties of the potential Vµ,Ψ and of
the operator Hµ,Ψ for µ = p, n. In section 3, we show how we can apply the
concentration-compactness argument to the minimization problem (1.29). Finally,
in the last section, we prove the theorem 1.1.

2. Properties of the potential Vµ,Ψ

In this section, we describe some useful properties of the potential Vµ,Ψ and we
give a condition on the parameters (gσ, gω, gρ, e,N, Z) which implies that Hµ,Ψ is
a self-adjoint isomorphism and its inverse is bounded independently of Ψ.

Lemma 2.1. For any Ψ ∈
(
H1/2(R3)

)A
,

Vp,Ψ ∈ Lr(R3), 3 < r <∞
Vn,Ψ ∈ Lr(R3), 1 ≤ r <∞.

Proof. The proof of this lemma is an application of Young’s inequality : if f ∈
Lp(R3), g ∈ Lq(R3), then

‖f ⋆ g‖Lr ≤ ‖f‖Lp‖g‖Lq

with 1 + 1
r = 1

p + 1
q , 1 ≤ p, q, r ≤ ∞.

We remark that if Ψ ∈
(
H1/2(R3)

)A
, then ρs, ρ0, ρ00 and ρc0 are in Lp(R3) for

1 ≤ p ≤ 3
2 .

Furthermore, using the definition of the Gamma function, we can show that, for

any λ > 0, e−λ|x|

|x| ∈ Lq(R3) for 1 ≤ q < 3.

Finally, we observe that 1
|x| can be written as 1

|x| = h1(x)+h2(x) with h1 ∈ Lα(R3)
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for 1 ≤ α < 3 and h2 ∈ Lβ(R3) for 3 < β ≤ ∞, where h1(x) = 1
|x| for |x| ≤ 1,

h1(x) = 0 otherwise.
Hence,

Vp,Ψ = −β
g2σ
4π

(
e−mσ|·|

| · |
⋆ ρs

)

+
g2ω
4π

(
e−mω|·|

| · |
⋆ ρ0

)

+
g2ρ
4π

(
e−mρ|·|

| · |
⋆ ρ00

)

︸ ︷︷ ︸

∈L1(R3)
⋂

Lrc (R3)

+
e2

4π
(h1(x) ⋆ ρ

c
0)

︸ ︷︷ ︸

∈L1(R3)
⋂

Lrc (R3)

+
e2

4π
(h2(x) ⋆ ρ

c
0)

︸ ︷︷ ︸

∈Lr(R3), 3<r≤rc

∈ Lr(R3)

for 3 < r ≤ rc with rc =
9−3ε

ε for any ε > 0, and

Vn,Ψ = −β
g2σ
4π

(
e−mσ|·|

| · |
⋆ ρs

)

+
g2ω
4π

(
e−mω|·|

| · |
⋆ ρ0

)

−
g2ρ
4π

(
e−mρ|·|

| · |
⋆ ρ00

)

∈ Lr(R3)

for 1 ≤ r ≤ rc.
�

Lemma 2.2 ([10]). The coulombic potential V (x) = 1
|x| satisfies the following

Hardy-type inequalities:

(ϕ, (µ ⋆ V )ϕ)L2 ≤
1

2

(
π

2
+

2

π

)

(ϕ, |H0|ϕ)L2 , (2.1)

for all ϕ ∈ Λ+(H1/2) ∪ Λ−(H1/2) and for all probability measures µ on R3. More-
over,

(ϕ, (µ ⋆ V )ϕ)L2 ≤
π

2
(ϕ, |H0|ϕ)L2 , ∀ϕ ∈ H1/2, (2.2)

‖(µ ⋆ V )ϕ‖L2 ≤ 2 ‖∇ϕ‖L2 , ∀ϕ ∈ H1. (2.3)

Then, using this lemma and proceeding like in [10] (Lemma 3.1) , we obtain the
following estimates.

Lemma 2.3. Assume that

g2σA+ g2ρ max(Z,N)

4π
<

2

π/2 + 2/π
, (2.4)

g2σA+ g2ωA+ g2ρZ + e2Z

4π
<

2

π/2 + 2/π
, (2.5)

g2σA+ g2ωA+ g2ρN

4π
<

2

π/2 + 2/π
. (2.6)

There is a constant hµ > 0, such that for any Ψ ∈
(
H1/2(R3)

)A
such that

GramL2(Ψ) ≤ 1,
and ψ ∈ H1/2(R3),

hµ‖ψ‖H1/2 ≤ ‖Hµ,Ψψ‖H−1/2 (2.7)

with µ = p, n. In other words, Hµ,Ψ is a self-adjoint isomorphism between H1/2

and its dual H−1/2, whose inverse is bounded independently of Ψ.

Finally, a straightforward application of the inequality (2.3) yields the following
lemma.
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Lemma 2.4. Assume that

dp =
(g2σ + g2ω + g2ρ)A+ e2Z

2π
< 1, (2.8)

dn =
(g2σ + g2ω + g2ρ)A

2π
< 1. (2.9)

For any Ψ ∈
(
H1/2(R3)

)A
such that GramL2(Ψ) ≤ 1,

Vµ,Ψ ≤ d1/2µ |H0| (2.10)

(1− dµ)
1/2|H0| ≤ |Hµ,Ψ| (2.11)

for µ = p, n.

Remark. Our estimates are far from optimal. In particular, we do not give any
condition on mσ, mω and mρ. We can expect that taking into account the meson
masses, one can obtain better estimates.

3. Proof of the theorem 1.2

This theorem is an application of the concentration-compactness argument (see
[8],[9]). Like in [11], if (ψk

1 , . . . , ψ
k
A) is a minimizing sequence of (1.29), then we

apply the lemma below (proved in [8]) with the probability Pk in R3 whose density

is 1
Aρ

k and ρk =
A∑

i=1

|ψk
i |

2.

Lemma 3.1. Let (Pk)k be a sequence of probability measures on RN . Then there
exists a subsequence that we still denote by Pk such that one of the following prop-
erties holds:

i. (compactness up to a translation) ∃yk ∈ RN , ∀ε > 0, ∃R <∞

Pk

(
B
(
yk, R

))
≥ 1− ε;

ii. (vanishing) ∀R <∞

sup
y∈RN

Pk (B (y,R)) −→
k

0;

iii. (dichotomy) ∃α ∈ (0, 1), ∀ε > 0, ∀M < ∞, ∃R0 ≥ M , ∃yk ∈ RN , ∃Rk −→
k

+∞ such that

∣
∣Pk

(
B
(
yk, R0

))
− α

∣
∣ ≤ ε,

∣
∣Pk

(
B
(
yk, Rk

)c)
− (1 − α)

∣
∣ ≤ ε.

In the following subsections, we prove that if the condition (1.31) holds, then we
can rule out dichotomy and vanishing.

First, we make a few preliminary observations; let Ψk = (ψk
1 , . . . , ψ

k
A) be a

minimizing sequence and gσ, gω, gρ and e such that dµ <
4
5 for µ = p, n, then Ψk is

bounded in
(
H1/2(R3)

)A
. Indeed, since Ψk is a minimizing sequence, there exists
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a constant C such that

C ≥ E(Ψk) =
A∑

j=1

(
ψk
j , H0ψ

k
j

)

L2
+

1

2

Z∑

j=1

(
ψk
j , Vp,Ψkψk

j

)

L2

+
1

2

A∑

j=Z+1

(
ψk
j , Vn,Ψkψk

j

)

L2

=

Z∑

j=1

(
ψk
j , Hp,Ψkψk

j

)

L2
+

A∑

j=Z+1

(
ψk
j , Hn,Ψkψk

j

)

L2

−
1

2

Z∑

j=1

(
ψk
j , Vp,Ψkψk

j

)

L2
−

1

2

A∑

j=Z+1

(
ψk
j , Vn,Ψkψk

j

)

L2

Then, using the fact that, for any k ∈ N, ψk
j = Λ+

p,Ψkψ
k
j for 1 ≤ j ≤ Z, ψk

j =

Λ+
n,Ψkψ

k
j for Z + 1 ≤ j ≤ A and the inequalities (2.10) and (2.11), we obtain

C ≥

Z∑

j=1

(
ψk
j , |Hp,Ψk |ψk

j

)

L2
+

A∑

j=Z+1

(
ψk
j , |Hn,Ψk |ψk

j

)

L2

−
1

2

Z∑

j=1

d1/2p

(
ψk
j , |H0|ψ

k
j

)

L2
−

1

2

A∑

j=Z+1

d1/2n

(
ψk
j , |H0|ψ

k
j

)

L2

≥

Z∑

j=1

[

(1− dp)
1/2 −

d
1/2
p

2

]

‖ψk
j ‖

2
H1/2 +

A∑

j=Z+1

[

(1− dn)
1/2 −

d
1/2
n

2

]

‖ψk
j ‖

2
H1/2 .

As a conclusion, if 2(1 − dµ)
1/2 − d

1/2
µ > 0, that means dµ <

4
5 , then ‖Ψk‖2

(H1/2)A

is bounded independently of k and I is bounded from below.

3.1. Dichotomy does not occur. If dichotomy occurs (case iii.), then, roughly
speaking, Ψk = (ψk

1 , . . . , ψ
k
A) can be split into two parts that we denote by Ψk

1 =
(ψk

1,1, . . . , ψ
k
A,1) and Ψk

2 = (ψk
1,2, . . . , ψ

k
A,2). More precisely, let ξ, ζ be cut-off func-

tions: 0 ≤ ξ ≤ 1, 0 ≤ ζ ≤ 1, ξ(x) = 1 if |x| ≤ 1, ξ(x) = 0 if |x| ≥ 2, ζ(x) = 0 if

|x| ≤ 1, ζ(x) = 1 if |x| ≥ 2, ξ, ζ ∈ D(R3) and let ξµ, ζµ denote ξ
(

·
µ

)

, ζ
(

·
µ

)

. We

set

ψk
i,1 = ξR0

(· − yk)ψk
i

ψk
i,2 = ζRk

(· − yk)ψk
i

with Rk −→
k

+∞. We remind that dist
(
supp ψk

i,1, supp ψ
k
i,2

)
−→
k

+∞ and

∥
∥ψk

i −
(
ψk
i,1 + ψk

i,2

)∥
∥
Lp −→

k
0 (3.1)

for 2 ≤ p < 3 (see [8]).
Next, we may assume that

∫

R3 ψ
k∗

i,1ψ
k
j,1 = λiδij ,

∫

R3 ψ
k∗

i,2ψ
k
j,2 = (1 − λi)δij (3.2)

for 1 ≤ i, j ≤ Z, Z + 1 ≤ i, j ≤ A and 0 ≤ λi ≤ 1. In fact, suppose that Ψ̃k is a
minimizing sequence for which the dichotomy case occurs. We remind that E(Ψ) is
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invariant under the transformations of (ψ1, . . . , ψA) of the form

U =

(
Up 0
0 Un

)

where Up (resp. Un) is a Z × Z (resp. N × N) unitary matrix; then, using

this kind of transformations, it is clear that we may diagonalize GramL2(Ψ̃k
1) into

diag(λk1 , . . . , λ
k
A) and GramL2(Ψ̃k

2) into diag(1 − λk1 , . . . , 1 − λkA). In particular,

writing Ψ̃k
1 = (Ψ̃k

p,1, Ψ̃
k
n,1) and Ψ̃k

2 = (Ψ̃k
p,2, Ψ̃

k
n,2), we have

GramL2(Ψ̃k
p,1) = diag(λk1 , . . . , λ

k
Z),

GramL2(Ψ̃k
n,1) = diag(λkZ+1, . . . , λ

k
A),

GramL2(Ψ̃k
p,2) = diag(1 − λk1 , . . . , 1− λkZ),

GramL2(Ψ̃k
n,2) = diag(1− λkZ+1, . . . , 1− λkA)

with 0 ≤ λki ≤ 1 for all k ∈ N. Since {λki }k is a bounded sequence in R, up to a
subsequence λki −→

k
λi with 0 ≤ λi ≤ 1; so, to obtain (3.2), it is enough to consider

a small perturbation of Ψ̃k
1 and Ψ̃k

2 . More precisely, if 0 < λi < 1, we take

ψk
i,1 =

√
λi

λk
i

ψ̃k
i,1 , ψk

i,2 =
√

1−λi

1−λk
i

ψ̃k
i,2 ;

if λi = 0,

ψk
i,1 = 0 , ψk

i,2 =
√

1
1−λk

i

ψ̃k
i,2 ;

if λi = 1,

ψk
i,1 =

√
1
λk
i

ψ̃k
i,1 , ψk

i,2 = 0 .

We remark that Ψk
1 = (ψk

1,1, . . . , ψ
k
A,1) and Ψk

2 = (ψk
1,2, . . . , ψ

k
A,2) do not necessar-

ily satisfy the constraints of I (λ1, . . . , λA) and I (1− λ1, . . . , 1− λA) respectively,
then we proceed as follows.
First, we show that

Λ−
p,Ψk

1

(ψk
1,1, . . . , ψ

k
Z,1) −→

k
0 in

(
H1/2(R3)

)Z
,

Λ−
n,Ψk

1

(ψk
Z+1,1, . . . , ψ

k
A,1) −→

k
0 in

(
H1/2(R3)

)N
,

(3.3)

and

Λ−
p,Ψk

2

(ψk
1,2, . . . , ψ

k
Z,2) −→

k
0 in

(
H1/2(R3)

)Z
,

Λ−
n,Ψk

2

(ψk
Z+1,2, . . . , ψ

k
A,2) −→

k
0 in

(
H1/2(R3)

)N
.

(3.4)

Second, using the implicit function theorem, we construct Φk
1 = (Φk

p,1,Φ
k
n,1),Φ

k
2 =

(Φk
p,2,Φ

k
n,2) ∈

(
H1/2(R3)

)Z
×
(
H1/2(R3)

)N
, small perturbations of Ψk

1 , Ψk
2 in

(
H1/2(R3)

)A
, such that

Λ−
p,Φk

1

Φk
p,1 = 0, Λ−

n,Φk
1

Φk
n,1 = 0, (3.5)

Λ−
p,Φk

2

Φk
p,2 = 0, Λ−

n,Φk
2

Φk
n,2 = 0 (3.6)

and

GramL2(Φk
µ,i) = GramL2(Ψk

µ,i) (3.7)
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for µ = p, n and i = 1, 2.
In conclusion, thanks to the continuity of E in H1/2(R3), we obtain

I = lim
k→∞

E(Ψk) ≥ lim
k→∞

E(Ψk
1) + lim

k→∞
E(Ψk

2)

= lim
k→∞

E(Φk
1) + lim

k→∞

E(Φk
2)

≥ I (λ1, . . . , λA) + I (1− λ1, . . . , 1− λA)

that clearly contradicts (1.31). We remind that the first inequality is obtained by
using the properties of localization of Ψk

1 ,Ψ
k
2 ,∇Ψk

1 and ∇Ψk
2 .

We start by showing that

Λ−
p,Ψk

1

(ψk
1,1, . . . , ψ

k
Z,1) −→

k
0 in

(

H1/2(R3)
)Z

.

Using the formula (see [12])

Λ−
B − Λ−

A =
1

2π

∫ +∞

−∞

[
(A− iη)−1 − (B − iη)−1

]
dη (3.8)

=
1

2π

∫ +∞

−∞

(A− iη)−1(B −A)(B − iη)−1 dη,

we can write

Λ−
p,Ψk

1

ψk
i,1 − Λ−

p,Ψkψ
k
i,1 = (3.9)

=
1

2π

∫ +∞

−∞

(Hp,Ψk − iη)−1(Hp,Ψk
1
−Hp,Ψk)(Hp,Ψk

1
− iη)−1ψk

i,1 dη.

for i = 1, . . . , Z. Hence, if we prove that
∥
∥
∥Λ−

p,Ψkψ
k
i,1

∥
∥
∥
H1/2

−→
k

0

and
∫ +∞

−∞

∥
∥
∥(Hp,Ψk − iη)−1(Hp,Ψk

1
−Hp,Ψk)(Hp,Ψk

1
− iη)−1ψk

i,1

∥
∥
∥
H1/2

dη −→
k

0,

we can conclude that ∥
∥
∥Λ−

p,Ψk
1

ψk
i,1

∥
∥
∥
H1/2

−→
k

0.

First of all, we consider

fk(η) =
∥
∥
∥(Hp,Ψk − iη)−1(Hp,Ψk

1
−Hp,Ψk)(Hp,Ψk

1
− iη)−1ψk

i,1

∥
∥
∥
H1/2

and we prove that, ∀η ∈ R,
fk(η) −→

k
0.

In particular, we decompose the proof of this fact into two lemmas.

Lemma 3.2. Assume that gσ, gω, gρ and e are sufficiently small and let Ψk be a

sequence in
(
H1/2(R3)

)A
such that GramL2(Ψk) ≤ 1, ∀k ∈ N, and

∥
∥Ψk

∥
∥
(Lp)A

is

bounded independently of k for 2 ≤ p ≤ 3. Then for any ϕ ∈ L2(R3) and for any

η ∈ R, there exists a constant ĥp such that

∥
∥(Hp,Ψk − iη)−1ϕ

∥
∥
H1/2 ≤

1

(m2
b + η2)1/4

(

‖ϕ‖L2 +
C

(ĥ2p + η2)1/3
‖ϕ‖L2

)

(3.10)
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with C a constant that does not depend on k.

Proof. First of all, we write

(Hp,Ψk − iη)−1ϕ = χ

ϕ = (Hp,Ψk − iη)χ

ϕ = (H0 − iη)χ+ Vp,Ψkχ

(H0 − iη)−1(ϕ− Vp,Ψkχ) = χ

where Vp,Ψk = Hp,Ψk−H0. It is easy to show that if ϕ ∈ L2(R3), then χ ∈ H1/2(R3);
indeed, there exists a constant hp > 0 such that

‖ϕ‖
2
L2 =

(
(Hp,Ψk − iη)χ, (Hp,Ψk − iη)χ

)

L2 =
∥
∥Hp,Ψkχ

∥
∥
2

L2 + η2 ‖χ‖
2
L2

≥ mbh
2
p ‖χ‖

2
H1/2 + η2 ‖χ‖

2
L2 ≥ m2

bh
2
p ‖χ‖

2
L2 + η2 ‖χ‖

2
L2

thanks to Sobolev embeddings and lemma 2.3.
Next, to have a good estimate of the H1/2-norm, we use its definition and we obtain

‖χ‖2H1/2 =
∥
∥(H0 − iη)−1(ϕ− Vp,Ψkχ)

∥
∥
2

H1/2

=

∫

R3

(m2
b + |p|2)1/2

∣
∣
∣
∣
∣

ϕ̂(p)− V̂p,Ψkχ(p)

Ĥ0(p)− iη

∣
∣
∣
∣
∣

2

dp

≤

∫

R3

(m2
b + |p|2)1/2

Ĥ0(p)2 + η2

(

|ϕ̂(p)|
2
+
∣
∣
∣V̂p,Ψkχ(p)

∣
∣
∣

2
)

dp

=

∫

R3

(m2
b + |p|2)1/2

m2
b + |p|2 + η2

(

|ϕ̂(p)|2 +
∣
∣
∣V̂p,Ψkχ(p)

∣
∣
∣

2
)

dp

≤

∫

R3

(m2
b + |p|2)1/2

(m2
b + |p|2)1/2(m2

b + η2)1/2

(

|ϕ̂(p)|2 +
∣
∣
∣V̂p,Ψkχ(p)

∣
∣
∣

2
)

dp

≤
1

(m2
b + η2)1/2

(

‖ϕ‖
2
L2 +

∥
∥Vp,Ψkχ

∥
∥
2

L2

)

.

To conclude, we have to find an estimate for
∥
∥Vp,Ψkχ

∥
∥
L2 . In particular, we have

∥
∥Vp,Ψkχ

∥
∥
L2 ≤

∥
∥Vp,Ψk

∥
∥
L18 ‖χ‖L9/4 ≤

∥
∥Vp,Ψk

∥
∥
L18 ‖χ‖

2/3
L2 ‖χ‖

1/3
L3

≤ C ‖ϕ‖
1/3
L2

∥
∥(Hp,Ψk − iη)−1ϕ

∥
∥
2/3

L2 ≤
C

(ĥ2p + η2)1/3
‖ϕ‖L2

where ĥp = mbhp and C is a constant that does not depend on k. Hence,

∥
∥(Hp,Ψk − iη)−1ϕ

∥
∥
H1/2 ≤

1

(m2
b + η2)1/4

(

‖ϕ‖L2 +
C

(ĥ2p + η2)1/3
‖ϕ‖L2

)

∀η ∈ R.
�
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Lemma 3.3. Assume that gσ, gω, gρ and e are sufficiently small; let Ψk be a min-
imizing sequence of (1.29) and Ψk

1, Ψ
k
2 defined as above. Then, for i = 1, . . . , Z,

(Hp,Ψk
1
−Hp,Ψk)(Hp,Ψk

1
− iη)−1ψk

i,1
L2

−−→
k

0 ∀η ∈ R. (3.11)

Proof. First of all, we study the behavior of

(Hp,Ψk
1
− iη)−1ψk

i,1

far from yk. In particular, we consider a translation by xk such that |xk−yk| −→
k

∞,

and we analyze

(Hp,Ψk
1
(x̄+xk) − iη)−1ψk

i,1(x̄+ xk) := τk(x̄+ xk);

hence τk is a solution of

(Hp,Ψk
1(x̄+xk) − iη)τk(x̄+ xk) = ψk

i,1(x̄+ xk).

We remark that ∀ϕ ∈ C∞
c (R3)

∫

R3

ψk
i,1(x̄+ xk)ϕ(x̄) dx̄ =

∫

R3

ξR0
(x̄+ (xk − yk))ψk

i (x̄+ xk)ϕ(x̄) dx̄ −→
k

0,

then ψk
i,1(· + xk) converges weakly to zero in H1/2(R3) and, thanks to compact

Sobolev embeddings, there exists a subsequence that converges in Lp
loc for 2 ≤ p < 3.

We still denote by ψk
i,1(·+ xk) this subsequence.

In the same way, we find that (Hp,Ψk
1 (·+xk) − iη)τk(· + xk)

Lp
loc−−−→
k

(H0 − iη)τ∞(·).

Then (H0 − iη)τ∞ = 0, that implies τ∞ = 0.
Hence, we have that ∀ε > 0, ∃∆ > 0 such that ∀R > 0

sup
x∈R3

‖τk‖Lp(B(x,R)rB(yk,∆)) ≤ ε (3.12)

for k sufficiently large and 2 ≤ p < 3.
Now, using (3.12), we can estimate the norm of τk in Lp

(
R3 rB(yk,∆)

)
for 2 <

p < 3. If we denote by Ql the cube in R3, then

‖τk‖p
Lp(R3rB(yk,∆))

=
∑

l∈Z3

‖τk‖p
Lp(QlrB(yk,∆))

≤
∑

l∈Z3

‖τk‖pθ
L2(QlrB(yk,∆))

‖τk‖
p(1−θ)

L3(QlrB(yk,∆))

≤ εpθ
∑

l∈Z3

‖τk‖
p(1−θ)
L3(Ql)

≤ εpθCp(1−θ)‖τk‖
p(1−θ)

H1/2(R3)

≤ εpθC̃p(1−θ)

for 0 < θ < 1 such that 1
p = θ

2 + 1−θ
3 thanks to the interpolation inequality and

Sobolev embeddings.
Hence, ∀ε > 0, ∃∆ > 0, such that

‖τk‖Lp(R3rB(yk,∆)) ≤ ε (3.13)
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for k sufficiently large and 2 < p < 3.
Second, we consider the potential

W k := Hp,Ψk
1
−Hp,Ψk =



−β
g2σ
4π

A∑

j=1

(
e−mσ|·|

| · |
⋆
(
ψ̄k
j,1ψ

k
j,1 − ψ̄k

j ψ
k
j

)
)

+
g2ω
4π

A∑

j=1

(
e−mω|·|

| · |
⋆
(∣
∣ψk

j,1

∣
∣
2
−
∣
∣ψk

j

∣
∣
2
))

+
g2ρ
4π

Z∑

j=1

(
e−mρ|·|

| · |
⋆
(∣
∣ψk

j,1

∣
∣
2
−
∣
∣ψk

j

∣
∣
2
))

−
g2ρ
4π

A∑

j=Z+1

(
e−mρ|·|

| · |
⋆
(∣
∣ψk

j,1

∣
∣
2
−
∣
∣ψk

j

∣
∣
2
))

+
e2

4π

Z∑

j=1

(
1

| · |
⋆
(∣
∣ψk

j,1

∣
∣
2
−
∣
∣ψk

j

∣
∣
2
))


 (3.14)

and we estimate the L7-norm of W k in Bk
∆ := B(yk,∆). Using (3.1) and the

definitions of ψk
j,1 and ψk

j,2, we obtain, for 1 ≤ p < 3
2 ,

∥
∥ψ̄k

j,1ψ
k
j,1 − ψ̄k

j ψ
k
j

∥
∥
Lp(Bk

∆
)

≤
∥
∥ψ̄k

j,1ψ
k
j,1 − (ψ̄k

j,1 + ψ̄k
j,2)(ψ

k
j,1 + ψk

j,2)
∥
∥
Lp(Bk

∆
)

+C
∥
∥ψk

j,1 + ψk
j,2 − ψk

j

∥
∥
L2p(R3)

−→
k

0

and, in the same way,
∥
∥
∥

∣
∣ψk

j,1

∣
∣
2
−
∣
∣ψk

j

∣
∣
2
∥
∥
∥
Lp(Bk

∆
)

≤
∥
∥
∥

∣
∣ψk

j,1

∣
∣
2
−
∣
∣(ψk

j,1 + ψk
j,2)
∣
∣
2
∥
∥
∥
Lp(Bk

∆
)

+C
∥
∥ψk

j,1 + ψk
j,2 − ψk

j

∥
∥
L2p(R3)

−→
k

0.

Next, we remark that this potential contains three types of terms; for the first one,
we have

∥
∥
∥
∥

e−mσ|·|

| · |
⋆
(
ψ̄k
j,1ψ

k
j,1 − ψ̄k

j ψ
k
j

)
∥
∥
∥
∥
L7(Bk

∆
)

≤

∥
∥
∥
∥

e−mσ|·|

| · |

∥
∥
∥
∥
L35/12(Bk

∆
)

∥
∥
(
ψ̄k
j,1ψ

k
j,1 − ψ̄k

j ψ
k
j

)∥
∥
L5/4(Bk

∆
)
−→
k

0.

Similarly, for the second type of terms, we obtain
∥
∥
∥
∥

e−mω|·|

| · |
⋆
(∣
∣ψk

j,1

∣
∣
2
−
∣
∣ψk

j

∣
∣
2
)
∥
∥
∥
∥
L7(Bk

∆
)

≤

∥
∥
∥
∥

e−mω|·|

| · |

∥
∥
∥
∥
L35/12(Bk

∆
)

∥
∥
∥

(∣
∣ψk

j,1

∣
∣
2
−
∣
∣ψk

j

∣
∣
2
)∥
∥
∥
L5/4(Bk

∆
)
−→
k

0.

For the last term, we remind that 1
|x| can be written as 1

|x| = h1(x) + h2(x) with

h1 ∈ L35/12(R3) and h2 ∈ L7(R3), where h1(x) = 1
|x| for |x| ≤ 1, h1(x) = 0



THE RELATIVISTIC MEAN-FIELD EQUATIONS OF THE ATOMIC NUCLEUS 15

otherwise. Then
∥
∥
∥
∥

1

| · |
⋆
(∣
∣ψk

j,1

∣
∣
2
−
∣
∣ψk

j

∣
∣
2
)
∥
∥
∥
∥
L7(Bk

∆
)

≤ ‖h1‖L35/12(Bk
∆
)

∥
∥
∥

(∣
∣ψk

j,1

∣
∣
2
−
∣
∣ψk

j

∣
∣
2
)∥
∥
∥
L5/4(Bk

∆
)

+ ‖h2‖L7(Bk
∆
)

∥
∥
∥

(∣
∣ψk

j,1

∣
∣
2
−
∣
∣ψk

j

∣
∣
2
)∥
∥
∥
L1(Bk

∆
)
−→
k

0.

Finally,

‖W k‖L7(B(yk,∆)) −→
k

0. (3.15)

In conclusion, using (3.13) and (3.15), we obtain

∥
∥
∥(Hp,Ψk

1
−Hp,Ψk)(Hp,Ψk

1
− iη)−1ψk

i,1

∥
∥
∥

2

L2(R3)
=
∥
∥W kτk

∥
∥
2

L2(R3)

≤
∥
∥W kτk

∥
∥
2

L2(B(yk,∆))
+
∥
∥W kτk

∥
∥
2

L2(R3rB(yk,∆))

≤
∥
∥W k

∥
∥
2

L7(B(yk,∆))

∥
∥τk

∥
∥
2

L14/5(R3)
+
∥
∥W k

∥
∥
2

L7(R3)

∥
∥τk

∥
∥
2

L14/5(R3rB(yk,∆))
−→
k

0.

�

Hence, if we apply the lemma 3.2 to ϕ = (Hp,Ψk
1
−Hp,Ψk)(Hp,Ψk

1
− iη)−1ψk

i,1 and

we use the result of lemma 3.3, we can conclude that
∥
∥
∥(Hp,Ψk − iη)−1(Hp,Ψk

1
−Hp,Ψk)(Hp,Ψk

1
− iη)−1ψk

i,1

∥
∥
∥
H1/2

−→
k

0 (3.16)

for all η ∈ R.

Finally, to prove that
∫ +∞

−∞
fk(η) dη → 0 as k → ∞, we use the Lebesgue’s domi-

nated convergence theorem.
Indeed, the sequence fk converges to f = 0 for all η ∈ R and is dominated by an
integrable function g. In particular, using lemma 3.2 and its proof, we remark that,
∀k ∈ N,

∣
∣fk(η)

∣
∣ ≤

1

(m2
b + η2)1/4

(

1 +
C

(ĥ2p + η2)1/3

)
∥
∥
∥W k(Hp,Ψk

1
− iη)−1ψk

i,1

∥
∥
∥
L2

≤
C̃

(m2
b + η2)1/4(ĥ2p + η2)1/3

(

1 +
C

(ĥ2p + η2)1/3

)

∥
∥ψk

i,1

∥
∥
L2

:= g(η)

≤
C̃

(m2
b + η2)1/4(ĥ2p + η2)1/3

(

1 +
C

(ĥ2p + η2)1/3

)

:= g(η)

and g(η) ∈ L1(R). Then
∫ +∞

−∞

fk(η) dη −→
k

0.

Now, to prove that Λ−
p,Ψkψ

k
i,1 = Λ−

p,ΨkξR0
(· − yk)ψk

i converges to 0 in H1/2(R3),

we give an estimate on the commutator
[

Λ−
p,Ψk , ξR0

(· − yk)
]

. Writing ξR0,yk(·) =
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ξR0
(· − yk) and using Cauchy’s formula, we infer

[

Λ−
p,Ψk , ξR0,yk

]

= −
1

2π

∫ +∞

−∞

1

Hp,Ψk + iη
ξR0,yk − ξR0,yk

1

Hp,Ψk + iη
dη

= −
1

2π

∫ +∞

−∞

1

Hp,Ψk + iη

[
ξR0,yk , Hp,Ψk + iη

] 1

Hp,Ψk + iη
dη

= −
i

2π

∫ +∞

−∞

1

Hp,Ψk + iη
α · ∇ξR0,yk

1

Hp,Ψk + iη
dη.

Hence,

∥
∥
∥

[

Λ−
p,Ψk , ξR0,yk

]

ψk
i

∥
∥
∥
H1/2

≤ C1

∫ +∞

−∞

∥
∥∇ξR0,yk

∥
∥
L18

(m2
b + η2)1/4(ĥ2p + η2)1/3

dη

+C2

∫ +∞

−∞

∥
∥∇ξR0,yk

∥
∥
L18

(m2
b + η2)1/4(ĥ2p + η2)1/3(ĥ2p + η2)1/3

dη

≤
C

Rδ
0

with δ > 0. Then, choosing R0 large enough, we obtain

∥
∥
∥

[

Λ−
p,Ψk , ξR0,yk

]

ψk
i

∥
∥
∥
H1/2

≤ ε

and, since Λ−
p,Ψkψ

k
i,1 =

[

Λ−
p,Ψk , ξR0,yk

]

ψk
i + ξR0,ykΛ−

p,Ψkψ
k
i and Λ−

p,Ψkψ
k
i = 0, we

conclude that

Λ−
p,Ψk

1

(ψk
1,1, . . . , ψ

k
Z,1) −→

k
0

in
(
H1/2(R3)

)Z
.

Moreover, with the same arguments used above, we prove that

Λ−
n,Ψk

1

(ψk
Z+1,1, . . . , ψ

k
A,1) −→

k
0

in
(
H1/2(R3)

)N
.

Furthermore, to show that

Λ−
p,Ψk

2

(ψk
1,2, . . . , ψ

k
Z,2) −→

k
0 and Λ−

n,Ψk
2

(ψk
Z+1,2, . . . , ψ

k
A,2) −→

k
0

in
(
H1/2(R3)

)Z
and

(
H1/2(R3)

)N
respectively, we can proceed as before; only the

proof of

(Hp,Ψk
2
−Hp,Ψk)(Hp,Ψk

2
− iη)−1ψk

i,1
L2

−−→
k

0, ∀η ∈ R, (3.17)

is slightly different. In this case,

‖Hp,Ψk
2
−Hp,Ψk‖L7(R3rB(yk,2R0)) −→k

0
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thanks to the localization property of ψk
i,1 and (Hp,Ψk

2
−iη)−1ψk

i,2 converges strongly

to zero in Lp(B(yk, 2R0)) for 2 < p < 3. In conclusion,

∥
∥
∥(Hp,Ψk

2
−Hp,Ψk)(Hp,Ψk

2
− iη)−1ψk

i,2

∥
∥
∥

2

L2(R3)

≤ C1

∥
∥
∥(Hp,Ψk

2
− iη)−1ψk

i,2

∥
∥
∥

2

L14/5(B(yk,2R0))

+C2

∥
∥
∥(Hp,Ψk

2
−Hp,Ψk)

∥
∥
∥

2

L7(R3rB(yk,2R0))
−→
k

0.

Now, we want to construct Φk
1 = (Φk

p,1,Φ
k
n,1),Φ

k
2 = (Φk

p,2,Φ
k
n,2) ∈

(
H1/2(R3)

)Z
×

(
H1/2(R3)

)N
, small perturbations of Ψk

1 ,Ψ
k
2 in

(
H1/2(R3)

)A
, that satisfy the con-

straints of I (λ1, . . . , λA) and I (1− λ1, . . . , 1− λA) respectively. For this purpose,
we use the following lemma and his corollary.

Lemma 3.4. Take Ψ = (Ψp,Ψn) ∈
(
H1/2(R3)

)Z
×
(
H1/2(R3)

)N
such that

i. GramL2 (Ψp) := Gp ≤ 1Z and GramL2 (Ψn) := Gn ≤ 1N are invertible
matrices;

ii.
∥
∥
∥Λ−

p,ΨΨp

∥
∥
∥
(H1/2)Z

≤ δ̃
∥
∥
∥Λ−

n,ΨΨn

∥
∥
∥
(H1/2)N

≤ δ̃

for δ̃ > 0 small enough.

If gσ, gω, gρ and e are sufficiently small, there exists Φ = (Φp,Φn) ∈
(
H1/2(R3)

)Z
×

(
H1/2(R3)

)N
such that

Λ−
p,ΦΦp = 0, (3.18)

Λ−
n,ΦΦn = 0. (3.19)

Moreover,

GramL2 (Φp) = Gp, (3.20)

GramL2 (Φn) = Gn. (3.21)

Corollary 3.5. Take Ψk = (Ψk
p,Ψ

k
n) ∈

(
H1/2(R3)

)Z
×
(
H1/2(R3)

)N
a sequence of

functions bounded in
(
H1/2(R3)

)A
such that

i. GramL2

(
Ψk

p

)
:= Gp ≤ 1Z and GramL2

(
Ψk

n

)
:= Gn ≤ 1N are invertible

matrices that do not depend on k for any k ∈ N;
ii.

∥
∥
∥Λ−

p,ΨkΨ
k
p

∥
∥
∥
(H1/2)Z

−→
k

0
∥
∥
∥Λ−

n,ΨkΨ
k
n

∥
∥
∥
(H1/2)N

−→
k

0.

If gσ, gω, gρ and e are sufficiently small, there is a constant k0 ∈ N such that, for

any k ≥ k0, there exists Φk = (Φk
p,Φ

k
n) ∈

(
H1/2(R3)

)Z
×
(
H1/2(R3)

)N
with the

following properties:
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a.

Λ−
p,ΦkΦ

k
p = 0, (3.22)

Λ−
n,ΦkΦ

k
n = 0. (3.23)

b.
∥
∥Φk

p −Ψk
p

∥
∥
(H1/2)Z

−→
k

0, (3.24)
∥
∥Φk

n −Ψk
n

∥
∥
(H1/2)N

−→
k

0. (3.25)

c.

GramL2

(
Φk

p

)
= Gp, (3.26)

GramL2

(
Φk

n

)
= Gn. (3.27)

Proof of lemma 3.4. Given an M ×M matrix B = (bij), we denote Φ •B the right

action of B on Φ = (ϕ1, . . . , ϕM ) ∈
(
L2(R3)

)M
. More precisely,

(Φ •B) :=

(
M∑

i=1

bi1ϕi, . . . ,

M∑

i=1

biMϕi

)

and, by straightforward calculation, we obtain

GramL2(Φ •B) = B∗GramL2(Φ)B

where B∗ denotes the conjugate transpose of B.
First of all, for µ = p, n, we consider

Ψ̃µ = Ψµ •G−1/2
µ (3.28)

and we observe that

GramL2

(

Ψ̃p

)

= 1Z ,

GramL2

(

Ψ̃n

)

= 1N .

Second, we define

Φ̃+
p = Λ+

p,ΨΨ̃p •
[

GramL2

(

Λ+
p,ΨΨ̃p

)]−1/2

∈
(

Λ+
p,ΨH

1/2
)Z

, (3.29)

Φ̃+
n = Λ+

n,ΨΨ̃n •
[

GramL2

(

Λ+
n,ΨΨ̃n

)]−1/2

∈
(

Λ+
n,ΨH

1/2
)N

. (3.30)

Remark that GramL2

(

Λ+
p,ΨΨ̃p

)

and GramL2

(

Λ+
n,ΨΨ̃n

)

are invertible matrices

thanks to the hypothesis ii. of the lemma.

Next, we look for
(

Φ̃−
p , Φ̃

−
n

)

∈
(

Λ−
p,ΨH

1/2
)Z

×
(

Λ−
n,ΨH

1/2
)N

such that, taking

Φp = lΦ̃+
p
(Φ̃−

p ) •G
1/2
p

Φn = lΦ̃+
n
(Φ̃−

n ) •G
1/2
n ,

we have

Λ−
p,ΨΛ

−
p,ΦΦp = 0, (3.31)

Λ−
n,ΨΛ

−
n,ΦΦn = 0, (3.32)
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with Φ = (Φp,Φn) and lΦ̃+
p
, lΦ̃+

n
defined by

lΦ̃+
µ
(Φ̃−

µ ) :=
(

Φ̃+
µ + Φ̃−

µ

)

•
[

GramL2

(

Φ̃+
µ + Φ̃−

µ

)]−1/2

for µ = p, n.

We observe that lΦ̃+
p
and lΦ̃+

n
are smooth maps from

(

Λ−
p,ΨH

1/2
)Z

to
(
H1/2

)Z
and

from
(

Λ−
n,ΨH

1/2
)N

to
(
H1/2

)N
respectively; furthermore,

GramL2 (Φp) = Gp,

GramL2 (Φn) = Gn.

Now, to prove the existence of Φ̃−
p and Φ̃−

n , we apply the implicit function theorem.

We remark that the equations (3.31) and (3.32) can be written as F (g, Φ̃−
p , Φ̃

−
n ) = 0

where F is a nonlinear C1 operator and g = (gσ, gω, gρ, e). In particular,

Λ−
µ,ΨΛ

−
µ,ΦΦµ =

Λ−
µ,ΨΦµ + Λ−

µ,Ψ

(
1

2π

∫ +∞

−∞

(Hµ,Ψ − iη)−1(Hµ,Φ −Hµ,Ψ)(Hµ,Φ − iη)−1Φµ dη

)

and

Λ−
µ,ΨΦµ = Λ−

µ,Ψ

(

Φ̃+
µ + Φ̃−

µ

)

•
[1+GramL2

(

Φ̃−
µ

)]−1/2

•G1/2
µ

= Φ̃−
µ •

[1+GramL2

(

Φ̃−
µ

)]−1/2

•G1/2
µ .

Hence, we define

F (g, Φ̃−
p , Φ̃

−
n ) =

(

Fp(g, Φ̃
−
p , Φ̃

−
n )

Fn(g, Φ̃
−
p , Φ̃

−
n )

)

where

Fp(g, Φ̃
−
p , Φ̃

−
n ) = Φ̃−

p •
[1+GramL2

(

Φ̃−
p

)]−1/2

•G1/2
p +Kp(g, Φ̃

−
p , Φ̃

−
n ), (3.33)

Fn(g, Φ̃
−
p , Φ̃

−
n ) = Φ̃−

n •
[1+GramL2

(

Φ̃−
n

)]−1/2

•G1/2
n +Kn(g, Φ̃

−
p , Φ̃

−
n ) (3.34)

and

Kµ(g, Φ̃
−
p , Φ̃

−
n ) = Λ−

µ,Ψ

1

2π

∫ +∞

−∞

(Hµ,Ψ − iη)−1(Hµ,Φ −Hµ,Ψ)(Hµ,Φ − iη)−1Φµ dη

for µ = p, n.
Using the definitions (1.26) and (1.27), we obtain

Kp(0, Φ̃
−
p , Φ̃

−
n ) = Kn(0, Φ̃

−
p , Φ̃

−
n ) = 0,

and then F (0, 0, 0) = 0.
Now, to apply the implicit function theorem, we have to check that

F : R4 ×
(

Λ−
p,ΨH

1/2
)Z

×
(

Λ−
n,ΨH

1/2
)N

→
(

Λ−
p,ΨH

1/2
)Z

×
(

Λ−
n,ΨH

1/2
)N
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is a C1 operator and D2F (0, 0, 0) := FΦ̃−
p ,Φ̃−

n
(0, 0, 0) is an isomorphism. We remark

that

D2F (0, 0, 0)(χ, τ) =

(

χ •G
1/2
p

τ •G
1/2
n

)

, (3.35)

and then it is an isomorphism, since G
1/2
p and G

1/2
n are invertible matrices.

Proceeding as above, we can easily show that F is well defined in
(

Λ−
p,ΨH

1/2
)Z

×
(

Λ−
n,ΨH

1/2
)N

.

Next, we have to prove that F (g, Φ̃−
p , Φ̃

−
n ) is C

1; by classical arguments, it is enough

to show that for (χ, τ) ∈
(

Λ−
p,ΨH

1/2
)Z

×
(

Λ−
n,ΨH

1/2
)N

∂Fp(g, Φ̃
−
p , Φ̃

−
n )

∂Φ̃−
p

χ ∈
(

Λ−
p,ΨH

1/2
)Z

,

∂Fp(g, Φ̃
−
p , Φ̃

−
n )

∂Φ̃−
n

τ ∈
(

Λ−
p,ΨH

1/2
)Z

,

∂Fn(g, Φ̃
−
p , Φ̃

−
n )

∂Φ̃−
p

χ ∈
(

Λ−
n,ΨH

1/2
)N

,

∂Fn(g, Φ̃
−
p , Φ̃

−
n )

∂Φ̃−
n

τ ∈
(

Λ−
n,ΨH

1/2
)N

,

and we leave the details of this part to the reader.
Then, applying the implicit function theorem, we conclude that there exist U ⊂ R4,

Vp ⊂
(

Λ−
p,ΨH

1/2
)Z

and Vn ⊂
(

Λ−
n,ΨH

1/2
)N

neighborhoods of 0, and a unique

continuously differentiable function f : U → Vp ×Vn such that F (g, f(g)) = 0; that

means that for gσ, gω, gρ, e sufficiently small, there exists (Φ̃−
p , Φ̃

−
n ) ∈ Vp × Vn such

that

Λ−
p,ΨΛ

−
p,ΦΦp = 0,

Λ−
n,ΨΛ

−
n,ΦΦn = 0.

In particular, U = B̄(0, γ), Vp = B̄(0, η) and Vn = B̄(0, η) with γ, η > 0 and from
the proof of the implicit function theorem, we know that, fixed η, we can choose
γ such that f : U → Vp × Vn. Then we take η and γ such that D2F (g, χ, τ) is
invertible ∀(g, χ, τ) ∈ U × Vp × Vn.

Now, we denote Bp :=
[

GramL2

(

Λ+
p,ΨΨ̃p

)]1/2

and we remark that

Ψ̃p = Λ+
p,ΨΨ̃p + Λ−

p,ΨΨ̃p

= Φ̃+
p •Bp + Λ−

p,ΨΨ̃p.

So we may write

Ψ̃p •B
−1
p = Φ̃+

p + Λ−
p,ΨΨ̃p •B

−1
p .

As a consequence,

lΦ̃+
p
(Λ−

p,ΨΨ̃p •B
−1
p ) = (Ψ̃p •B

−1
p ) •

[

GramL2

(

Ψ̃p •B
−1
p

)]−1/2

.
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We can easily compute

GramL2(Ψ̃p •B
−1
p ) = (B∗

p)
−1GramL2(Ψ̃p)B

−1
p = (BpB

∗
p)

−1

where B∗
p denotes the conjugate transpose of Bp. Since Bp is hermitian,

GramL2(Ψ̃p •B
−1
p ) = (B2

p)
−1 = (B−1

p )2,

lΦ̃+
p
(Λ−

p,ΨΨ̃p •B
−1
p ) = (Ψ̃p •B

−1
p ) • (B2

p)
1/2 = Ψ̃p

and

lΦ̃+
p
(Λ−

p,ΨΨ̃p •B
−1
p ) •G1/2

p = Ψp.

Hence

‖Φp −Ψp‖(H1/2)Z =
∥
∥
∥

[

lΦ̃+
p
(Φ̃−

p )− lΦ̃+
p
(Ψ̃−

p •B−1
p )
]

•G1/2
p

∥
∥
∥
(H1/2)Z

(3.36)

with Ψ̃−
p = Λ−

p,ΨΨ̃p. In the same way,

‖Φn −Ψn‖(H1/2)N =
∥
∥
∥

[

lΦ̃+
n
(Φ̃−

n )− lΦ̃+
n
(Ψ̃−

n •B−1
n )
]

•G1/2
n

∥
∥
∥
(H1/2)N

(3.37)

with Ψ̃−
n = Λ−

n,ΨΨ̃n and Bn :=
[

GramL2

(

Λ+
n,ΨΨ̃n

)]1/2

.

We remind that the maps lΦ̃+
p
and lΦ̃+

n
are smooth; then, to have an estimation of

the norms (3.36) and (3.37), it is enough to estimate
∥
∥
∥Φ̃−

p − Ψ̃−
p •B−1

p

∥
∥
∥
(H1/2)Z

and
∥
∥
∥Φ̃−

n − Ψ̃−
n •B−1

n

∥
∥
∥
(H1/2)N

.

Indeed, ∀ε > 0, ∃δp, δn > 0 such that
∥
∥
∥Φ̃−

p − Ψ̃−
p •B−1

p

∥
∥
∥
(H1/2)Z

≤ δp ⇒
∥
∥
∥lΦ̃+

p
(Φ̃−

p )− lΦ̃+
p
(Ψ̃−

p •B−1
p )
∥
∥
∥
(H1/2)Z

≤ ε

and
∥
∥
∥Φ̃−

n − Ψ̃−
n •B−1

n

∥
∥
∥
(H1/2)N

≤ δn ⇒
∥
∥
∥lΦ̃+

n
(Φ̃−

n )− lΦ̃+
n
(Ψ̃−

n •B−1
n )
∥
∥
∥
(H1/2)N

≤ ε.

Now, for δ̃ small enough, (Ψ̃−
p •B−1

p , Ψ̃−
n •B−1

n ) ∈ Vp×Vn; then F (g, Ψ̃
−
p •B−1

p , Ψ̃−
n •

B−1
n ) is differentiable and D2F (g, Ψ̃

−
p •B−1

p , Ψ̃−
n •B−1

n ) := Q is invertible ∀g ∈ U .
Using this fact, we can write

F (g, Φ̃−
p , Φ̃

−
n ) = F (g, Ψ̃−

p •B−1
p , Ψ̃−

n •B−1
n ) +Q(Φ̃− − Ψ̃− •B−1) + u(g, Φ̃−

p , Φ̃
−
n )

with

Φ̃− = (Φ̃−
p , Φ̃

−
n ) = f(g), Ψ̃− = (Ψ̃−

p , Ψ̃
−
n ), B =

(
Bp 0
0 Bn

)

and

lim
y→Ψ̃−•B−1

‖u(g, y)‖(H1/2)A
∥
∥
∥y − Ψ̃− •B−1

∥
∥
∥
(H1/2)A

= 0, (3.38)

and this implies

(Φ̃− − Ψ̃− •B−1) = −Q−1F (g, Ψ̃−
p •B−1

p , Ψ̃−
n •B−1

n )−Q−1u(g, Φ̃−
p , Φ̃

−
n ).

Moreover, thanks to (3.38), we know that there exists δ̄ > 0, such that

‖u(g, y)‖(H1/2)A ≤
1

2‖Q−1‖

∥
∥
∥y − Ψ̃− •B−1

∥
∥
∥
(H1/2)A
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if
∥
∥
∥y − Ψ̃− •B−1

∥
∥
∥
(H1/2)A

≤ δ̄.

Then, choosing η ≤ δ̄
2 , we have

∥
∥
∥Φ̃− − Ψ̃− •B−1

∥
∥
∥
(H1/2)A

≤ ‖Q−1‖
∥
∥
∥F (g, Ψ̃−

p •B−1
p , Ψ̃−

n •B−1
n )
∥
∥
∥
(H1/2)A

+
1

2

∥
∥
∥Φ̃− − Ψ̃− •B−1

∥
∥
∥
(H1/2)A

and
∥
∥
∥Φ̃− − Ψ̃− •B−1

∥
∥
∥
(H1/2)A

≤ C

∥
∥
∥
∥

(
Λ−
p,ΨΨp

Λ−
n,ΨΨn

)∥
∥
∥
∥
(H1/2)A

≤ Cδ̃. (3.39)

Finally, choosing δ̃ ≤
min(δp,δn)

C , we obtain

‖Φp −Ψp‖(H1/2)Z ≤ ε (3.40)

and
‖Φn −Ψn‖(H1/2)N ≤ ε. (3.41)

To conclude the proof of the lemma, we have to show that

Λ−
p,Ψ : ImΛ−

p,Φ → ImΛ−
p,Ψ

Λ−
n,Ψ : ImΛ−

n,Φ → ImΛ−
n,Ψ

are one-to-one operators. We remark that
∥
∥
∥Λ−

p,ΦΛ
−
p,Ψ − IImΛ−

p,Φ

∥
∥
∥ =

∥
∥
∥Λ−

p,ΦΛ
−
p,Ψ − Λ−

p,Φ

∥
∥
∥ =

∥
∥
∥Λ−

p,Φ

(

Λ−
p,Ψ − Λ−

p,Φ

)∥
∥
∥

≤
∥
∥
∥Λ−

p,Φ

∥
∥
∥

∥
∥
∥Λ−

p,Ψ − Λ−
p,Φ

∥
∥
∥ ≤

∥
∥
∥Λ−

p,Ψ − Λ−
p,Φ

∥
∥
∥ < 1.

As a consequence, Λ−
p,ΦΛ

−
p,Ψ is an invertible operator and Λ−

p,Ψ is one-to-one from

ImΛ−
p,Φ into ImΛ−

p,Ψ. In the same way, we can prove that Λ−
n,Ψ is one-to-one from

ImΛ−
n,Φ into ImΛ−

n,Ψ.
In conclusion,

Λ−
p,ΦΦp = 0,

Λ−
n,ΦΦn = 0.

�

Proof of corollary 3.5. To prove this corollary, we apply the lemma 3.4 to Ψk for
any k ∈ N and, to obtain (3.24) and (3.25), we use the inequalities (3.36), (3.37)
and (3.39).

�

Now, using the corollary 3.5, we can conclude that if gσ, gω, gρ and e are suf-
ficiently small, there is a constant k0 ∈ N such that, for any k ≥ k0, there exists

Φk
1 = (Φk

p,1,Φ
k
n,1) ∈

(
H1/2(R3)

)Z
×
(
H1/2(R3)

)N
with the following properties:

i.

Λ−
p,Φk

1

Φk
p,1 = 0, (3.42)

Λ−
n,Φk

1

Φk
n,1 = 0. (3.43)
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ii.
∥
∥Φk

p,1 −Ψk
p,1

∥
∥
(H1/2)Z

−→
k

0, (3.44)
∥
∥Φk

n,1 −Ψk
n,1

∥
∥
(H1/2)N

−→
k

0. (3.45)

iii. For 1 ≤ i, j ≤ Z, Z + 1 ≤ i, j ≤ A,
∫

R3

φk
∗

i,1φ
k
j,1 = λiδij . (3.46)

In particular, if

GramL2

(
Ψk

p,1

)
= diag(λ1, . . . , λZ) and GramL2

(
Ψk

n,1

)
= diag(λZ+1, . . . , λA)

are invertible matrices, we apply the corollary 3.5 to Ψk
1 .

On the other hand, if GramL2

(
Ψk

p,1

)
or GramL2

(
Ψk

n,1

)
is not an invertible matrix;

then there exists i ∈ {1, . . . , A} such that λi = 0. As a consequence, ψk
i,1 = 0 for

any k ∈ N.
We assume, without loss of generality, that λi = 0 for 1 ≤ i < rp, Z + 1 ≤ i < rn
and λi 6= 0 for rp ≤ i ≤ Z, rn ≤ i ≤ A, and we denote Ψ̂k

p,1 = (ψk
rp,1, . . . , ψ

k
Z,1) and

Ψ̂k
n,1 = (ψk

rn,1, . . . , ψ
k
A,1). Since

GramL2

(

Ψ̂k
p,1

)

= diag(λrp , . . . , λZ) and GramL2

(

Ψ̂k
n,1

)

= diag(λrn , . . . , λA)

are invertible matrices, we can apply the corollary 3.5 to Ψ̂k
1 = (Ψ̂k

p,1, Ψ̂
k
n,1) to

obtain, for any k ≥ k0, Φ̂
k
1 = (Φ̂k

p,1, Φ̂
k
n,1) such that

i.

Λ−

p,Φ̂k
1

Φ̂k
p,1 = 0,

Λ−

n,Φ̂k
1

Φ̂k
n,1 = 0,

ii.
∥
∥
∥Φ̂k

p,1 − Ψ̂k
p,1

∥
∥
∥
(H1/2)Z−rp+1

−→
k

0,

∥
∥
∥Φ̂k

n,1 − Ψ̂k
n,1

∥
∥
∥
(H1/2)N−rn+1

−→
k

0,

iii. GramL2

(

Ψ̂k
p,1

)

= GramL2

(

Φ̂k
p,1

)

and GramL2

(

Ψ̂k
n,1

)

= GramL2

(

Φ̂k
n,1

)

.

To conclude, it is enough to take Φk
p,1 = (0, . . . , 0, φ̂krp,1, . . . , φ̂

k
Z,1) and Φk

n,1 =

(0, . . . , 0, φ̂krn,1, . . . , φ̂
k
A,1), and remark that Hµ,Φk

1
= Hµ,Φ̂k

1
for µ = p, n.

In the same way, if gσ, gω, gρ and e are sufficiently small, there is a constant

k0 ∈ N such that, for any k ≥ k0, there exists Φk
2 = (Φk

p,2,Φ
k
n,2) ∈

(
H1/2(R3)

)Z
×

(
H1/2(R3)

)N
with the following properties:

i.

Λ−
p,Φk

2

Φk
p,2 = 0, (3.47)

Λ−
n,Φk

2

Φk
n,2 = 0. (3.48)
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ii.
∥
∥Φk

p,2 −Ψk
p,2

∥
∥
(H1/2)Z

−→
k

0, (3.49)
∥
∥Φk

n,2 −Ψk
n,2

∥
∥
(H1/2)N

−→
k

0. (3.50)

iii. For 1 ≤ i, j ≤ Z, Z + 1 ≤ i, j ≤ A,
∫

R3

φk
∗

i,2φ
k
j,2 = (1 − λi)δij . (3.51)

Using (3.44), (3.45), (3.49), (3.50) and the continuity of E , we remark that

lim
k→∞

E(Ψk
1) = lim

k→∞
E(Φk

1),

lim
k→∞

E(Ψk
2) = lim

k→∞

E(Φk
2),

and then, if dichotomy occurs, we have

I = lim
k→∞

E(Ψk) ≥ lim
k→∞

E(Ψk
1) + lim

k→∞
E(Ψk

2)

= lim
k→∞

E(Φk
1) + lim

k→∞

E(Φk
2)

≥ I (λ1, . . . , λA) + I (1− λ1, . . . , 1− λA) . (3.52)

It is now clear that (3.52) contradicts (1.31).

3.2. Vanishing does not occur. If vanishing occurs (case ii.), then ∀R <∞

sup
y∈R3

∫

B(y,R)

∣
∣ψk

j

∣
∣
2
−→
k

0

for j = 1, . . . , A and ψk
1 , . . . , ψ

k
A converge strongly in Lp(R3) to 0 for 2 < p < 3 (see

lemma 7.2 of [13]). As a consequence,

lim
k→∞

E(Ψk) =

A∑

j=1

lim
k→∞

∫

R3

ψk∗

j H0ψ
k
j ,

and

I (λ1, . . . , λA) = mb

A∑

j=1

λj

thanks to the constraints of the problem.
This contradicts (1.31) because we have

I = mbA = mb

A∑

j=1

λj +mb

A∑

j=1

(1− λj) = I (λ1, . . . , λA) + I (1− λ1, . . . , 1− λA) .

At this point, we have shown that any minimizing sequence satisfies the following
compactness criterion: ∃yk ∈ R3, ∀ε > 0, ∃R <∞

1

A

A∑

j=1

∫

B(yk,R)

∣
∣ψk

j

∣
∣
2
≥ 1− ε.

We denote Ψ̃k = Ψk(·+yk) and we remark that the energy functional E is invariant

by translations and Ψ̃k is in the minimizing set; then Ψ̃k is a minimizing sequence of

(1.29). Since Ψ̃k is bounded in
(
H1/2(R3)

)A
, Ψ̃k converges weakly in

(
H1/2(R3)

)A
,
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almost everywhere on R3 and in
(
Lp
loc(R

3)
)A

for 2 ≤ p < 3 to some Ψ̃; moreover,

thanks to the concentration-compactness argument, Ψ̃k converges strongly to Ψ̃ in
(
L2(R3)

)A
and in

(
Lp(R3)

)A
for 2 ≤ p < 3.

As ‖ψ̃j − ψ̃k
j ‖L2 → 0 for k → +∞, it is clear that

∫

R3

ψ̃∗
i ψ̃j = lim

k→+∞

∫

R3

ψ̃k∗

i ψ̃k
j = δij

for 1 ≤ i, j ≤ Z and Z + 1 ≤ i, j ≤ A. Furthermore, Λ−

µ,Ψ̃
Ψ̃µ = 0 for µ = p, n.

Indeed, as before,

Λ−

µ,Ψ̃
ψ̃j − Λ−

µ,Ψ̃k
ψ̃j =

1

2π

∫ +∞

−∞

(Hµ,Ψ̃k − iη)−1(Vµ,Ψ̃ − Vµ,Ψ̃k)(Hµ,Ψ̃ − iη)−1ψ̃j dη

and
∥
∥
∥(Hµ,Ψ̃k − iη)−1(Vµ,Ψ̃ − Vµ,Ψ̃k)(Hµ,Ψ̃ − iη)−1ψ̃j

∥
∥
∥
H1/2

−→
k

0

since ‖ψ̃j − ψ̃k
j ‖Lp −→

k
0 for 2 ≤ p < 3. Then, applying the Lebesgue’s dominated

convergence theorem as above, we obtain
∥
∥
∥Λ−

µ,Ψ̃
ψ̃j − Λ−

µ,Ψ̃k
ψ̃j

∥
∥
∥
H1/2

−→
k

0

for µ = p if 1 ≤ j ≤ Z and µ = n if Z + 1 ≤ j ≤ A. As a consequence,
∥
∥
∥Λ−

µ,Ψ̃
ψ̃j − Λ−

µ,Ψ̃k
ψ̃j

∥
∥
∥
L2

−→
k

0

and
∥
∥
∥Λ−

µ,Ψ̃
ψ̃j

∥
∥
∥
L2

= lim
k→+∞

∥
∥
∥Λ−

µ,Ψ̃k
ψ̃j

∥
∥
∥
L2

= lim
k→+∞

∥
∥
∥Λ−

µ,Ψ̃k
ψ̃k
j

∥
∥
∥
L2

= 0,

thanks to the properties of the spectral projection Λ−

µ,Ψ̃k
and using the fact that

‖ψ̃j − ψ̃k
j ‖L2 −→

k
0. So we can conclude that Ψ̃ satisfies the constraints of the

minimization problem (1.29).
Finally, we have to prove that

E(Ψ̃) ≤ lim inf
k→+∞

E(Ψ̃k).

It is clear that if ‖ψ̃j − ψ̃k
j ‖Lp −→

k
0 for 2 ≤ p < 3, then

(

ψ̃j , Vµ,Ψ̃ψ̃j

)

= lim
k→+∞

(

ψ̃k
j , Vµ,Ψ̃k ψ̃

k
j

)

(3.53)

for µ = p if 1 ≤ j ≤ Z and µ = n if Z + 1 ≤ j ≤ A. Moreover, we observe that
∥
∥
∥Λ−ψ̃j − Λ−ψ̃k

j

∥
∥
∥
H1/2

≤
∥
∥
∥(Λ− − Λ−

µ,Ψ̃k
)(ψ̃j − ψ̃k

j )
∥
∥
∥
H1/2

+
∥
∥
∥(Λ−

µ,Ψ̃k
− Λ−

µ,Ψ̃
)ψ̃j

∥
∥
∥
H1/2

and, with the same arguments used above, we obtain
∥
∥
∥Λ−ψ̃j

∥
∥
∥
H1/2

= lim
k→+∞

∥
∥
∥Λ−ψ̃k

j

∥
∥
∥
H1/2

. (3.54)
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Then, using (3.53), (3.54) and the weak lower semicontinuity of the H1/2-norm, we
get

E(Ψ̃) =

A∑

j=1

(

ψ̃j , |H0|ψ̃j

)

L2
− 2

A∑

j=1

(

Λ−ψ̃j , |H0|Λ
−ψ̃j

)

L2

+
1

2

Z∑

j=1

(

ψ̃j , Vp,Ψ̃ψ̃j

)

L2
+

1

2

A∑

j=Z+1

(

ψ̃j , Vn,Ψ̃ψ̃j

)

L2

≤ lim inf
k→+∞

E(Ψ̃k) ≤ E(Ψ̃).

As a conclusion, Ψ̃ is a minimizer of (1.29) and the minimizing sequence Ψk is
relatively compact in (H1/2)A up to a translation.

4. Solutions of the relativistic mean-field equations

In this section, we prove that, in a weakly relativistic regime, a minimizer of
(1.29) is a solution of the equations (1.26) and (1.27).

Let

X =
{

γ ∈ B(H); γ = γ∗, (m2
b −∆)1/4γ(m2

b −∆)1/4 ∈ σ1(H)
}

(4.1)

where B(H) is the space of bounded linear maps from H to H and σ1(H) is the
space of trace-class operators on H.
Now, to each P ∈ N, we associate

ΓP =
{
γ ∈ X ; γ2 = γ, tr(γ) = P

}
. (4.2)

Given γ = (γp, γn) ∈ X ×X , we define

Hp,γγp :=

[

H0 − β
g2σ
4π

(
e−mσ|·|

| · |
⋆ ρs

)

+
g2ω
4π

(
e−mω|·|

| · |
⋆ ρ0

)

(4.3)

+
g2ρ
4π

(
e−mρ|·|

| · |
⋆ ρ00

)

+
e2

4π

(
1

| · |
⋆ ρp

)]

γp

Hn,γγn :=

[

H0 − β
g2σ
4π

(
e−mσ|·|

| · |
⋆ ρs

)

+
g2ω
4π

(
e−mω|·|

| · |
⋆ ρ0

)

(4.4)

−
g2ρ
4π

(
e−mρ|·|

| · |
⋆ ρ00

)]

γn

where

ρs(x) = ρ̄p(x) + ρ̄n(x)

ρ0(x) = ρp(x) + ρn(x)

ρ00(x) = ρp(x)− ρn(x)

with ρ̄p(x) = tr(βγp(x, x)), ρ̄n(x) = tr(βγn(x, x)), ρp(x) = tr(γp(x, x)) and ρn(x) =
tr(γn(x, x)).
Finally, we define

Λ±
p,γ = χR±(Hp,γ),

Λ±
n,γ = χR±(Hn,γ).
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Let Ψ̃ = (Ψ̃p, Ψ̃n) be a minimizer of the problem (1.29); to prove that ψ̃i is a
solution of (1.26) for 1 ≤ i ≤ Z and of (1.27) for Z + 1 ≤ i ≤ A, we proceed as
follow: first, we consider γ̃p and γ̃n the orthogonal projectors defined by

γ̃p =

Z∑

i=1

|ψ̃i〉 〈ψ̃i| (4.5)

and

γ̃n =

A∑

i=Z+1

|ψ̃i〉 〈ψ̃i| , (4.6)

and we denote γ̃ = (γ̃p, γ̃n); then, we show that the commutator of the operator
Hµ,γ̃ and of the projector γ̃µ is zero for µ = p, n. This implies

Hp,Ψ̃ψ̃i = εiψ̃i for 1 ≤ i ≤ Z,

Hn,Ψ̃ψ̃i = εiψ̃i for Z + 1 ≤ i ≤ A.

First of all, we observe that if Ψ̃ is a minimizer of (1.29), then the vector γ̃ =
(γ̃p, γ̃n) is a minimizer of the energy

E(γp, γn) = tr(H0γp) + tr(H0γn)−
g2σ
8π

∫ ∫

R3×R3

ρs(x)ρs(y)

|x− y|
e−mσ|x−y| dxdy

+
g2ω
8π

∫ ∫

R3×R3

ρ0(x)ρ0(y)

|x− y|
e−mω|x−y| dxdy

+
g2ρ
8π

∫ ∫

R3×R3

ρ00(x)ρ00(y)

|x− y|
e−mρ|x−y| dxdy

+
e2

8π

∫ ∫

R3×R3

ρp(x)ρp(y)

|x− y|
dxdy (4.7)

on Γ+
Z,N = Γ+

Z × Γ+
N where

Γ+
Z =

{
γp ∈ ΓZ ; γp = Λ+

p,γγpΛ
+
p,γ

}
,

Γ+
N =

{
γn ∈ ΓN ; γn = Λ+

n,γγnΛ
+
n,γ

}
.

Next, we remind that
Hµ,γ = H+

µ,γ +H−
µ,γ

with H+
µ,γ = Λ+

µ,γHµ,γΛ
+
µ,γ and H−

µ,γ = Λ−
µ,γHµ,γΛ

−
µ,γ for µ = p, n. Then

[Hµ,γ , γµ] =
[
H+

µ,γ , γµ
]
+
[
H−

µ,γ , γµ
]
.

It is clear that Γ+
Z,N is a subset of

Γ̄Z,N =
{
γ = (γp, γn) ∈ ΓZ × ΓN ;

[
H−

p,γ , γp
]
= 0,

[
H−

n,γ , γn
]
= 0
}

and, since γ̃ ∈ Γ+
Z,N , we obtain

[

H−
µ,γ̃ , γ̃µ

]

= 0 for µ = p, n. Thus, to conclude, we

have to prove that
[

H+
µ,γ̃ , γ̃µ

]

= 0 for µ = p, n. We proceed by contradiction.

We suppose that
[

H+
p,γ̃ , γ̃p

]

and
[

H+
n,γ̃ , γ̃n

]

are different from zero and we define

γ̃εp = Uε
p γ̃p

(
Uε
p

)−1
:= exp

(

−ε
[

H+
p,γ̃ , γ̃p

])

γ̃p exp
(

ε
[

H+
p,γ̃ , γ̃p

])

, (4.8)

γ̃εn = Uε
nγ̃n (U

ε
n)

−1
:= exp

(

−ε
[

H+
n,γ̃ , γ̃n

])

γ̃n exp
(

ε
[

H+
n,γ̃ , γ̃p

])

. (4.9)
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In particular,

γ̃εp =

Z∑

i=1

|ψ̃ε
i 〉 〈ψ̃

ε
i | , (4.10)

γ̃εn =
A∑

i=Z+1

|ψ̃ε
i 〉 〈ψ̃

ε
i | (4.11)

with ψ̃ε
i = Uε

p ψ̃i for 1 ≤ i ≤ Z and ψ̃ε
i = Uε

nψ̃i for Z + 1 ≤ i ≤ A.
Using the lemma 3.4, we construct γε = (γεp, γ

ε
n), small perturbation of γ̃ε = (γ̃εp, γ̃

ε
n)

such that

γεp = Λ+
p,γεγεpΛ

+
p,γε ,

γεn = Λ+
n,γεγεnΛ

+
n,γε .

We remark that γε ∈ Γ+
Z,N and

γεp =

Z∑

i=1

|φεi 〉 〈φ
ε
i | , (4.12)

γεn =

A∑

i=Z+1

|φεi 〉 〈φ
ε
i | (4.13)

where

(φε1, . . . , φ
ε
Z) = Φε

p = Φε+
p +Φε−

p +O(ε2) (4.14)

(φεZ+1, . . . , φ
ε
A) = Φε

n = Φε+
n +Φε−

n +O(ε2) (4.15)

with Φε+
µ = Λ+

µ,Ψ̃ε
Ψ̃ε

µ •
[

GramL2(Λ+

µ,Ψ̃ε
Ψ̃ε

µ)
]−1/2

for µ = p, n. Finally, we remind

that

Ψ̃ε
µ = Φε+

µ + Λ−

p,Ψ̃ε
Ψ̃ε

µ •B−1
µ +O(ε2) (4.16)

with Bµ =
[

GramL2(Λ+

µ,Ψ̃ε
Ψ̃ε

µ)
]1/2

for µ = p, n (see the proof of lemma 3.4).

Then, to show that we have a contradiction, we want to prove that

E(γεp, γ
ε
n) < E(γ̃p, γ̃n).

For this purpose, we calculate E(γεp, γ
ε
n) − E(γ̃p, γ̃n); since (γεp, γ

ε
n) is a small per-

turbation of (γ̃p, γ̃n), we can write

E(γεp, γ
ε
n)− E(γ̃p, γ̃n) = tr

(
Hp,γ̃(γ

ε
p − γ̃p)

)
+ tr (Hn,γ̃(γ

ε
n − γ̃n)) + o(ε). (4.17)

To study the sign of (4.17), we remind that given an operator T and an orthogonal
projector P , we can consider the block decomposition of T defined by

T =

(
PTP PT (1− P )

(1− P )TP (1− P )T (1− P )

)

:=

(
T++ T+−

T−+ T−−

)

. (4.18)
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Moreover, let R be another orthogonal projector and consider Q = R − P ; then
P +Q is a projector and

P +Q = (P +Q)2

P +Q = P + PQ+QP +Q2

Q2 = (1− P )Q−QP

Q2 = (1− P )Q(1− P )−QP + (1− P )QP

Q2 = Q−− −Q++. (4.19)

As a consequence, if Q = O(ε), then Q++ = O(ε2) and Q−− = O(ε2).
Since

Hµ,γ̃ =





H+
µ,γ̃ 0

0 H−
µ,γ̃





for µ = p, n, then we have

E(γεp, γ
ε
n) − E(γ̃p, γ̃n) = tr

(

H+
p,γ̃Λ

+
p,γ̃(γ

ε
p − γ̃p)Λ

+
p,γ̃

)

+tr
(

H−
p,γ̃Λ

−
p,γ̃(γ

ε
p − γ̃p)Λ

−
p,γ̃

)

+ tr
(

H+
n,γ̃Λ

+
n,γ̃(γ

ε
n − γ̃n)Λ

+
n,γ̃

)

+tr
(

H−
n,γ̃Λ

−
n,γ̃(γ

ε
n − γ̃n)Λ

−
n,γ̃

)

+ o(ε)

:= T+
p + T−

p + T+
n + T−

n + o(ε). (4.20)

First of all, we analyze the relation between Λ±
µ,γ̃ , Λ

±
µ,γ̃ε and Λ±

µ,γε for µ = p, n.

Using (3.8), we obtain

Λ±
µ,γ̃ = Λ±

µ,γ̃ε +O(ε),

Λ±
µ,γ̃ = Λ±

µ,γε +O(ε),

Λ±
µ,γ̃ε = Λ±

µ,γε +O(ε).

Then, if we take P = Λ+
µ,γε , Q = Λ+

µ,γ̃−Λ+
µ,γε and we apply (4.18)-(4.19), we obtain

Λ−
µ,γ̃ = Λ−

µ,γε +

(
O(ε2) O(ε)

O(ε) O(ε2)

)

=

(
O(ε2) O(ε)

O(ε) 1 +O(ε2)

)

for µ = p, n.
Moreover, since γε ∈ Γ+

Z,N , we can write

γεµ =

(
γεµ++ 0

0 0

)

and

Λ−
µ,γ̃γ

ε
µΛ

−
µ,γ̃ =

(
O(ε4) O(ε3)

O(ε3) O(ε2)

)

.

So we can conclude that T−
p = o(ε) and T−

n = o(ε).
Next, we remark that

T+
µ = tr

(

H+
µ,γ̃Λ

+
µ,γ̃(γ

ε
µ − γ̃εµ + γ̃εµ − γ̃µ)Λ

+
µ,γ̃

)

= tr
(

H+
µ,γ̃Λ

+
µ,γ̃(γ

ε
µ − γ̃εµ)Λ

+
µ,γ̃

)

+ tr
(

H+
µ,γ̃Λ

+
µ,γ̃(γ̃

ε
µ − γ̃µ)Λ

+
µ,γ̃

)

.
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To calculate tr
(

H+
µ,γ̃Λ

+
µ,γ̃(γ

ε
µ − γ̃εµ)Λ

+
µ,γ̃

)

, we consider the block decomposition of

Λ+
µ,γ̃ − Λ+

µ,γ̃ε for P = Λ+
µ,γ̃ε . As before, we have

Λ+
µ,γ̃ = Λ+

µ,γ̃ε +

(
O(ε2) O(ε)

O(ε) O(ε2)

)

=

(
1 +O(ε2) O(ε)

O(ε) O(ε2)

)

for µ = p, n.
Now, we observe that, in general, γεµ − γ̃εµ = O(ε) and, more precisely, Λ+

µ,γ̃ε(γεµ −

γ̃εµ)Λ
+
µ,γ̃ε = O(ε2). Indeed, using the definitions from (4.10) to (4.16), we have

Λ+
µ,γ̃ε(γ

ε
µ − γ̃εµ)Λ

+
µ,γ̃ε =

∑

i

Λ+
µ,γ̃ε

(

|φεi 〉 〈φ
ε
i | − |ψ̃ε

i 〉 〈ψ̃
ε
i |
)

Λ+
µ,γ̃ε

=
∑

i

(
|φε+i 〉 〈φε+

i | − |φε+i 〉 〈φε+i |
)
+O(ε2) = O(ε2).

Then

Λ+
µ,γ̃(γ

ε
µ − γ̃εµ)Λ

+
µ,γ̃ =

(
O(ε2) O(ε3)

O(ε3) O(ε4)

)

and

T+
µ = tr

(

H+
µ,γ̃Λ

+
µ,γ̃(γ̃

ε
µ − γ̃µ)Λ

+
µ,γ̃

)

+ o(ε).

Next , we consider γ̃εµ − γ̃µ. By definition,

γ̃εµ − γ̃µ = Uε
µγ̃µ(U

ε
µ)

−1 − γ̃µ

=
(

1− ε
[

H+
µ,γ̃ , γ̃µ

])

γ̃µ

(

1 + ε
[

H+
µ,γ̃ , γ̃µ

])

− γ̃µ + o(ε)

= −ε
[[

H+
µ,γ̃ , γ̃µ

]

, γ̃µ

]

+ o(ε).

Then

T+
µ = −ε tr

(

H+
µ,γ̃

[[

H+
µ,γ̃ , γ̃µ

]

, γ̃µ

])

+ o(ε)

for µ = p, n and

E(γεp, γ
ε
n)− E(γ̃p, γ̃n) = −ε

∑

µ=p,n

tr
(

H+
µ,γ̃

[[

H+
µ,γ̃ , γ̃µ

]

, γ̃µ

])

+ o(ε)

= 2ε
∑

µ=p,n

tr
(

(H+
µ,γ̃ γ̃µ)

2 − (H+
µ,γ̃)

2γ̃2µ

)

+ o(ε)

= 2ε
∑

µ=p,n

〈(H+
µ,γ̃ γ̃µ)

∗, H+
µ,γ̃ γ̃µ〉 − 〈H+

µ,γ̃ γ̃µ, H
+
µ,γ̃ γ̃µ〉

+o(ε) (4.21)

where 〈A,B〉 = tr(A∗B) is the Hilbert–Schmidt inner product.
Then, using the Cauchy-Schwarz inequality, we obtain

∣
∣
∣〈(H+

µ,γ̃ γ̃µ)
∗, H+

µ,γ̃ γ̃µ〉
∣
∣
∣ ≤ 〈(H+

µ,γ̃ γ̃µ)
∗, (H+

µ,γ̃ γ̃µ)
∗〉1/2〈H+

µ,γ̃ γ̃µ, H
+
µ,γ̃ γ̃µ〉

1/2

= 〈H+
µ,γ̃ γ̃µ, H

+
µ,γ̃ γ̃µ〉

and

E(γεp, γ
ε
n)− E(γ̃p, γ̃n) ≤ 0 ;
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furthermore, the equality holds if and only if (H+
µ,γ̃ γ̃µ)

∗ = ±H+
µ,γ̃ γ̃µ.

First, we consider the case (H+
µ,γ̃ γ̃µ)

∗ = H+
µ,γ̃ γ̃µ; this implies γ̃µH

+
µ,γ̃ = H+

µ,γ̃ γ̃µ that

means
[

H+
µ,γ̃ , γ̃µ

]

= 0. Then we have a contradiction.

Second, if (H+
µ,γ̃ γ̃µ)

∗ = −H+
µ,γ̃ γ̃µ, then

γ̃µH
+
µ,γ̃ +H+

µ,γ̃ γ̃µ = 0

γ̃µH
+
µ,γ̃ + γ̃µH

+
µ,γ̃ γ̃µ = 0

γ̃µH
+
µ,γ̃ −H+

µ,γ̃ γ̃µ = 0

that contradicts the hypothesis
[

H+
µ,γ̃ , γ̃µ

]

6= 0 for µ = p, n.

Finally, we can conclude that if
[

H+
µ,γ̃ , γ̃µ

]

6= 0 for µ = p, n, then we can construct

γε ∈ Γ+
Z,N such that

E(γεp, γ
ε
n)− E(γ̃p, γ̃n) < 0,

and thus we have a contradiction with the fact that γ̃ minimize the energy on Γ+
Z,N .

This implies that
[

H+
µ,γ̃ , γ̃µ

]

must be equal to zero and, as a consequence,

[Hµ,γ̃ , γ̃µ] = 0

for µ = p, n.
As a conclusion, if gσ, gω, gρ and e are sufficiently small, Ψ̃ is a solution of the
equations (1.26) and (1.27).
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