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Abstract—Neighbour discovery and maintenance of neighbourhood
tables have importance in wireless sensor networks. Almosevery
upper layer application such as routing or self-organizing relies on
neighbourhood tables. Imprecise tables may lead to failue that may
be costly in terms of resources which are very limited in suchetworks.
Neighbourhood tables are achieved thanks to the Hello protml. Several
studies propose smart schemes to dynamically adapt the fregncy of
Hello messages but none of them investigates the way the refhment
period of entries in table should be adapted. In this paper, & introduce
the Neighbourhood Lifetime Algorithm (NLA), the very first a Igorithm
that adapts dynamically the refreshment period of entries m neighbour-
hood tables, based on the speed of node and the frequency oftiiello
message. Our simulation results show and demonstrate thefigiency of
NLA and its high performance to keep neighbourhood tables cosistent.

|. INTRODUCTION

In this paper, we address the problem of refreshing dyndiyitee
neighbourhood tables and adapting the lifetime of neigtbdased
on the speed of nodes and the history tables of the frequehcy o
the hello message. In case of no reception of a hello message f
a neighbouru, a nodeb must be able to estimate the lifetime of
this neighbour before removing it from its neighbourhookléa \We
present the Neighbourhood Lifetime Algorithm (NLA) thatagpds
dynamically the lifetime of neighbours in the neighbourtidables.
In this algorithm, the faster a node, the quicker it has todmaved
from a table which means a high change in the neighbourhood
relation of each sensor node. We should note that this #hgori
is based on the mobility of nodes and on its own history table
which contains the frequency of the hello messages. NLA ipleat
with TAP [2], a protocol which dynamically adapts the semgin

Wireless communications take more and more importancedn tirequency of Hello messages based on node turnowerrelative

community of research. Currently, research takes intoideretion
the mobile networks and the problems related to sensor mnketvb],
[2], [3]. The applications of such networks are varied, tgtly
involving some kind of monitoring, tracking, or controkjnSpecific
applications include habitat monitoring (e.g. animalgjeot tracking

mobility of node. As simulations show, NLA is very efficient a
keeping neighbourhood table consistent. To date, NLA isviy
first algorithm which takes into consideration the dynantdegtation
of the lifetime of entries in the neighbourhood tables.

The outline of this paper is as follows. In Section Il, we s

(e.g. seaport operations and goods movements), nucleatoreathe various existing protocols and state our motivatiorSéation I11,

control, fire detection, land slide detection and traffic itamng (e.g.
vehicles). Sensor networks are self-organized commuaitaystems
where the infrastructure is dynamically created and maiath They
are quickly deployable, nodes can move while communicaiviey
wireless links. Two nodes are neighbours if they are in tidéoreange
of each other. The initial state in a sensor network is a ctitia of
nodes that are unaware of each other presence. When joisieigsar

we introduce and describe the protocol NLA, while in sectidnwe
evaluate and interpret the simulation results and the paehnce of
NLA. Lastly, we conclude by some perspectives to improve wrk
in Section V.

Il. RELATED WORK AND MOTIVATIONS

Hello protocol for neighbour discovery has been first désati

network, a node has to discover other nodes in its commuoftatj, OSpF [4]. This simple protocol works as follows. Every aod
range in order to be able to self-organize and then to effigien,, eqularly sends a light message callddllo messageontaining

communicate. Topology or neighbour discovery in sensowowrds
is generally done by letting nodes send hello messages i&r ¢od

its identifier to signal its presence. A nodewhich receives such a
message from node, addsu to its neighbours ifu is unknown {.e.,

signal their presence [4]. When a nodereceives such a messageits jdentifier is not already in the neighbourhood table)h@wise,
from a nodev, u addswv to its neighbourhood table, or updatesphe timestamps of the entry associatedutds updated. Deprecated
the timestamps of the entry i# was already there. Periodically, gntries are regularly removed thanks to a periodic timerertny is

the timestamps of these entries are regularly checked aed whe

deprecated when its timestamps is too ald.(that node is no longer

of them is too old, i(e. no message has been received for a long neighhour.) In general, this timer is equal to three periotithe

time), the corresponding entry is removed. Due to mobitdpology
changes occur frequently and must be notified soon enougidén
avoid routing failures. Since the optimal HELLO frequenapdnds

frequency of the HELLO message.
Two issues are attached to this protocol. The first one is itbpep
sending frequency of the HELLO message and the second is the

on parameters that are subject to changes, it must be dyai#imic ,rqner refreshment period of entries in neighbourhoocegabihdeed,

adjusted to obtain the best trade-off between the netwartt &md the
freshness of neighbourhood tables. Two parameters hawe timied:

if messages are sent too often, they will bring no new infdiona
and may saturate the network uselessly but if the sendirérecy

the frequency of the Hello Messages and the frequency athvdmc s o0 |ow, some neighbours may not be detected on time. iyl

entry is refreshed. Indeed, in both cases, a badly adapteddncy
leads to imprecise neighbourhood tables. While the isslagive to
the adaptation of the sending frequency has been widelyestud

the literature [2], [5], [6], [7], none of the suggested smins adapts

dynamically the refreshment period of entries in the nedgiihood
table.

if refreshment frequency of tables is too high, some entnigsbe
removed too quickly while nodes may still lay in the vicinit®n
the contrary, tables need to be refreshed often enough ftid &vo

1Can be coupled with any protocol that adapts dynamicallyftiaguency
of the hello message.



keep track of nodes that are not reachable anymore. Setiggpt a direct effect in the neighborhood relation of each sengmten
two frequencies is thus crucial for the tables consistentywbich Our solution is based on the speed of nodes and on the freguenc
relies every upper layer protocol [1]. of the Hello message. Since to date TAP [2] has shown to be the

In spite of the great importance of dealing with consistafilés, most performing protocol in changing dynamically the freqey of
surprisingly, to the best of our knowledge, only few workstie the HELLO message, we choose to couple our solution with TAP.
literature have addressed issues relative to the HellmpobtWhen Nevertheless, it can be coupled with any other protocol ihidapts
they do, they mainly address the problem of the sending &ecu  dynamically the frequency of the Hello message.

Previous solutions such as the ones in [8], [9] are prolsituili
They use a timer which expires periodically in order to remov
neighbours in the case of no reception of a HELLO messageseThe In this section, we describe the models and the notatiore afser-
solutions, although are very simple and obviously not effitin a wards. Then, we introduce the Neighbourhood Lifetime Alldyon.
mobile and dynamic environment. L .

Other solutions such as AHP [7] adapts the frequency of HELL6' Preliminaries and notations
message to node mobility. Indeed, a node emits a HELLO messagWe assume that the wireless network is represented by a graph
every S meters. A node upon receiving a HELLO beacon estimatés = (V, E), V being the set of nodes and C V? the set of
the time at which a node can be removed from tabke éstimates communication edgegu, v) € 2 means that: andv are neighbours
the time when the node will be out of the communication range{.€. they are close enough to communicate with each other):
based on a GPS. Other adaptive algorithms such as RHP [Bliskta _ 2
neighbourhood table purely on demand. When a node receidata E={wv) eV u#vAjuwl < R},
packet and needs the neighbour table, it buffers the packktteen |uv| being the Euclidean distance betweerand v. The physical
establishes a neighbour table. Each node deletes its meiglafter neighbourhood set () of a nodeu is composed of all the physical
every nbr-valid-time period, to cope up with mobility andnb@intain  nodes laying in the communication range of nade
up-to-date neighbour table.

As stated earlier, the HELLO frequencies should be dyndiyica N(u) = {v[(u,v) € E}.
adjusted to reflect the dynamic characteristics it dependsuch as Its cardinality is called the degree of a nodenoteds(u) = | N (u)|.
the speed of nodes. Very few studies have considered thidemno We noteN’ (u) the set of neighbours known tgi.e., whose identifier
to date. In AHR[6], a simple adaptive protocol is proposed, iis present in its neighbourhood table afid: the sending period of
which nodes compute two values by monitoring their neighbood: nodew at timet.
the time link failure (TLF), and the time without change (TWC
Moreover, they periodically send a HELLO message at a fregue B. NLA
fiow. If @ nodew notices that the measured TWC becomes greaterAs already mentioned, sensor networks are composed of éndep
than a given threshold, it switches to the high-dynamice,rahd dent nodes having limited capacities in term of memory sizd a
sends HELLO messages at a frequerfgy,». If the estimated TLF calculation, also strong energy constraints. The failfieading data
becomes smaller than another given threshold, u switchdstbahe involves high energy consumption because source nodesemitl the
low-dynamics rate, and sends HELLO messages at a frequéngy data several times. Each node maintains a neighbourhotevthich
In this solution, finding the good thresholds is not obvionse they must be up to date to avoid upper layer protocols failures.lifétime
should evolve over time along with the mobility. of a nearby node in the neighbourhood table is by consequehce

At last, the protocol TAP [2] has been proposed. It presentgeatimportance since removing a node from the neighbauakrteble
a fully software based solution that beacons HELLO messagestoo early or too lately may result in routing failures. Theeadis
an optimal frequency. This study adjusts dynamically theLHE to adapt dynamically the lifetime of entries in neighbowtidable
frequency in mobile environment, the higher the mobilitg tiigher according to the changes of neighbours. Indeed, we claimtkiea
the sending frequency should be to ensure that every nodedstdd. refreshment frequency should be based on the node speetighes
This protocol is well-tailored to standard mobile ad hoc aedsor speed of a neighbour, the higher refreshment frequencyebhda
networks since it does not rely on any specific hardware likéPS node which moves away quickly is more likely to disappeamfra
to aim at an optimal HELLO frequency. Nevertheless, in cdseoo neighbourhood than a one which moves slowly. The no reaemio
reception of a HELLO message from a neighbour, the refreehme Hello message may be due to medium unreliability and so & nod
period is equal to three times the last period of the frequarfidhe should wait a longer time before removing this entry.

HELLO message. To avoid sending more information and generating more cempu

Yet, several studies propose to adapt the frequency of tHd BE tations, since our solution is based on the speed of node fand t
message but none of them adapts the refreshment frequerayriafs  frequency of the hello messages, NLA reuses the HELLO messag
in neighbourhood table. Usually, they all use as a refreshiperiod frequency adaptation used by the protocol TAP [2]. NLA mginl
equal to three times the sending perid@, if a nodewu receives a works as follows. For each neighbour a nodew stores a history
Hello message from nodeevery%, it will remove v from its table if table of sending HELLO frequency af f(v) that it retrieves from
it has received no new Hello message frorduringkx%wherek: is the Hello message of (Table I, T = %). Let's suppose that
a constant usually set & Such a frequency may be seen as adaptivast HELLO message from has been received at. Then, at
since f is dynamically adapted to the environment. Nevertheléss, tt = t1 = to + 1%, (v), if no new HELLO message from has been
is not enough to fit all the environment requirements. Indebd received, node has to decide how long it will wait, without receiving
value of k should also be adapted to provide tables as consistentaay message fromy, before removingv from its neighbourhood
possible to upper layer protocols. table. We denote this waiting time a¥ ait(v). This waiting time

Therefore, in this paper, we propose to address the problemi® determined based on the last two pericbs = T;,(v) and
the refreshment frequency of neighbourhood tables whidhhave 75 =T} | (v).

I11. DYNAMIC NEIGHBOUR TABLE REFRESHMENT



| Tn | ..] . | T2 [ Ty | empty | empty] Algorithm 1 Neighbourhood Lifetime Algorithm computed at node

TABLE | for Vv e N’(u) do
HISTORICTABLE Consults history table of and retrieves two last periods andT»
if no-message-during: then
if T1 =T2 then
These two values are then compared to compute the lifetime of elsvg‘”t(”) — (3xT1)
neighbourv in the case of no reception of a hello messaige, if |To — 71| > 1 then
Wait(v). If at the end of this waiting period; has not received new {Sending_frequency changes quickly.
Hello Message from node, it removesv from its neighbourhood W ait(v) — (Tl 4TI
table. - =t
end if
if 0<|To —T1| <1 then
In order to specify the lifetime of a neighbour, three poifisids are {Sending frequency changes slowly.
to be considered: Wait(v) « (T1+T1 x (T — T2))
end if

1) If period T3 is equal to period T> (71 = T»). Nodewv has

a stabilized sending frequency and thus stabilized spedd an enznicfj i
neighbourhood. In such a case, nadeets its waiting time for if No reception of a new Hello message fromafter W AIT (u)
nodev at Wait(v) = 3 x T1. then
2) If last period Ti is larger than period 7> (T1 > Tb). Removesv from neighbourhood table
Sending Hello frequency of node is not stabilized, node end if

has a decreasing speed. Since the sending frequency desreas end for

a period higher than the current period has to be observed sin

nodew is currently sending Hello message less and less often.

The waiting period is based on the speed of the frequencyNLA is coupled with TAP [2]. Therefore, we evaluate NLA

variation Ty — Tb. through a comparison with the plain TAP. Both algorithms PTA
3) If last period T: is smaller than period 7> (I> > Ti). and TAP+NLA) are compared at every run over the same topology

Sending Hello frequency of nodeis not stabilized, node has of nodes. In the following, for the sake of clarity, we use NIk

an increasing speed. Since the sending frequency increase$AP+NLA.

period lower than the current period can be observed sinde no

v is currently sending Hello message more and more often. The | Parameter | Value |
waiting period is based on the speed of the variafien- T7. Number of nodes| 50
In the two latter cases, the waiting period time associatedotev Time of simulation| 200s
has to be correlated with the speed of the frequency vaniafip — Environment| 500*500m
T>|. Two subcases have to be considered: Max Speed| 6m/s
1) If |Th — T>| > 1, the sending frequency af evolves quickly. Transmission rangg 100m

Wait(v) is set toT1 + 7z TABLE I
2) If 0 < |Ty — T3] < 1, the 'sending frequency of evolves PARAMETERS OF SIMULATION

slowly. Wait(v) is set toTy + 11 x (11 — Tb).

Yet, if Ty > Tb, the waiting lifetime has to be a value higher tharB. Metrics
T, itis equal toTy + i, or T1 + T1 x (Ty — T) according o To estimate how good a protocol is at keeping the consisteficy
the value of the differencfs —Tz|. If Ty < T>, the waiting lifetime neighbourhood tables, we define the following metrics.
has to be a value smaller thah, it is equal toT} — ﬁ or Definition 1: The accuracyacc(u) is the proportion of actual
Ty — Tv x |Th — T»| again regarding the value of the differenceneighbours of node: that have been detected hy
|Th — T>|, as needed. /

acc(u) = V@) O N ()] x 100

Algorithm 1 formally describes the protocol NLA. It represe the [N (u)]

estimation of the lifetime of a neighbour in the neighbowthdable, Definition 2: err1(u) measures how many neighbours of nade

in the case of no reception of a hello message. have not been detectede. counts the number of nodes that really
lie in the neighbourhood of a nodebut thatu has not registered in
IV. EXPERIMENTAL RESULTS its neighbourhood table.
A. Simulation setup 4
: . . . errl(u) = M x 100
We evaluate our algorithm NLA using the WSNet simulétaith [N (u)|

iart]n ;Esfui?j'i%%ﬁ? Laé%r(')nvyeEzgzgmxgggleﬁgn;izzfg rgiT(ej(?trign Definition 3: err2(y) measures the number of.false neighbours

and random speed betweéﬁ and 6m/s. They all have a same of nodew that remains in th.e pelghpourhood tabi@, counts th?

transmission rangao0m, which leads to an average node degrenumber of nodes that has in its neighbourhood table but which
’ ) e . Rave actually failed or gone from the communication range.of

equal to6 nodes. Results provided here are withifs% confident

interval. These parameters are sum up in Table II. N (w) \ N(u)|

x 100
[N (u)]

err2(u)

2http://wsnet.gforge.inria.fr



Definition 4: The errorerr(u) measures both how many neigh- Results in Figure 2 show the confidence interval of error cdteth
bours node: has not detected, and how many false neighbour remag both protocols. The protocol TAP provides an averageresfo
in its neighbourhood tablei.€., old neighbours that have not been28%, while NLA generates only an average error986. This means

removed). that NLA is approximately up-to-date, it discovers new héigurs
’ ’ quickly and removes false neighbours from neighbourhodadeta
err(u) = IN@AN ()] + [NV (w) \ N(u)| x 100 in an appropriated way. NLA outperforms TAP in terms of table
[N (u)] consistency. In order to better understand this featuts have a
C. Results closer look to the number of false neighbours and the number o

1) Frequency refreshmentigure 1 shows the impact of NLA in missing neighbours in table.

the neighbourhood table of a typical node. It plots the mesdnevof 3) Number of missed detectionkigure 3 represents the number
the lifetime of a neighbour, before removing it, when no neBWO  of neighbours which exist in reality and do not exist in table
message has been received from this neighbour. with respect to time (Def. 2). Results show that both prawco
achieve similar good results since there are betwzemd 3% of
neighbours never detected with NLA against betwe&eand 4%
with TAP. The neighbour discovery is linked to the frequeraly
the HELLO message. When an old neighbour is removed from
a table, this generates a turnover and thus, the sendingeiney
behaves accordingly. These results show that removingnaigady

| = TAP-neighbor-fetime deprecated entries in an appropriated way, as NLA doess lend

<@ “®-NLA-neighbor-lifetime B
‘ better discovery.

Lifetime

o*® 00000000000 000®

012345678 91011121314151617181920
Time*10

Fig. 1. Frequency refreshment of an entry
—Avg-err1-TAP
—Avg-err1-NLA

average error_1
n

Results show that in both cases, the lifetime is dynamic ends to
stabilize. Nevertheless, as already mentioned, thertieis actually 6 20 32 44 55 68 80 92 104116128 140152164176 188200
ax T wherea is a multiplication factor determined by the algorithm. 2 14 26 38 50 62 74 86 98 110122134 146158170162194
In TAP, as in every protocol in the literature,is a constant usually Time
equal to3, so only variations off; influences the dynamic of the
refreshment period. In NLA, rather thah , a is also dynamic and Fig. 3. Error - Number of actual neighbours not detected.
determined by Algorithm 1 as a function @& and7;. At t = 0, we
suppose that = 3 and periodl” = 3. Results in Figure (1) show that
NLA removes an entry after approximatelyss while TAP removes
an entry after approximatelg.5s. Even so, the refreshment period
of a typical entry stabilizes.

4) Number of false neighbourd=igure 4 illustrates the effective-
ness of our protocol, as described in Algorithm 1. In paféiguhis
approach reduces the percentage of false neighboerghe number
of neighbours that are in neighbourhood table but actuatlyndt

2) Error with respect to time:Figure 2 plots the error (Def.4) lie anymore in the transmission area of node, by 18% witheetsp
i.e. neighbour discovery + false neighbours, of neighbourhatites 0 TAP. Indeed, the protocol NLA providet as an average error
with respect to time. of false neighbours, while the protocol TAP has an averager ef
24%. This is linked to the fact that our protocol erases depeetat
entries more quickly, as shown in Figure (1), and so tablesbmost
Erorconfience el up-to-date.

T T T T T T T
I Confidence-Err-NLA +——+—
"'&M Confidence-Err-TAP

- ¥

40

— Avg-err2-TAP
~Avg-err2-NLA

Average error_2

8 20 32 44 56 68 80 92 104116128140152164 176188200
0 L i L 1 L L L L L 2 14 26 38 50 62 74 86 98 110122134146158170 182194
0 20 40 60 80 100 120 140 160 180 200 Time
Time

Fig. 2. Error of neighbourhood table Fig. 4. Error - Number of false neighbours in table.



5) Accuracy with respect to timeSo far, we have studied in what easier to maintain the link between both. In this sectiodesachoose
proportions our protocol provides false information. Wevnstudy a random speed betwe@nand 6m/s.
how accurate the data aiies. if majority of real neighbours appear in  Figure 7 plots both the error and accuracy of neighbourhabtes
the table. Figure 5 plots the accuracy of neighbourhoodetablith  with respect to the transmission range Results show that both
respect to timej.e.. Let us recall that the precision represents thprotocols behave similarly but with great improvement focA\
number of neighbours which exist in the neighbourhood tatnlé i.e. the error decreases and the accuracy increases with rempect
which actually exist. Our results clearly demonstrate tlogeptial transmission range. This is linked to the fact that a nodeanesna
effectiveness of our protocol NLA, which reduces at minimtine  longer time in a transmission area of another node and thalein
number of false neighbours and keeps tables up-to-date aithneighbourhood table. NLA outperforms TAP and provides astmo
correctness of approximatel§5%. Previous results have globally 12% errors while TAP generates more thaf% errors as seen in
figure 7(a). Moreover, as we see in figure 7(b), NLA provides an
rectraey comsonce accuracy of more thafi6% while TAP never overpasses an accuracy
100 ' ' ‘ ' T ot dence e NIA of 87%. For R = 100m, NLA decreases by approximatdlg% the
‘ Confiesnce:Aoe 1AL = level of error compared to that of TAP as it appears in figré. 7{aere
i is a large improvement of the error level between both pa#odn
addition, NLA shows in figure 7(b) an improvement t#% of the
accuracy of the neighbourhood tables compared to the plal T
protocol .

95

©
o

Accuracy

8) Number of messagesAs already mentioned, NLA removes
more quickly depreciated entries from neighbourhood tldem-
pared to TAP. This modifies the turnover and thus makes nodes
adapting their sending frequency accordingly. This has kibeefit

that new neighbours are discovered more quickly and thusowves
B b s o 10 a0 1% 10 160 200 the accuracy. Nevertheless, this also implies that NLA ggire more
Time Hello messages than the plain TAP. Figure 8 plots the mearbeum
of hello messages sent by each node. As expected, the nurhber o
Hello messages generated by NLA is almost twice the one gtater
by TAP. Since more messages are sent, more energy and bamdwid
shown that NLA outperforms TAP for different metrics andttbath ~ are spent.
protocols stabilise along time. In the following, we congdroth
algorithms over same metrics but with respect to speed iercal 350
check their scalability towards node speed and transnmissioge. 300 :
N AN I\ S N ~N\

250 /T L Vs o/

)
[l

8o U

Fig. 5. Accuracy of neighbourhood table

6) Error and accuracy with respect to speedle study the impact
of node speed on the consistency of neighbourhood tablgard-6
plots both the error and accuracy of neighbourhood tabldf wi
respect to speed. We conclude from figure 6(b) that NLA adsiev
a better accuracy than TAP. The accuracy obtained by using TA
tends to decrease with the node speed, while the one gottin wi
NLA tends to stabilise aroun®4%. This is due to the fact that 12;‘5‘“’78;‘1J?;‘:;?;i:‘;fii‘;jifi;‘;fii‘;:i?i:ifi;ﬁ;i;‘i§°
NLA takes into consideration the tendency of the sendingueacy Node
changes of the HELLO message to set up the frequency refeaghm
of an entry. Thanks to it(j) depreciated entries are removed quickly Fig. 8. Number of HELLO messages per node
and thus the error is reduced aij the turnover is refreshed and
sending frequency re-adapted, which allows a quicker teteof

new neighbours. the NLA hanism. Indeed, NLA tly i the quatify
By applying the principles of the TAP protocol, when the nod M mechanism. Indeed, greatly Improves the qu
; . neighbourhood tables of nodes but at the price of more messawl
d , to stick t tant t , the neded . . e
Speed Increases, fo stick 1o & constant fUrnover, the n ney thus more energy and bandwidth spending. The utilizatioNloA

should increase. In addition, when the node speed increases hould thus b tivated by th licati If th r—
neighbour of nodex remains a shorter time as a neighbour. Thug"°Y us be motivated by the appiication. € appurals

tables have to follow these changes and be kept up to datereFiga) very sensitive and needs consistent tables, NLA should &ierped.
shows the error errl + err2) provided by both protocols. The

percentage of error for TAP slightly increases, uB@yo, with the V. CONCLUSION AND PERSPECTIVES

node speed while the percentage error for NLA tends to &abil
around10%.

200
1%0 e~ —  — —— — T Tx-msg-TAP
100 — Tx-msg-NLA

50

Transmitted hello message

0

There is a trade off to consider when using TAP with or without

In this paper, we have introduced the very first algorithmahhi
adapts dynamically the refreshment period of entries ightsur-

7) Error and Accuracy with respect to transmission range: hood tables without the need of a GPS or another means ofdacal
We study the impact of the transmission range of nodes ower ttion. NLA presents an approach that allows to estimate dycedin
consistency of neighbourhood tables. The bigger transonisange, the lifetime of neighbours while basing on the speed of nates
the higher number of neighbours for a node. When the trarssonis the history table of the hello message frequency. If a nodss amt
range increases, nodes remains neighbours a longer tinmgethHtis receive a hello message from a neighbour, it consults therkitable
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of this neighbour, it compares the last two frequencies atithates
the time to wait for an eventual hello message before rengothiis
neighbour.

The implemented protocol provides notable improvements-co g
pared to when it is not used. Nevertheless, we show that s i

provement of the table consistency implies more messagdeae.
Therefore, there is a trade off to consider, driven by thdiegjon,
between the message overhead and table consistency.

As future works, we will study the protocol in the presence of

different traffic models. In addition, we will study the powand
the overhead introduced by additional hello message withitiadal
routing overhead which is caused by wrong information of thﬁO]
neighbourhood table in order to compare the trade off. Mago
we will investigate means to optimize the energy consumptod
minimize the message overhead generated by NLA. The owgeisti [11]
to be able to adapt to a compromise between the supported flow o
information and the energy consumption.

(1]
(2]

(3]
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