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Bidirectional Composition on Lie Groups for
Gradient-based Image Alignment
Rémi Mégret, Jean-Baptiste Authesserre∗ and Yannick Berthoumieu

Abstract—In this paper, a new formulation based on Bidi-
rectional Composition on Lie Groups (BCL) for parametric
gradient-based image alignment is presented. Contrary to the
conventional approaches, theBCL method takes advantage of the
gradients of both template and current image without combining
them a priori. Based on this bidirectional formulation, two
methods are proposed and their relationship with state-of-the-
art gradient based approaches is fully discussed. The first one,
i.e. the BCL method, relies on the compositional framework
to provide the minimization of the compensated error with
respect to an augmented parameter vector. The second one, the
Projected BCL (PBCL), corresponds to a close approximation of
the BCL approach. A comparative study is carried out dealing
with computational complexity, convergence rate and frequence
of convergence. Numerical experiments using a conventional
benchmark show the performance improvement especially for
asymmetric levels of noise, which is also discussed from a
theoretical point of view.

Index Terms—Bidirectional image alignment, image registra-
tion, gradient methods, Lie groups.

I. I NTRODUCTION

Image alignment is a fundamental task of many vision
applications. Over the last decades, numerous works pro-
posed various approaches to solve registration adapted to
conventional application fields, i.e. object tracking, image
mosaicking, video compression or augmented reality using
day light video. For applications such as radar imaging, night
vision enhancement in road and air traffic, thermal imaging
and medical electronics, image alignment is still a challenging
issue leading to register sets of images which have very
low Signal to Noise Ratio (SNR) because of their typical
signal-degradation (e.g. photon, electronics, speckle and quan-
tization). For instance, a night vision system provides an
alternative means of improving visibility under low or no-light
conditions. Because the light reflected by a target is very weak,
the image captured by a Low-Light-Level camera has a great
deal of noise attached on it, i.e. shot noise. In such a low-SNR
framework, computer vision tasks including image filtering,
super-resolution imaging, segmentation, or recognition require
alignment of images which are characterized by different
quality, i.e. filtered image versus very noisy current image
for instance. In order to provide tractable approaches to work
with various contexts of symmetric or asymmetric levels of
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noise, one has to consider the appropriateness of the competing
image alignement algorithms.

Image alignment based on template matching is a natural
approach to image registration, by estimating the parameters
that best warp one image onto the other. The estimation is
conventionally provided by the minimization of the displaced
frame difference between the template and the current image.
Since the Lucas and Kanade Forwards Additive algorithm
[1], most approaches have been formulated using such a
unidirectional compensation approach. The two most natu-
ral approaches (Forwards and Inverse) have been discussed
thoroughly by Baker and Matthews [2]. The authors proposed
exhaustive experimental and numerical investigations of four
main classes: Forwards Additive, Forwards Compositional,
Inverse Additive, and Inverse Compositional. The approaches
were extended to take into account asymmetric levels of spatial
resolution in [3].

In [4] and [5], Benhimane et al. proposed a novel optimiza-
tion strategy, the Efficient Second-order Minimization (ESM).
They introduced the Lie Group parameterization of motion and
the use of the gradients of both image and template yielding
the elimination of the second-order terms of the error. The
ESM algorithm achieves better convergence and robustness
properties for only a slight overhead compared to the more
standard Gauss-Newton approach [2].

Structurally, the methods considered above assume a fully
asymmetric or symmetric solution to the alignment issue, i.e.
using either template or current image gradients [2] [3], or
using both in a symmetric manner [4] [5]. However, in some
real applications, noise may have an intermediate level of
asymmetry, corrupting differently template and current image,
which leads to the suboptimality of a fully asymmetric or
symmetric assumption. In this context, our proposal consists in
finding an alternative way to solve the alignment issue which
allows the algorithm to adapt to asymmetric levels of noise.
To do this, a generic derivation of image alignment based on
template matching is provided.

Our contribution presented in this paper builds on the
bidirectional composition framework which has been briefly
introduced in [6]. In this contribution, we:

• propose an original formulation based on Bidirectional
Composition on Lie Groups and a relatedBCL algorithm,

• provide an alternate interpretation of theBCL approach
using a novel Projected BCL (PBCL) algorithm, which
is shown to be equivalent to theBCL, and have second-
order minimization properties thanks to its connection
with the ESM algorithm [5].

• show that the proposed generic approaches yields more
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robust algorithms than the generic state of the art al-
gorithms on a larger variety of relative noise levels,
which is supported by both a theoretical discussion and
experimental evaluations, and draw recommendations on
the situations in which to use each approach.

This paper is structurated in four parts. In section II,
the background in parametric image alignment is presented.
In section III, the image alignment problem is formalized
within the bidirectional composition framework, from which a
comprehensive set of Lie Group approaches is introduced. The
novel Bidirectional Compositional Lie algorithm is discussed
in section IV, where its theoretical relationship and gain with
respect to existing methods is studied. The performances of
the approaches are then presented in section V.

II. BACKGROUND

A. Conventional image alignment approach

Image alignment between an imageI and an image template
T is conventionally expressed [1] as minimizing an error
E(µI) between the two images after warpingI forward onto
T :

µ̄I = argmin
µI

E(µI), with (1)

E(µI) =
∑

xi∈R

∣

∣I(W(µI ,xi))− T (xi)
∣

∣

2
, (2)

where:
• The motion model is represented by a warp function

W(µ,x) of parameterµ ∈ P, operating atx.
• R = (x1, . . . , xN ) is a discrete sampling of the region of

interest in the template coordinate frame.
The error functionE is then minimized using a gradient

based optimization technique [2]. Each iterationn is based on
an incremental parameterization from an initial estimateµ

n
I .

This may be an additive increment, such as in the original
Forwards Additive (FA) approach [1]:

µI = µ
n
I + δµ, (3)

or a compositional increment, as in the Forwards Composi-
tional (FC) approach [7]:

µI = µ
n
I ◦ δµ. (4)

As it was pointed out in [8], it is more natural to use a
compositional incremental parameterization for spatial trans-
formation because of its geometric meaning, which will be the
approach used in the sequel.

In order to be able to describe the framework in a simple
and consistent way, we require that the considered motion
model has group action properties. The parameter spaceP
forms a group, which acts on image coordinatesx through
W. This action has the following properties, which are related
respectively to composition (◦), inversion (−1) and parameters
of the identity transformation0:

W(µ ◦ δµ,x) = W(µ,W(δµ,x)), (5)

y = W(µ−1,x) ⇔ x = W(µ,y), (6)

W(0,x) = x. (7)

These group action properties are sometimes refered in
the litterature as group of transformations. Parametric motion
models such as affine or homography motion satisfy those
properties [5]. Non rigid models satisfying the group action
properties have been discussed in [8].

B. Alternative approaches

In previous algorithms, the optimization is based on the
gradients of imageI only. The inverse compositionnal (IC) al-
gorithm proposed in [9] instead considers warping the template
T onto the imageI, which corresponds to the minimization
of the following error at stepn:

En(δµT ) =
∑

xi∈R

∣

∣I(W(µn
I ,xi))− T (W(δµT ,xi))

∣

∣

2
, (8)

where the estimateµn
I is updated after each iteration according

to the following rule:

µ
n+1

I ← µ
n
I ◦ (δµT )−1. (9)

This approach uses the gradients of the templateT only. Since
they can be precomputed, this yields faster computation of
each iteration.

The Efficient Second-order Minimization (ESM) algorithm
[4] [5] is expressed as a forwards compositional approach
based on (2) and (4), but uses additive combination of the
gradients of bothI andT within the optimization. The authors
demonstrated faster convergence rates and better robustness,
and proved theoretically the better convergence properties
when both images are identical up to a compensation of true
unknown parameters̄µI :

∀x ∈ R I(W(µ̄I ,x)) = T (x). (10)

This method will be discussed in more detail in section III-E.
The use of the gradients of bothI and T was generalized

in [10] into a weighted combination of the gradients. It was
shown that this could improve the robustness in some situa-
tions, but the automatic computation of the optimal weights
still requires manual tuning.

The bidirectional formulation of the error is introduced in
[11], as Bidirectionnal Gradient Method (BDGM). It corre-
sponds to the minimization of an errorE computed after
compensating bothI andT . The authors propose a theoretical
convergence analysis in both the far range phase (linear
convergence) and near optimum phase (quadratic convergence)
assuming the equality of the two images up to motion com-
pensation (10). They showed the superiority of the BDGM
algorithm over the unidirectional Forwards additive algorithm,
by providing bounds on the decrease of the error at each
iteration. However their approach uses an additive incremental
parameterization and an update rule that was shown [6] to be
unreliable in the non translational case, for example when both
translations and rotations are combined.

In this paper the bidirectional formulation will be used and
extended to a compositional update on Lie Groups, which
will allow us to derive new approaches dealing naturally with
asymmetricaly distributed noise.
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C. Lie groups parameterization of motion

A common way to parameterize motion does not take into
account any group properties and embeds the parameter space
P into a vector spaceRm of finite dimensions [2], [1], [7].
However whenP is not a vector subspace the constraints that
the parametersµ have to remain inP have to be enforced
explicitly, leading to the use of constrained optimization
techniques [8].

A compositional Lie groupP is a differentiable manifold
structured by the compositional operation (◦). This is the case
of rigid models such as non degenerate affine motion for the
euclidian planex ∈ R

2 and homography for the projective
planex ∈ P

2 [12]. Using Lie group properties, instead of a
vector space embedding, ensures that the solution belongs to
P allowing the use of a simpler unconstrained optimization
procedure.

A Lie algebraP can be associated to a finite dimensional
Lie GroupP whose underlying finite dimensional vector space
is the tangent space toP at the neutral element0. The main
idea behind Lie Group is that locally an incrementδµ ∈ P
around 0 can be bijectively reparameterized by an increment
δv ∈ P using the exponental map:

δµ(δv) = exp(δv), (11)

with the following properties, for anyα, β ∈ R:

exp(−δv) = exp(δv)−1 (12)

exp(αδv) ◦ exp(βδv) = exp((α + β)δv). (13)

The termComposition on Lie Groups, abbreviated as Com-
positional Lie (CL) in the sequel, has been chosen to empha-
size that the group actionW is related to the composition of
transformations, in contrast to additive parameterization, that
have been used for dense motion fields [8] and for which
relation (5) does not hold. Although vector space embedding
or non group action versions of the proposed algorithms could
also be derived, they will not be presented as they would not
bring new insights in the scope of this study. The methodology
of Brooks and Arbel [13] may be used to extend our results
to such approaches.

The transformations which will be used in the experiments
will be based on Lie group homography parameterization as
presented in [5] or [12].

III. B IDIRECTIONAL ALIGNMENT ON L IE GROUPS

A. Problem formalization

Aligning two images can be formalized in a bidirectional
way as estimating parameters(µI ,µT ) such that the com-
pensated images are most similar according to an image
dissimilarity criterion. For pixel-wiseL2 objective function,
the error can be defined as:

E(µI ,µT ) =
∑

i∈1..N

∣

∣ei(µI ,µT )
∣

∣

2
, with (14)

ei(µI ,µT ) = I(W(µI ,xi))− T (W(µT ,xi)). (15)

The error is computed at each pixelxi belonging to a region
of interestR = (x1, . . .xN ) to form an error vectore =
(ei)i=1..N .

In the case of gradient based optimization, this error is
minimized in an iterative scheme. At iterationn, the problem
is therefore reparameterized around the initial parameters
(µn

I ,µn
T ) ∈ P by using an incremental update vectorδv ∈ P:

En(δv) = E(µI(µ
n
I , δv),µT (µn

T , δv)), (16)

where µI(µ
n
I , 0) = µ

n
I and µT (µn

T , 0) = µ
n
T . The

choice of the local reparameterization functionsµI(µ
n
I , ·) and

µT (µn
T , ·) has a strong influence on the convergence properties

of the alignment procedure, as it will enforce restrictionsin the
exploration of the bidirectionnal parameter space. This choice
will be discussed in subsection III-B. The derivation of the
corresponding gradient based optimization procedure at the
iteration level will be presented in subsection III-C.

In applications such as tracking, the region of interestR is
defined specifically on the template image. In order to take
into account clutter in the alignment procedure, one should
avoid the drift of the region of interest by constrainingµT to
stay close to the initial parametersµ0

T . Once an estimateδv̂
is obtained at iterationn, the bidirectional parameters for next
iteration are therefore obtained using an update rule:

(µn+1

I ,µn+1

T )← update(µI(µ
n
I , δv̂),µT (µn

T , δv̂)). (17)

The choice of an update rule and related convergence issues
will be discussed in subsection III-D

Within this framework, the considered iterative algorithms
can be summarized in a generic way as follows:

1. Define the referenceT .
2. Define the current imageI.
3. At iterationn = 0, initialize the bidirectional parameters

(µn
I , µ

n
T ).

4. Estimate an optimumδv̂ of the locally reparameterized
error En(δv).

5. Apply the update rule (17) to obtain(µn+1

I ,µn+1

T ).
6. If not convergedn← n + 1 and go to step 4.

B. Local reparameterization

Four main local reparameterization will be discussed: For-
wards, Inverse, Symmetric and Bidirectional. The various
parameters that are used in this formulation are illustrated in
figure 2. Note that when using a Forwards update rule (see
subsection III-D),µn

T is always reinitialized toµ0
T .

• Forwards Compositional Lie (FCL). The image is
warped onto the template depending on the increment
δv ∈ P:

µI = µ
n
I ◦ exp(δv) and µT = µ

0
T . (18)

• Inverse Compositional Lie (ICL). The template is
warped onto the image depending on the incrementδv:

µI = µ
n
I and µT = µ

n
T ◦ exp(−δv). (19)

• Symmetric Compositional Lie (SCL). I andT are com-
pensated towards each other symmetrically, with respect
to a single parameter vectorδv:

µI = µ
n
I ◦ exp(

1

2
δv) andµT = µ

n
T ◦ exp(−

1

2
δv). (20)
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Fig. 1. Taxonomy of theFCL, ICL, SCL, BCL approaches showing two
complementary ways of categorizing the discussed methods.

• Bidirectional Compositional Lie (BCL). The imageI

and the templateT are both warped, using two inde-
pendent sets of parametersδvI andδvT . The increment
vector is therefore bidirectional and can be decomposed
as δv = (δvI , δvT ) ∈ P2, where each component
parameterizes the compensation of only one of the image:

µI = µ
n
I ◦ exp(δvI) andµT = µ

n
T ◦ exp(−δvT ). (21)

We showed in [6] how to integrate existing approaches
within such a framework, but focused on vector space pa-
rameter embedding such as additive (µ = µ

n + δµ) and
compositional (µ = µ

n◦δµ) local reparameterization. We will
consider in the sequel the corresponding extensions to a Lie
Group parameterization. TheFCL andICL approaches extend
the Forwards Compositional [7] and Inverse Compositional
approaches [9]. TheSCL and BCL approaches correct and
extend the symmetric and the bidirectional approaches formu-
lated in an additive manner in [11]. TheSCL is also related
to the ESM algorithm [5], which we will discuss in detail.
This will allow us to unify the formulation on a single kind
of parameterization, and facilitate the comparative analysis of
the newBCL algorithm with other approaches.

The local reparameterizations can be classified based on
the nature of the increment vectorδv. This increment can be
considered to be homogeneous to a single parameter vector for
the FCL, ICL andSCL approaches or to a pair of parameter
vectors(δvI , δvT ) for the BCL approach.

Alternatively, a second classification instead considers
which image is affected by the motion compensation with
local parameterδv. The Forwards and Inverse approaches
consider unidirectional compensation (one image is fixed,
while the other is moving). The Symmetric and Bidirectional
approaches consider bidirectional compensation (the image
and the template are both moving).

Those two complementary classifications are summed up in
Figure 1. We note that theSCL approach uses a unidirectional
local reparameterization, but considers the compensationof
both images. We will show in section III-E how this approach
relates to theESM algorithm [4] [5].

The BCL approach uses a bidirectional local reparame-
terization (δvI , δvT ). This property makes it very particular
compared to the other approaches, and which explains its novel
properties. This will be discussed in section IV.

C. Optimization technique

Any optimization algorithm could be used in step 4. We will
develop the framework with a Gauss-Newton (GN) estimation,
based on the conclusions of the detailed comparative study
that Baker and Matthews have done in the context of image
alignment [2]. GN provides fast convergence rate and high
convergence frequency for a reasonnable computational cost
when compared to other second-order optimization techniques.
This approach asssumes that the warp functionW is differen-
tiable w.r.t bothδv andx and that the composition and inverse
maps are also differentiable w.r.t their arguments.

The GN optimization of the generic error function (16) is
based on the linearization of the vectorial errore:

e(δv) = e(0) + J(0)δv + o(‖δv‖), (22)

whereJ(0) corresponds to the Jacobian matrix of the error
vector e around the initialization. For the sake of notational
simplification, the point of evaluation will be omitted whenit
corresponds toδv = 0 if there is no ambiguity.

J(δv) =
∂e(v)

∂v

∣

∣

∣

∣

δv

(23)

This matrix can be expressed as the concatenationJ(0) =
[J1

t(0), . . . JN
t(0)]t of the gradientsJi(0) of the pixelwise

errorsei. This yields the generic solution:

δv = −(J(0))+ e(0) = −(J t(0)J(0))−1(J t(0)e(0)), (24)

where (J(0))+ stands for the pseudo-inverse. In practice,
the pseudo-inverse can be precomputed whenJ(0) remains
fixed accross iterations (ICL approach). Else, it may be more
efficient to use the second form shown, which was proposed
in the seminal work of Lucas and Kanade algorithm [1] [2].
This equation is over-constrained for a full rank matrixJ(0),
with more rows than columns. This is most of the time the
case for rigid image alignment if the numberN of pixels is
larger than the numberp of parameters.

For the degenerate cases stemming from a too large number
of parameters to estimate, for instance when estimating a
dense displacement field, special care has to be taken into
account by introducing additional regularization terms toavoid
degeneracy. These extensions of the error formulation and the
optimization procedure will not be detailed in the sequel, and
we refer the reader to [14] where a classification of the possible
regularization approaches is proposed.

The Jacobian matrixJ is specific for each approach. In the
case of Lie group parameterization (18), (19), (20) and (21),
all of them can be expressed using the Jacobian matricesJCL

I

andJCL
T of the imageI andT with respect to the incremental

compositional Lie algebra parameterδv:

JCL
I,i (δv) =

∂I(W(µn
I ◦ exp(δv),xi))

∂δv

∣

∣

∣

∣

δv

(25)

JCL
T,i (δv) =

∂T (W(µn
T ◦ exp(δv),xi))

∂δv

∣

∣

∣

∣

δv

(26)
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Fig. 2. General principle of the bidirectional framework, giving an overview of all the considerated coordinate frames. RegionR is shown onT (W(µn
T ,x))

and I(W(µn
I ,x)) (corresponds to the initiale(µn

I , µn
T )), as well as onT (W(µT ,x)) and I(W(µI ,x)) (corresponds toe(µI , µT ) at convergence).

These regions are warped ontoI andT . For the Forwards approach,µT andµ
n
T are equal. For the Inverse approach,µI andµ

n
I are equal. In the general

case shown here, the common coordinate frame corresponds to a compensation from bothI andT using respectivelyµI andµT .

Using the previous notations, we have:

JFCL = JCL
I (0) (27)

J ICL = JCL
T (0) (28)

JSCL =
1

2
(JCL

I (0) + JCL
T (0)) (29)

JBCL =
[

JCL
I (0)

∣

∣ JCL
T (0)

]

(30)

In practice, the Jacobian matrices are computed only forδv =
0 using the chain rule:

JCL
I,i (0) = ∇In(xi)

∂W(exp(δv),xi)

∂δv

∣

∣

∣

∣

0

(31)

JCL
T,i (0) = ∇Tn(xi)

∂W(exp(δv),xi)

∂δv

∣

∣

∣

∣

0

(32)

where:

In(y) = I(W(µn
I ,y)) (33)

Tn(y) = T (W(µn
T ,y)) (34)

represent the warped image and template using initial esti-
matesµn

I andµ
n
T . This approach yields a computational gain,

since these warped images have already been computed in
order to obtaine. Note that the group action property (5) is
required to get benefit from this speedup.

D. Parameter update rule

When I and T are equal up to the compensation using
the true parameters(µ̄I , µ̄T ) then an infinity of parameter
pairs corresponding to their orbitorbit(µ̄I , µ̄T ) w.r.t. right
composition with the same parameter∆µ should also be
considered as correct parameters:

orbit(µI ,µT ) = {(µI ◦∆µ,µT ◦∆µ) | ∆µ ∈ P}. (35)

The update rule introduced in equation (17) should therefore
select its result within the orbit of its input parameters.

A first solution is to use the identity update, which keeps
the estimated parameters unmodified in the Bidirectional pa-
rameter space:

updateId(µI ,µT ) = (µI ,µT ). (36)

This approach corresponds to a standard iterative optimization
in the bidirectional parameter space, which is constrainedto
a specific subspace in the case of theFCL, ICL and SCL
approaches. The convergences properties of the optimization
algorithm applied at each iteration are then kept. In our case,
this corresponds to the Gauss-Newton optimization ofE on
Lie Group.

When computational time is a concern, updating both
parametersµI and µT requires to warp both images and
compute their gradient at each new iteration, yielding a slower
algorithm. To address this issue, a Forward update rule is used:

updateF (µI ,µT ) = (µI ◦ µ
−1

T ◦ µ
0
T ,µ0

T ). (37)

The parametersµT are then reinitialized to their original
values µ

0
T at each iteration. This approach presents two

advantages.
First,JT can be precomputed for all iterations, thus improv-

ing the speed of the algorithm [2].
Second, reinitializingµn

T to µ
0
T allows us to keep the region

of interestR close to the true location of the object of interest
in the template, and to avoid taking into account clutter in
imageI when the optimization comes close to the optimum.
This is illustrated in Figure 3, where the valley formed around
the manifold of correct parametersorbit(µ̄I , µ̄T ) has a low
error E(µI ,µT ) in the bidirectional spaceP2 only for µT

close enough tōµT .
From the point of view of convergence, the value of the

objective function may change during the update rule, as
illustrated in Figure 3 by a jump along the orbit of the
estimated parameters at the end of each iteration. In practice
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the stopping criterion is therefore defined as the decrease
betweenE(µn

I ,µn
T ) andE(µn+1

I ,µn+1

T ), i.e. after the update.
This does not guarantee that the stopping criterion is not

applied too early due to of a difference between the estimated
E(µ̂I , µ̂T ) at stepn and its updated valueE(µn+1

I ,µn+1

T ).
A natural choice to make those two values identical, up to the
drift of the region of interest, would be to use an invariant
objective function [14] [15], which takes into account volume
forms compensation. This approach yields additional Jacobian
terms inJ which compensate for the bias associated to scale
change when passing from one coordinate frame to another.
This better theoretical invariance therefore comes at the cost
of additional online computation, and will be left out of the
scope of the present paper. We refer the reader to [15] for an
in depth discussion of volume compensation issues.

For our application to parametric image alignment, the
evoqued bias does not appear to be a major concern. Indeed,
the application of such a Forwards update rule combined with
the objective function (41) with the Forwards update rule was
applied succcesfully in the Inverse Compositional algorithm
[2] for which Baker and Matthews proposed an equivalence
proof with Forwards compositional approaches. Benhimane
and Malis [5] showed that theESM algorithm converges as a
second-order minimization of the Forwards objective function
under assumption (10). As explained in next subsection this
therefore also applies to theSCL algorithm with Forwards
update rule.

E. Equivalence between theESM algorithm and theSCL
approach

We now discuss the relationship between theSCL approach
that was introduced in section III and theESM algorithm [4],
which will provide a theoretical framework useful to better
understand the advantages of the novelBCL algorithm which
we will present in the next section.

The ESM algorithm is based on the second-order approxi-
mation of the vectorial error at the true parametersδv∗, such
that ‖e(δv∗)‖ is null if (10) is satisfied:

e(δv∗) = e(0) +
1

2
(J(0) + J(δv∗))δv∗ + O(‖δv∗‖3). (38)

One ESM iteration is obtained by settingJ = JFCL(0) +
JFCL(δv∗) in (24). This approximation is generic, but re-
quires the JacobianJ(δv∗) at the true parameters to be known.
Benhimane and Malis show in [5] that, when the assumption
(10) holds, using a parameterization on Lie Groups yields:

JCL
I (δv∗)δv∗ = JCL

T (0)δv∗. (39)

They therefore define an alternative JacobianJESM, which
is to be used by substitutingJFCL(δv∗) = JCL

I (δv∗) with
JCL

T (0) in the FCL versioneFCL of (24):

JESM =
1

2
(JCL

I (0) + JCL
T (0)). (40)

JESM appears to be exactly the same matrix asJSCL(0)
defined in equation (29). Furthermore, the Forwards update
rule µ

n+1

I = µ
n
I ◦ exp(δv) associated to theSCL approach is

the same as the one used in theESM algorithm.

This relationship provides new perspectives on theESM
algorithm. Indeed, when the assumption (10) does not hold,
the equation (39) of theESM algorithm is only approximative.
The previous analysis reveals that the optimization of aFCL
error using theESM scheme (FCL-ESM) corresponds exactly
to the optimization of aSCL error using a Gauss-Newton
scheme (SCL-GN) with Forwards update rule.

IV. B IDIRECTIONAL COMPOSITIONAL L IE ALGORITHM

The Bidirectional approach stands apart from all other
approaches, since it considers a bidirectionnal local reparam-
eterization(δvI , δvT ), which hold the complete expression
power of the bidirectional formulation that was introducedin
this paper.

We will now focus on theBCL approach, based on the
vectorial erroreBCL(δvI , δvT ) with

eBCL
i (δvI , δvT ) = I(W(µI ◦ exp(δvI),xi))

−T (W(µT ◦ exp(−δvT ),xi)). (41)

With Gauss-Newton optimization, the estimation uses a
JacobianJBCL =

[

JI JT

]

obtained by concatenating the
contributions of bothI andT :

[

δvI

δvT

]

=
[

JI JT

]+
eBCL(0, 0). (42)

The associated update rule is the following:

µ
n+1

I = µ
n
I ◦ exp(δvI) ◦ exp(δvT ). (43)

A. Invariance properties

A SCL approach corresponds to aBCL approach, where at
each iteration the2p-dimensional local increment(δvI , δvT )
is constrained to explore thep-dimensional vector subspace
corresponding toδvI = δvT (as illustrated in Figure 3).
A FCL approach explores the(δvI , 0) subspace, anICL
approach the(0, δvT ) subspace. TheBCL approach is not
restricted to a specific subspace, and is therefore able to
consider the solutions provided by theFCL, the ICL or the
SCL subspaces. Since theESM/SCL algorithm was shown [5]
to have the best theoretical convergence properties, we will
now discuss the interpretation of the additional dimensions
that are orthogonal to theSCL subspace, and that theBCL is
able to explore.

Let us consider the following change of variable:

δv⊕ = δvI + δvT and δv⊖ = δvI − δvT (44)

where δv⊕ and δv⊖ stand for the symmetric and anti-
symmetric parts respectively.

The previous change in variable (44) can be interpreted by
noting that to the first order toδvI andδvT :

eBCL(δvI , δvT ) ≈ eBCL(0, 0) + JCL
I (0)δvI + JCL

T (0)δvT

≈
1

2
eBCL(0, 0) +

1

2
JCL

I (0)δv⊕ +
1

2
JCL

T (0)δv⊕

+
1

2
eBCL(0, 0) +

1

2
JCL

I (0)δv⊖ −
1

2
JCL

T (0)δv⊖

≈
1

2
(eBCL(δv⊕, δv⊕) + eBCL(δv⊖,−δv⊖)). (45)
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Fig. 3. Illustration of the error functionE(µI , µT ) and the trajectories of the iterations of theFCL, ICL, SCL andBCL approaches during the alignment
of the two images of figure 2, where the true deformation is a2 pixels horizontal translation̄µ1 = 2. Only the horizontal translation coefficients(µI,1, µT,1)
are shown, which corresponds to a slice of the bidirectionalspaceP2. For the errorE, darker shade of gray means higher error value. Translation was
estimated using GN optimization with Forwards update after each iteration. Each iterationn is plotted as an arrow that links(µn

I , µn
T ) (numbered⊙ bullets)

to (µI(µn
I , δv̂), µT (µn

T , δv̂)) (△ bullets), and a dashed segment that links to the next iteration (µn+1

I
, µn+1

T
) using the Forwards update rule. The

initialisation is (µ0
I,1, µ0

T,1) = (0, 0). The dashed line(µI,1, µT,1) = (µ1, 2 + µ1) represents the manifold of correct estimates.

The first term corresponds to the standardSCL error, where
δvI = δvT = 1

2
δv⊕, i.e. the images are compensated

symmetrically towards each other. The second term is specific
to the BCL approach. It corresponds to the error when
compensating the two images within the orbit of the initial
parameters(µn

I ,µn
T ) defined in section III-D, where the

relative transformationµI ◦ µ
−1

T remains constant.
The linearization of the error with respect to(δv⊕, δv⊖) is

obtained from (45):

eBCL(δvI , δvT ) ≈ eBCL(0, 0) + J⊕δv⊕ + J⊖δv⊖, (46)

with

J⊕ =
1

2
(JCL

I (0) + JCL
T (0)) and

J⊖ =
1

2
(JCL

I (0)− JCL
T (0)).

(47)

The minimization ofE(δvI , δvT ) in terms of the new vari-
ables(δv⊕, δv⊖) therefore corresponds to:

[

δv⊕

δv⊖

]

=
[

J⊕ J⊖

]+
eBCL(0, 0), (48)

At this stage, sinceδv⊕ and δv⊖ can be assumed to be
small increment, using the Campbell-Baker-Hausdorff formula
[12] on (43) yields to:

µ
n+1

I ≈ µ
n
I ◦ exp(δv⊕). (49)

It follows that δv⊖ is a parameter which is modeled in the
estimation but which value does not modify the final result.
This principle is similar to the use of parameters modeling
illumination change [16] [17], in order to make the estimation
of motion parameters invariant to such perturbations. The
invariance that theBCL algorithm enforces at each iteration is
instead a local invariance aroundδv = 0 with respect to the
J⊖ subspace, that corresponds to a change of the reference
coordinate frame. This property is at the core of thePBCL
algorithm.

B. The ProjectedBCL algorithm (PBCL)

The ProjectedBCL algorithm (PBCL) uses the approxima-
tion rule (49) in order to avoid solving equation (24) with the
full bidirectional Jacobian matrixJBCL.

Due to the properties of block matrix pseudo-inverse when
[

J⊕ J⊖

]

is full-rank:

δv⊕ =
(

P⊥
⊖ J⊕

)+
eBCL(0, 0), (50)

whereP⊥
⊖ represents the projection within theN -dimensional

error vector space onto the orthogonal subspace to the column
span ofJ⊖:

P⊥
⊖ = IdN − J⊖(J⊖

tJ⊖)−1J⊖
t. (51)

The difference between thePBCL and theSCL approaches
consists in usingP⊥

⊖ J⊕ instead ofJ⊕, i.e. projecting out the
dimensions in the error space that correspond to a bidirec-
tional compensation that changes the reference frame without
changing the relative transformation betweenI andT .

Furthermore, by noting that we have on the one hand
JFCL = J⊕ + J⊖, JICL = J⊕ − J⊖ and JSCL = J⊕,
and on the other handP⊥

⊖ J⊖ = 0, we get:

P⊥
⊖ JFCL = P⊥

⊖ J ICL = P⊥
⊖ JSCL = P⊥

⊖ J⊕. (52)

Indeed, the differences between theFCL, ICL and SCL
approaches depend on a differently weighted contribution of
J⊖, which is removed by the projectionP⊥

⊖ . This property
allows us to define without any lack of genericity the Jacobian
associated to thePBCL approach with respect to a precom-
putedJ ICL, without computingJ⊕ explicitely:

JPBCL = P⊥
⊖ J ICL. (53)

In the noise free case, assuming (10) holds and a Lie Group
parameterization is used, projecting the fundamental equation
of the ESM algorithm (38) yields, thanks to (52),

P⊥
⊖ e(δv∗) = P⊥

⊖ e(0) + JPBCLδv∗ + O(‖δv∗‖3). (54)

The difference with the originalESM is that it is expressed
in the orthogonal subspace of the column-span ofJ⊖, which
enforces the local invariance of the objective fonction with
respect to a change in the reference coordinates frame.
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C. Theoretical analysis of the effect of noise

Let us consider two noisy images with independant noises:

I = Inf + ǫI T = Inf + ǫT (55)

which impacts both the zeroth-order and the first-order terms:

e(0) = enf (0) + ǫI − ǫT (56)

J⊕ = J⊕nf +
1

2
(JǫI

+ JǫT
) (57)

J⊖ = J⊖nf +
1

2
(JǫI
− JǫT

), (58)

where:

JǫI i =
∂ǫI(W(µn

I ◦ exp(δv)),xi)

∂δv
(59)

JǫT i =
∂ǫT (W(µn

I ◦ exp(δv)),xi)

∂δv
. (60)

In the noisy case, theSCL error (38) becomes a first-order
approximation, with a noisy Jacobian:

e(δv∗) = e(0) + (J⊕nf +
1

2
(JǫI

+ JǫT
))δv∗ + O(‖δv∗‖2).

(61)
If we denote byη2

I andη2
T the variances of the noise inJǫI

δv∗

andJǫT
δv∗. The variance of the noise in theESM Jacobian

J⊕δv∗ is therefore1

4
(η2

I +η2
T ), which is half the noise variance

of JFCLδv∗ or JICLδv∗ for symmetric levels of noise.
Projecting (61), the projectedPBCL error (54) also be-

comes a first-order approximation in the noisy case:

P⊥
⊖ e(δv∗) = P⊥

⊖ e(0) + P⊥
⊖ J⊕δv∗ + O(‖δv∗‖2). (62)

We now show thatP⊥
⊖ projects out a part of the noise from

the JacobianJ⊕. Using equation (39), we get:

J⊖nfδv∗ = (JInf (0)− JTnf (0))δv∗ (63)

= (JInf (0)− JInf (δv∗))δv∗ = O(‖δv∗‖2). (64)

Moreover, by definitionP⊥
⊖ J⊖ = 0, which yields:

P⊥
⊖ (JǫI

− JǫT
)δv∗ = 2P⊥

⊖ (J⊖ − J⊖nf )δv∗ (65)

= 2P⊥
⊖ J⊖nfδv∗ = O(‖δv∗‖2). (66)

Let us assume the template is less corrupted than the image.
Using (66), we can modify the expression ofP⊥

⊖ J⊕ as follows:

P⊥
⊖ J⊕δv∗ = P⊥

⊖ (J⊕nf + JǫI
− JǫT

+ 2JǫT
)δv∗ (67)

= P⊥
⊖ (J⊕nf + 2JǫT

)δv∗ +O(‖δv∗‖2). (68)

In case there is asymmetry in the noise levels, equation (68)
hints that the influence of the noise on the Jacobian matrixJ⊕

can be reduced within theP⊥
⊖ subspace. Indeed, from the full

error 1

2
(JǫI

+ JǫT
), only the less noisy partJǫT

is kept. In
particular, no corruption of the projected Jacobian shouldbe
observed when the template is noiseless.

The theoretical results derived in this subsection will be
validated experimentally in paragraphs V-B2 and V-B3.

V. EXPERIMENTAL COMPARISON OF THE APPROACHES

In the following the performances of the new algorithms
PBCL and BCL are compared to the conventionalFCL,
ICL and ESM approaches. This study takes into account
the computational complexity, the rate of convergence and
the frequency of convergence. Both simulated warps and real
video data have been used.

All studied methods are based on the Gauss Newton scheme
(24) with Forwards update rule (37). TheESM fits into this
framework as anSCL approach according to subsection III-E.

A. Computational complexity

The generic algorithmic scheme is the following:
• Pre-computation

1 WarpT to computeT 0.
2 Compute the gradients ofT 0 : ∇T 0.
3 Evaluate the complete jacobian ofT : JCL

T (0).
4 Only for theICL, precompute the pseudo-inverse of

the jacobian.
• For each iteration

5 WarpI with W(µn
I ,x) to computeIn.

6 Compute the errore(0).
7 Compute the gradient∇In of the warped image.
8 Evaluate the complete jacobian ofI : JCL

I (0).
9 ComputeJ(0).

10 SolveJ(0)δv = e(0).
11 Update the warp parameters with (37).

where:
J = JCL

I (0) for the FCL algorithm,
J = JCL

T (0) for the ICL algorithm,
J = 1

2
(JCL

I (0) + JCL
T (0)) for the ESM algorithm,

J = [JCL
I (0) | JCL

T (0)] for the BCL algorithm,
J = P⊥

⊖ J⊕ for the PBCL algorithm.
Note that forFCL, steps 2, 3 and 4 are skipped. ForICL,
steps 7, 8 and 9 are skipped.

In the following, we notep the number of parameters
{δvk}k={1..p} andN the number of image pixels. The asymp-
totic complexity of the different algorithms can be found in
table I for p << N . Step 10 was coded using the pseudo-
inverse calculation proposed in [2]. The computational cost
can be found in table II for our current Matlab implementation
on a Intel(R) Core(TM)2 duo CPU 3.0 GHz with 4 GB of
RAM. A 100x100 patch is used to estimate a homography
parameterized as in [5].

As shown in [2],ICL is the more computationally efficient
algorithm because it does not need the image JacobianJCL

I (0)
to be computed (steps 6, 7, 8). Thus it is possible to pre-
compute the pseudo-inverseA = (JCL

T (0))+ and obtainδv

by a matrix productδv = Ae(0) (step 9).
TheFCL andESM algorithms are in practice equivalent in

terms of computational cost (when many iterations are done)
because the extra heavy computations of theESM can be done
as pre-computations.

The PBCL algorithm has globally a similar asymptotic
complexity, but requires an additional projection(P⊥

⊖ J⊕) to
be computed. In practice, it can be performed more efficiently
using a QR decomposition ofJ⊖ but it remains quite costly.
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Algo Pre-computation Steps
1 2 3 4 Total

FCL pN − − − pN

ICL pN N pN p2N p2N

Others pN N pN − pN

Algo Iterative Steps
5 6 7 8 9 10 11 Total

FCL pN N N pN − p2N p2 p2N

ICL pN N − − − pN p2 pN

ESM pN N N pN pN p2N p2 p2N

BCL pN N N pN − p2N p2 p2N

PBCL pN N N pN p2N p2N p2 p2N

TABLE I
ASYMPTOTIC COMPUTATIONAL COMPLEXITY OF CONVENTIONAL AND

NEW IMAGE ALIGNMENT ALGORITHMS FOR p PARAMETERS ANDN
PIXELS (WITH p << N ).

Algo Pre-computation Steps
1 2 3 4 Total

FCL 4.25 − − − 4.25

ICL 4.21 0.44 1.70 1.22 7.57

Others 4.23 0.43 1.67 0 6.33

Algo Iterative Steps
5 6 7 8 9 10 11 Total

FCL 4.42 0.02 0.43 1.70 0 0.40 0.15 7.12

ICL 4.40 0.02 0 0 0 0.08 0.15 4.65

ESM 4.42 0.01 0.43 1.70 0.71 0.40 0.15 7.82

BCL 4.44 0.01 0.43 1.80 0 1.17 0.28 8.13

PBCL 4.43 0.01 0.44 1.65 3.08 0.40 0.15 10.25

TABLE II
COMPUTATIONAL TIME (IN MILLISECONDS) OF CONVENTIONAL AND NEW

IMAGE ALIGNMENT ALGORITHMS WITH p = 8, N = 10000. FOR

ITERATIVE STEPS, THE TIME IS GIVEN FOR ONE ITERATION.

TheBCL algorithm has the same asymptotic complexity as
the ESM algorithm, but requires solving a system with twice
the number of parameters, which makes step 9 more costly.
This is compensated by the fact that the jacobian matrices do
not need to be added in step 8. The total time is therefore only
slightly larger.

B. Convergence and robustness evaluation

The benchmark used is inspired by the one proposed in [2].
Random disturbances are generated by adding a spatial Gaus-
sian noise of standard deviationσnoise (called Point Sigma)
to four canonical point locations in a reference imageIref :
these four pairs of points (canonical and test points) define
an homography warp parameter vector for the disturbance.
Using these parameters, the reference imageIref is warped
onto template imageTref .

Iref and Tref are corrupted with additive gaussian noise:
I = Iref + ǫI andT = Tref + ǫT . The noise levels are char-
acterized by their variancesσ2

I andσ2
T and the corresponding

Signal to Noise RatiosSNRI andSNRT with respect to the
noise-free image:

SNR = 10 log10

(

E(Iref
2)

σ2

)

. (69)

The image alignment algorithms are then run in order to fit
imageI to imageT . The convergence criteria is the root mean
squared error of the distance between the test point locations
and the destination locations of the canonical points warped

A A.1 A.2 A.3

B C D E

Fig. 4. Images used for the experiments. First row: The noise-free image (left)
is used for extracting the template image. ImageI is then obtained by adding
gaussian noise to the noise free image. The noisy images (right) are shown
with respective SNR: 15 dB, 10 dB and 5 dB. Second row: other images used
for the experimentations. Images A and E come from the INRIA Learning and
Recognition in Vision (LEAR) dataset (http://lear.inrialpes.fr/data). Images B
and C come from the benchmark of Baker and Matthwews [2]. Image D was
synthetized using an openGL implementation.

with the estimated deformation (denoted RMS point error).
Two main performance criteria are considered:

- Average frequency of convergence: percentage of tests
where an algorithm converged to the correct estimate (defined
as a RMS Point Error less than 1 pixel),

- Average rates of convergence: for tests that converge for
all methods, the average RMS point error is plotted against
the algorithm iteration number.

In the following, we present average results obtained with
the five images shown in figure 4. The motion model is a
homography parameterized as in [5]. For each algorithm and
each test, 30 iterations are done. For average frequency of
convergence, 500 tests are done per image and per Point
Sigma. For Average rates of Conververgence, 100 tests are
done per image.

1) Frequency and rate of convergence:Figure 5 shows
a comparison of the different approaches in three typical
situations: no noise (left), noise on the image only, the template
being noiseless (middle), and noise on both image (right).

The BCL and thePBCL exhibit identical performances
for all tests. This confirms experimentally equation (49), and
justifies that they will be assimilated in the discussion.

The performances in terms of frequency of convergence and
rate of convergence (Fig. 5) present similar ranking. TheBCL
provide the best overall performance when noise is present,
being only slightly less performant than theESM in the
noiseless case (left column).

In the case where the template is noiseless and the image
corrupted by a SNR of 10dB (middle column),ICL is better
than ESM at convergence rate and final precision, which
illustrate the detrimental effect of noise in the Jacobian.The
BCL approach converges faster and reaches the same accuracy
as ICL, althoughBCL includes corrupted image gradients
in the estimation. This illustrates the ability of our approach
to project out the noise from the Jacobian when there is
asymmetry in the noise levels, as expected from (68).

When noise is present on both image and template at
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Fig. 5. Frequency of convergence (top row) and rate of convergence in logarithmic scale for a Point Sigma equal to4 pixels (bottom row) for theFCL, ICL,
SCL, BCL and PBCL approaches using a Gauss-Newton optimization with Forwardsupdate rule. Left:I and T are noiseless. Middle: additive gaussian
noise of SNR=10dB was added toI, T is noiseless. Right: additive gaussian noise was added on both images, SNR=10dB forI, SNR=15dB forT .

Algo P
⊥

J e

ICL IdN J
CL
T e(0)

ESM IdN J⊕ e(0)

PBCL P
⊥
J⊖

J⊕ e(0)

BCL IdN [JCL
I |JCL

T ] e(0)

ESMnf IdN J⊕nf enf (0)

PBCL− P
⊥
J⊖nf

J⊕ e(0)

PBCLǫ P
⊥
Jǫ

J⊕ e(0)

TABLE III
PROJECTION MATRIXP⊥ , JACOBIAN MATRIX J AND INITIAL ERROR e

ASSOCIATED TO THE ALGORITHMS DEFINED IN EQUATION(70).

different levels (right column),BCL is slightly better than
ESM. They both outperform the unidirectional approaches in
this context.

2) Impact of the projection:In order to evaluate more
accurately the impact of the projectionP⊥

⊖ in the performance
gain, we define three additional reference synthetic algorithms
PBCL−, PBCLǫ and ESMnf which use noise-free data in
some of their computations. All algorithms estimateδv using
the following equation:

δv = (P⊥J)+ e. (70)

A summary of the specific values of the matrixP⊥, J ande

is shown in table III for the synthetic algorithms, as well as
the standard ones. The figure 6 shows their performances with
respect to image noise.

The syntheticPBCLǫ algorithm assumes the JacobianJǫ

of the noiseǫ is known, as defined in (59).
It provides the best performance amongst the methods that

use a noisy error by projecting out the noise that corruptsJ⊕.
It has a similar performance as theESMnf over a large set of
noise conditions, which confirms that the estimation is very
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Fig. 6. Frequency of convergence for theESM, ICL andPBCL algorithms
compared to the syntheticPBCL−, PBCLǫ and theESMnf algorithms for
a Point Sigma equal to 12 and a decreasing image noise (-15dB to 20dB).
No noise has been used on the template.

sensitive to the presence of noise in the Jacobian matrix, and
that the projection approach is relevant.

The syntheticPBCL− algorithm uses the noise-freeP⊥
⊖ nf

projection. It provides approximatively the same performance
as theESM method, which shows that projecting byP⊥

⊖ has
little undesirable effect on the performance. It is slightyless
robust thanESM in low-noise conditions. The JacobianJ⊖

has therefore a small correlation with the spatial gradients of
the images, which leads to projecting out a little amount of
relevant information.

ThePBCL algorithm provides the best performances within
non synthetic algorithms over almost the full range of noise
levels. Like thePBCL−, it becomes slighty less robust than
ESM in low-noise conditions. These results can be related
to equation (68) to confirm that thePBCL approach uses a
relevant projection, which has a slight side-effect in the noise-
free case, but improves the robustness as soon as there is
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asymmetry in the noise levels.

3) Impact of the noise asymmetry:The following experi-
ments show the evolution of the performances with respect
to noise asymmetry. Noise is parameterized by a varianceσ2,
and an asymmetry coefficientβ ∈ [0, 1]. The amount of noise
allocated toI andT is defined as follows:

σ2
I = (1− β)σ2, σ2

T = βσ2, with β ∈ [0, 1]. (71)

where σ2
I (resp.σ2

T ) is the variance of the noise corrupting
imageI (resp. the templateT ). Additive white gaussian noise
is used. Since the noises of the two images are independent,
σ2 = σ2

I + σ2
T represents the total noise variance that was

injected into the difference image(I−T ). The corresponding
total SNR is computed as in (69) with respect to the variance
of the image.

The figure 7 shows the average frequency of convergence,
with respect toβ. The results are obtained on the images of
fig. 4 for two levels of noise (SNR of 10dB and 5dB) and for
two levels of imprecision in the initialization (Point sigma of
6 and 12 pixels).

We can observe that theFCL approach (resp.ICL) has
a decreasing performance whenβ decreases (resp. increases)
which corresponds to an increasing level of noise in the
gradients ofI (resp.T ). For a fixed SNR, theESM approach
provides approximately similar results for all values ofβ.
Indeed, the noise variance inJESM = 1

2
(JI + JT ) is 1

4
of the

sum of the noise variances inJI andJT , which is constant in
this experiment. This lower variance combines with equation
(38) to explain the much better performance of theESM for
β = 0.5 in the case of noise.

The ESM approach outperforms theFCL and ICL ap-
proaches for all tested conditions, excepted for high asym-
metry of the noise levels. For a 10dB SNR, they have similar
performances for noise-free template or image (Fig. 7 left and
middle). This ranking is reversed only for both a high level
of noise, i.e. SNR=5dB, and highly asymmetric noise levels
(Fig. 7 right).

The BCL approach performs as good or better than the
ESM, FCL and ICL. It has almost the same performance
as theESM for β = 0.5, and provides an increasing gain
when the amount of noise asymmetry increases. This gain is
small for low noise situations, where theESM has already
near perfect convergence performances, but is significative in
more difficult conditions, involving a higher noise level ora
farther initialization.

C. Application to tracking in a low-light environment

In low-light conditions, an optical imaging system produces
bad quality images that can be modeled according to [18]:
the observed number of photons at one pixel is drawn from
a Poisson distribution whose parameter is proportional to
the average received intensity. Thus tracking an object using
gradient-based approach becomes a challenging task because
the Poisson noise can severely corrupt the gradients of the
images. In order to improve the tracking performance on this
kind of data, one would try to lower the noise on the template
by averaging several registered frames. This approach yields

Fig. 8. Images used for the low-light condition experiments inparagraph V-C.
First row: images extracted from the high quality video sequences from the
”Fast Far” set of [19] available at http://www.metaio.com/research. Second
row: Simulated low-light acquisitions.

an asymmetric image alignment problem where the current
imageI is registered to the templateT of higher quality. We
now evaluate the usefulness of the proposed algorithms in such
a context.

Low-light video sequences with controled ground-truth and
parameters are not publically available, or are subject to
confidentiality use. We simulated low-light conditions by cor-
rupting publicly available videos (see Fig. 8) taken in day light
conditions [19]. The corruption procedure consists in assigning
to I(x) a random value drawn from a Poisson distribution of
mean(a · I(x)+ b). The scaling factorsa andb are chosen to
rescale the image values in the range[1, 10].

The groundtruth is constructed from the initial high-quality
sequence. The region of interest is defined on the first frame
of the video, and its content is initially used as template image
T . TheESM algorithm is used to track the region of interest,
using the same homography model as in subsection V-B. This
estimation is used as ground truth (true parametersµ̄(t)). We
manually checked than theESM managed to track the object
of interest on those sequences.

The tests are performed on the corrupted sequences as fol-
lows. The performance analysis involves the same algorithms
as in subsection V, run with40 iterations. The template is
computed on the first nine frames of the video sequence
by averaging the compensated images. Motion estimation is
performed from framet = 11 to 100 using the averaged
template and the current corrupted image: for each frame of the
sequence the image alignment algorithm is reinitialized with
µ

n
I (t + 1) = µ̄(t) andµ

0
T (t + 1) = 0. We compute the RMS

Point error by comparing the four corners of the region of
interest predicted by the tested algorithm and the ground-truth.
In order to obtain significant results, we averaged the results
on 7 video sequences from the ”Fast Far” set, and generated
10 different corrupted sequences for each initial high-quality
sequence, yielding a total of6300 estimation results for each
approach.

Figure 9 shows the cumulative distribution of the RMS Point
Error obtained by the various approaches, which characterizes
the frequency of convergence for various values of RMS Point
error thresholdτ . The statistics of these distributions forτ =
3 pixels are summarized in table IV.

The BCL approach provides the best performances with
both the lowest mean RMS Point Error, lowest standard
deviation, and best frequency of convergence for any threshold
τ . In terms of frequency of convergence atτ = 3 pixels, it
is followed by theESM algorithm and theICL approach.
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Fig. 7. Frequency of convergence for theFCL, ICL, ESM, PBCL andBCL algorithms with respect to noise asymmetry. Left: SNR=10dB, point sigma
= 6 pixels. Middle: SNR=10dB, point sigma = 12 pixels. Right: SNR=5dB, point sigma = 6 pixels

Algo FCL ICL ESM BCL Init

freq. conv. 93.1% 93.4% 98.5% 99.1%
mean 1.2813 0.5711 0.6784 0.4216 3.2620
std 0.6300 0.3150 0.3782 0.2835 1.7023
std√

nbtest
0.0082 0.0040 0.0048 0.0036

TABLE IV
FREQUENCY OF CONVERGENCE AND ACCURACY EXPRESSED AS MEAN

AND STANDARD DEVIATION OF THE RMS POINT ERROR OBTAINED FOR

THE EXPERIMENT OF PARAGRAPHV-C. ONLY TESTS THAT CONVERGED

FOR τ = 3 pixels ARE TAKEN INTO ACCOUNT. THE INITIAL RMS POINT

ERROR STATISTICS IS ALSO PROVIDED AS REFERENCE.
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Fig. 9. Frequency of convergence for the experiment of paragraph V-C with
respect to the thresholdτ on the RMS Point Error.

In terms of average accuracy theICL algorithm is better
than theESM algorithm. By computing its gradients only on
the noisier imageI, the FCL approach provides the worst
results. These promising results concerning theBCL illustrate
the perspectives of application of the proposed approach to
improve image alignment results on real world low-SNR
image data.

D. Experimental conclusion and recommendations

From the point of view of computational complexity (see
tab. II and I), theICL approach is the most efficient. But
this criterion has to be balanced with respect to the conver-
gence properties, which are rather in favor of approaches that
take information from both of the image and the template.
The ESM is only slightly slower than theFCL with much
improved converge properties. TheBCL approach is itself a
little bit slower that theESM.

An ICL approach should be prefered when one of the
images is almost noise-free and the other image is severely

corrupted by noise. TheESM or the BCL approach should
be prefered in most other situations. When the level of noise
is low, or when both images have the same level of noise, the
ESM would be slightly faster, for a slightly better robustness.
The BCL approach should be more robust on a range of
noise conditions, and should provide better performances
for intermediate asymmetry of noise, particularly in difficult
conditions.

VI. CONCLUSION

In this paper we have presented a novel formulation of
image alignment based on the combination of the bidirectional
compensation of both image and template and a Lie group
parameterization of the motion. Extending previous work
[6], we derive two new algorithms within the bidirectional
composition framework.

First, using a Gauss-Newton procedure with a Forwards
update rule, we have proposed the Bidirectional Compositional
Lie (BCL) algorithm based on the joint compensation of the
image and the template. TheBCL algorithm is shown to have
local invariance properties with respect to the compensated
coordinate frame. Secondly, thePBCL algorithm is an ap-
proximation of theBCL which highlights other theoretical
properties of the approach. On one hand, in the noise-free case,
thePBCL is shown to have similar second-order minimization
properties as theESM approach [5] when considering a
projected invariant error. On the other hand, in presence of
asymmetric levels of noise, the use of an adaptive projection
reduces the amount of noise in the Jacobian matrix and
improves the robustness.

Experimental results performed on several images show that
the proposed algorithms provide significant improvement of
performance in the case of strong noise levels and different
levels of noise between the two images. It is almost as
performant in terms of frequency of convergence and rate of
convergence than the best existing approach in other cases.
These properties may be useful for possible applications of
this approach in the context of online registration for low-light
imagery, or to other cases of strongly corrupted images.
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