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#### Abstract

This paper presents new results for assessing the robustness of a configuration for multi-purpose machines. The workshop manager is provided quantitative and meaningful information on how a configuration behaves when disturbances affect the demand. Thus, configurations can be compared on the basis of temporal performance, but also on robustness. The robustness measure of a configuration is returned by assessing the minimum magnitude of disturbances affecting the forecast demand that may lead to breaking the deadline provided by the decision-maker. First, it is shown how to minimize the completion time for a given demand. The demands such that the deadline can be met for a given configuration are characterized afterward, and two robustness measures for a configuration are also provided. The theoretical results are illustrated in detail through an application example.
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## 1 Introduction

Multi-purpose machines are often used to model industrial workshops composed of parallel machines subject to constraints which prevent the machines from processing all the product types [5]. The configuration of such workshops is a key choice as it has a significant impact on performance. However, determining a configuration in a real workshop is a complex issue because it also has an impact on its organization, flexibility and may involves costs in the whole production process.

This paper provides some new tools to assess the temporal performance of a given configuration, as well as two indicators of its robustness. While initially designed to address the problem of configuration in the field of semiconductor industry, the present work provides a theoretical framework that can help the decision-maker to quantitatively evaluate a configuration for any workshop modelled as a set of multi-purpose machines subject to deadline constraints and demand uncertainty.

In the semiconductor industry, the photolithography process is known to be a challenging step as it involves machines that are very expensive and subject to rapid obsolescence due to the constant advances in that field [1][18]. Moreover, the production flow is not easy to manage as products may have complex reentrant routes, and it is often observed that the photolithography workshop is a bottleneck. Finally, as the production processes are constantly updated to integrate new technologies, production volumes are hard to forecast because of unpredictable production losses. In such a context, robustness [11] [4] is a highly desirable feature for a photolithography workshop configuration, this workshop being modelled as a set of multi-purpose machines. Previous works have focused on finding robust configurations using a branch-andbound approach [3] and integer linear programming [2]. However, these approaches have appeared not to be satisfactory to practitioners. First because they return a single solution to a strongly multi-criteria problem [15] with some criteria being difficult to model, and second because in such complex contexts, decision-makers do not want a computer program with low situation awareness to make high-stakes decisions for them. That is the reason why the main purpose of this paper is to provide the decision-maker with tools allowing for the measurement of the robustness of a given configuration, by assessing the minimum magnitude of disturbances that may lead to break a given deadline. Then, the decision-maker can perform "What If" studies on several configurations in order to choose the most appropriate ones or integrate these tools into a complete decision making process. It should be stressed that the entire decision process is out of the scope of this article, since the proposed results can be applied to address the configuration to any workshop. Although the proposed approach is not always practicable (for very large of sparse configuration matrices), it has been successfully tested on real-word instances in the field of photolithography (see [14]).

This paper is organized as follows. The configuration and the underlying scheduling problem are presented in section 2. As solving the underlying scheduling problem may lead to unbalanced production plans, section 3 focuses on the characterization of the demands for which a balanced production plan can be found for a given configuration. It also shows the limits of the proposed approach through computational experiments. Then, these results are used for characterizing
the demands that can be processed by a deadline in section 4. This characterization is the basis of the robustness measures presented in section 5, as it allows for the identification of the minimum magnitude of demand disturbances that may lead to breaking the deadline. The paper's contributions are illustrated through an application example that is dealt with in detail in section 6. Finally, the results of this work are discussed in the conclusion section.

## 2 Workshop configuration and the attached scheduling problem

### 2.1 Workshop configuration

The number of machines is denoted $m$, and $n$ is the number of product types. The vector $N$ models the demand, $N_{i}$ being the quantity of products of type $i$ that is to be processed by the workshop. The products have to be processed by one machine, provided the selected machine can process it. For some technological reasons, any machine cannot process any product type. The technological matrix is a boolean $n \times m$ matrix $T$, such that $T_{i j}=1$ if and only if the products of type $i$ could possibly be processed by machine $j$. The processing actually becomes possible if some resources are added to the machine, and if some settings are performed. In that case, the machine $j$ is said to be qualified for the products of type $i$. The configuration of the workshop is a boolean $n \times m$ matrix $Q$, such that $Q_{i j}=1$ if and only if the machine $j$ is qualified for the product type $i$. A valid configuration must be such that $Q_{i j} \leq T_{i j}$ for all $i$ in $I=[1, n]$ and for all $j$ in $J=[1, m]$. Furthermore, there should be at least one machine qualified for each product type, and each machine should be qualified for at least one product type. In a photolithography workshop, the decision-maker has to design a configuration matrix periodically in order to fit the forecast demand (that is also updated periodically), by ensuring that the underlying scheduling problem has a solution which meets a given deadline, even when the actual demand differs from the forecast demand.

### 2.2 Underlying scheduling problem

The underlying scheduling problem involves the speed matrix, that is an $n \times m$ matrix $V$ such that $V_{i j}$ is the number of products of type $i$ that machine $j$ can process per unit of time (provided that $Q_{i j}=1$ ). The machines are supposed to be uniform [6], i.e. $V$ can be written as $V=V P \times V M$, where $V P$ is a strictly positive $n \times 1$ column vector, and $V M$ is a strictly positive $1 \times m$ row vector.

Indeed, machine $j$ has a processing speed $V M_{j}$, that is the amount of products that machine $j$ can process per unit of time. However, processing one unit of a product of type $i$ may take longer than processing one unit of a product of type $i^{\prime} \neq i$ on the same machine. Thus, $V P_{i}$ is defined as the speed factor for the products of type $i$. By convention, $V P_{1}=1$ : the product type 1 serves as a reference for expressing the speed factor of the other product types. More precisely, processing one unit of a product of type $i$ can be achieved $V P_{i}$ times faster than processing the same quantity of a product of type 1 on the same machine. Finally, machine $j$ can process $V_{i j}=V P_{i} \times V M_{j}$ units of products of type $i$ per unit of time for all $(i, j)$ in $I \times J$. By construction, matrix $V$ is a rank-one matrix: this characterizes uniform machines. Such a model is appropriate for most photolithography workshops.

Because the machines are very expensive and subject to rapid obsolescence, it makes sense to schedule the products to process so as to minimize the maximum completion time (this criterion is usually referred to as the makespan and denoted $\left.C_{\max }[13]\right)$. The solution for such a problem is a value for $R_{i j}$ for all $(i, j)$ in $I \times J$, where $R$ is a production plan. The numerical value for $C_{\max }$ is the problem objective, and can be deduced from $R$. More precisely, $R_{i j}$ is equal to the time spent by machine $j$ processing products of type $i$. Preemption and splitting are allowed in that problem, that can be referred to as $Q M P M|s p l i t| C_{\text {max }}$ using the three-field notation [9]. This problem is polynomially solvable [2] and can be modelled as a linear program denoted $L P$.

$$
(L P):\left\{\begin{array}{clr}
\begin{array}{cl}
\text { Minimize } C_{\max } & \\
\sum_{j \in J} Q_{i j} V_{i j} R_{i j} & =N_{i} \\
\sum_{i \in I} Q_{i j} R_{i j} & \leq C_{\max } \\
R_{i j} & \geq 0
\end{array} & (\forall i \in I)  \tag{1}\\
\sum_{i} & (\forall i \in I)(\forall j \in J)
\end{array}\right.
$$

(1) is the objective function. The set of constraints (2) enforces that the demand is met for each product type. The set of constraints (3) enforces that the time workload of each machine is less than $C_{\text {max }}$. The set of constraints (4) ensures that the production plan is valid, as an amount of time cannot be negative. It should be stressed that $R_{i j}$ are the decision variables while the makespan $C_{\max }$ is the problem objective. The configuration $Q$, the speed matrix $V$ and the demand $N$ are given.
$L P$ makes possible the comparison between two configurations on the basis of temporal performance. Let $C_{m a x}(Q, N)$ be the optimal value for $C_{\max }$ after solving $L P$ for configuration $Q$ and demand $N$. Then, configuration $Q_{1}$ performs better than configuration $Q_{2}$ on demand $N$ if and only if $C_{\max }\left(Q_{1}, N\right)$ is smaller than $C_{\max }\left(Q_{2}, N\right)$.

## 3 Characterization of load-balance

### 3.1 Balanced production plans

This section focuses on the characterization of the demands that are such that a balanced production plan can be found. Solving $L P$ to optimality leads to one of the two following situations. The production plan $R$ is either balanced, or not. More precisely, $R$ is said to be balanced if all the machines share the same workload (i.e. $\sum_{i \in I} Q_{i j} R_{i j}=C_{\max }$ for all $j$ in $J)$. In the rest of this paper, the workload of the machine $j$ is denoted $L_{j}$, and $C(N)$, defined below, is a particular workload that will be proved to be equal to $L_{j}$ for all $j$ when the production plan is balanced (in [2] $L P$ is shown to be a transportation problem [7] when a balanced production plan exists).

$$
C(N)=\frac{\sum_{i \in I} \frac{N_{i}}{V P_{i}}}{\sum_{j \in J} V M_{j}}
$$

Let us consider the following example with $m=2$ machines and $n=3$ product types. The machines are such that $V_{i j}=1$ for all $i$ and $j$ (identical machines), the configuration matrix $Q$ and the demands $N^{1}$ and $N^{2}$ defined below are considered.

$$
V=\left[\begin{array}{ll}
1 & 1 \\
1 & 1 \\
1 & 1
\end{array}\right], \quad Q=\left[\begin{array}{ll}
0 & 1 \\
1 & 1 \\
1 & 0
\end{array}\right], \quad N^{1}=\left[\begin{array}{l}
3 \\
7 \\
2
\end{array}\right], \quad N^{2}=\left[\begin{array}{l}
7 \\
3 \\
2
\end{array}\right]
$$

Solving $L P$ to optimality for $N^{1}$ (respectively for $N^{2}$ ) leads to the production plans $R^{1}$ (respectively $R^{2}$ ). It should be stressed that the solutions of $L P$ are generally not unique.

$$
R^{1}=\left[\begin{array}{ll}
0 & 3 \\
4 & 3 \\
2 & 0
\end{array}\right], \quad C_{\max }^{1}=C(N)=6, \quad R^{2}=\left[\begin{array}{ll}
0 & 7 \\
3 & 0 \\
2 & 0
\end{array}\right], \quad C_{\max }^{2}=7
$$

First it can be seen that $R^{1}$ is balanced: the two machines have the same workload, that is equal to $C(N)$. Second, solving $L P$ to optimality for $N^{2}$ leads to a non-balanced production plan $R^{2}$ with a greater makespan. This small example shows that because of non-qualifications, it is sometimes impossible to get a balanced production plan even when $L P$ is solved to optimality. Roughly speaking, it can be said that the configuration does not fit the demand when no balanced production plan can be found, because the completion time is strictly greater than $C(N)$ while it could be equal to $C(N)$ for another configuration (the one defined by $Q_{i j}=1$ for all $i$ and $j$ for instance).

The aim of this section is to characterize the demands that are such that a balanced production plan can be found for a given configuration. This is useful for assessing the robustness of a configuration as shown in section 5 . To do so, the following lemma is used.
Lemma 1. Let $R$ be an admissible solution to LP. Then,

- There exists $j_{c}$ in $J$ such that $L_{j_{c}} \geq C(N)$
- There exists $j_{u}$ in $J$ such that $L_{j_{u}} \leq C(N)$

Proof. The set of constraints (2) and (3) in $L P$ can be rearranged as:

$$
\begin{cases}\sum_{j \in J} Q_{i j} R_{i j} V M_{j}=\frac{N_{i}}{V P_{i}} & (\forall i \in I)  \tag{2}\\ \sum_{i \in I} Q_{i j} R_{i j}=L_{j} \leq C_{\max } & (\forall j \in J)\end{cases}
$$

Multiplying each inequality of (3) by $V M_{j}$ and summing them up yields to:

$$
\sum_{j \in J}\left(\sum_{i \in I} Q_{i j} R_{i j} V M_{j}\right)=\sum_{j \in J}\left(V M_{j} L_{j}\right)
$$

Using (2), the last equality can be written as:

$$
\sum_{i \in I} \frac{N_{i}}{V P_{i}}=\sum_{j \in J}\left(V M_{j} L_{j}\right)
$$

Dividing by $\sum_{j \in J} V M_{j}$ leads to the following equality, denoted $(A)$ :

$$
\begin{equation*}
C(N)=\frac{\sum_{j \in J}\left(V M_{j} L_{j}\right)}{\sum_{j \in J} V M_{j}} \tag{A}
\end{equation*}
$$

Lemma 1 is now shown by contradiction using equation $(A)$. First, it is assumed that $L_{j}<C(N)$ for all $j$ in $J$. Then, $L_{j}=C(N)-\alpha_{j}$ where $\alpha_{j}>0$ for all $j$. Thus, equation $(A)$ is equivalent to:

$$
\sum_{j \in J} \alpha_{j}=0
$$

This is a contradiction, as $\alpha_{j}$ are strictly positive numbers for all $j$, and so, it is proved that there exists $j_{c}$ in $J$ such that $L_{j_{c}} \geq C(N)$.

Second, it is assumed that $L_{j}>C(N)$ for all $j$ in $J$. Then, $L_{j}=C(N)+\alpha_{j}$ where $\alpha_{j}>0$ for all $j$. Equation (A) again leads to a contradiction, proving that there exists $j_{u}$ in $J$ such that $L_{j_{u}} \leq C(N)$.

It can easily be shown that the configuration $Q^{*}$ defined by $Q_{i j}^{*}=1$ for all $(i, j)$ in $I \times J$ is such that any demand $N$ can be processed in $C(N)$ units of time, and is associated with a balanced production plan. As a matter of fact, non qualifications (i.e. zero-entries in the configuration matrix $Q$ ) are responsible for non-balanced production plans. Given a configuration $Q$, the set of demands for which a balanced production plan can be found is characterized by a set of inequalities, as shown in the theorem 3.1 in the next section.

### 3.2 Characterization

If no balanced production plan exists for $N$, critical machines are defined as follows. A machine is said to be critical if its workload is equal to $C_{\max }$ for any optimal production plan. For a given optimal production plan, if a machine happens to have a load equal to $C_{\text {max }}$, it does not necessarily mean that it is critical, as it may exist a different production plan (which is also an optimal solution to $L P$ ) for which this machine has a load that is strictly less than $C_{\text {max }}$. However if a machine has a load which is strictly less than $C_{\max }$, then this machine is not critical. It should be mentioned that identifying the critical machines does not require the computation of all the optimal production plans. It can be achieved from any single optimal solution to $L P$, by using a polynomial algorithm that can be found in [14]. Furthermore, it can be noted that any product type processed by a critical machine cannot be processed by a non-critical machine. If it was the case, a critical machine would be able to transfer a non-zero quantity of product to a non-critical one, leading to a new production plan for which a critical machine would actually be non-critical which is a contradiction. For the same reason, any product type that can be processed either by critical or by non-critical machines has to be exclusively processed by non-critical machines for any production plan optimal for $L P$.

### 3.2.1 Example of critical machines

The following example aims at illustrating the definition of critical machines. The workshop configuration $Q$, the speed matrix $V=V P \times V M$ and the forecast demand $N$ are given hereafter.

$$
Q=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 1 & 1
\end{array}\right], \quad V P=\left[\begin{array}{l}
1 \\
1 \\
1 \\
1
\end{array}\right], \quad V M=\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right], \quad N=\left[\begin{array}{c}
10 \\
5 \\
1 \\
5
\end{array}\right]
$$

The following production plans $R^{1}$ and $R^{2}$ are two optimal solutions for $L P$, for which the makespan is $C_{\text {max }}=10$.

$$
R^{1}=\left[\begin{array}{ccc}
10 & 0 & 0 \\
0 & 5 & 0 \\
0 & 0 & 1 \\
0 & 5 & 0
\end{array}\right], \quad R^{2}=\left[\begin{array}{ccc}
10 & 0 & 0 \\
0 & 5 & 0 \\
0 & 0 & 1 \\
0 & 0 & 5
\end{array}\right]
$$

Production plan $R^{1}$ shows that machine 3 cannot be critical, since its load is equal to 1 (and so is strictly less than $C_{\max }=10$ ). Besides, $R^{2}$ also shows that machine 2 is not critical, since there exists an optimal solution to $L P$ (namely $R^{2}$ ) for which machine 2 has a load which is strictly less than $C_{\max }=10$. It can be proved that machine 1 is critical
because it is the only machine qualified for a product type (namely product type 1) that requires 10 units of time to be processed. As a consequence, there does not exist any other production plan which is an optimal solution to $L P$, and such that machine 1 has a load that is strictly less than 10 .
Theorem 3.1. For a given configuration $Q$, there exists a balanced production plan for the demand $N$ if and only if the following set of constraints is satisfied.

$$
\left(C_{k}\right): \sum_{i \in I_{k}} \frac{N_{i}}{V P_{i}} \sum_{j \in J_{k}} V M_{j} \leq \sum_{i \in \overline{I_{k}}} \frac{N_{i}}{V P_{i}} \sum_{j \in \bar{J}_{k}} V M_{j} \quad(\forall k \in K)
$$

In the above set of constraints, $I_{k}$ is a non-empty strict subset of $I$ and $\bar{I}_{k}$ is the complement of $I_{k}$ in $I$. Analogously, $J_{k}$ is a non-empty strict subset of $J$ and $\bar{J}_{k}$ is the complement of $J_{k}$ in $J$. For all $k$ in $K, I_{k}$ and $J_{k}$ are such that $Q_{i j}=0$ for all $(i, j)$ in $I_{k} \times J_{k}$. The Cartesian product $I_{k} \times J_{k}$ is assumed to be a maximum rectangle of zeros in $Q$. A rectangle of zeros is said to be maximum if it is not included in another one, i.e. there does not exist $i \in \bar{I}_{k}$ such that $\left(i \cup I_{k}\right) \times J_{k}$ is a rectangle of zeros, and there does not exist $j \in \bar{J}_{k}$ such that $I_{k} \times\left(j \cup J_{k}\right)$ is a rectangle of zeros.

All the maximum rectangles of zeros (denoted MRZ for short) in $Q$ are computed using an algorithm shown in section 3.4, derived from Nourine and Raynaud algorithm [12]. They are numbered from 1 to $|K|$, where $|K|$ can be up to $2^{n}-2$ for $m=n$ when $Q$ is the identity matrix. Although such an enumerative algorithm is obviously non-polynomial [8], it can be used for some real-life instances. Section 3.4 shows the limits the proposed approach.

The theorem 3.1 is shown below.
Proof. First, it is shown that if there exists a balanced production plan for $N$, then constraint $\left(C_{k}\right)$ is satisfied for all $k$ in $K$.

This implication is proved by contraposition, i.e. it is shown that if there exists $k$ in $K$ such that constraint $\left(C_{k}\right)$ is violated, then no balanced production plan can be found for $N$.

As $I_{k} \times J_{k}$ is a maximum rectangle of zeros, all the products of type $i$ in $I_{k}$ are processed by some machines in $\bar{J}_{k}$. These machines process at least all the products of type $i$ in $I_{k}$, as a consequence, lemma 1 ensures that there exists $j_{c}$ in $\bar{J}_{k}$ such that:

$$
L_{j_{c}} \geq \frac{\sum_{i \in I_{k}} \frac{N_{i}}{V P_{i}}}{\sum_{j \in J_{k}} V M_{j}}
$$

$I_{k} \times J_{k}$ is a maximum rectangle of zeros, which also means that the machines in $J_{k}$ only process products of type $i$ in $\bar{I}_{k}$. Then, lemma 1 ensures that there exists $j_{u}$ in $J_{k}$ such that:

$$
L_{j_{u}} \leq \frac{\sum_{i \in \overline{I_{k}}} \frac{N_{i}}{V P_{i}}}{\sum_{j \in J_{k}} V M_{j}}
$$

Since constraint $\left(C_{k}\right)$ is violated, it can be written that:

$$
L_{j_{u}} \leq \frac{\sum_{i \in \overline{I_{k}}} \frac{N_{i}}{V P_{i}}}{\sum_{j \in J_{k}} V M_{j}}<\frac{\sum_{i \in I_{k}} \frac{N_{i}}{V P_{i}}}{\sum_{j \in \bar{J}_{k}} V M_{j}} \leq L_{j_{c}}
$$



This clearly shows that no balanced production plan can be found for the demand $N$.
Second, it is shown that if constraint $\left(C_{k}\right)$ is satisfied for all $k$ in $K$, then there exists a balanced production plan for $N$.

This implication is proved by contraposition, i.e. it is shown that if an optimal production plan for $N$ is not balanced, then there exists $k$ in $K$ such that $\left(C_{k}\right)$ is violated.

It is assumed that $R$ is a non-balanced production plan for $N$ that is also an optimal solution to $L P$. By definition, critical machines are processing products that non-critical machines cannot process (because they are not qualified for these product types). This means that $I_{k} \times J_{k}$ is a maximum rectangle of zeros in $Q$, where $\bar{J}_{k}$ is the set of the critical machines, $I_{k}$ is the set of product types that are processed by these machines, and $J_{k}$ is the set of the non-critical machines. Consequently, critical machines share the same load (this common load sets the value for $C_{m a x}$ )

$$
L_{j}=\frac{\sum_{i \in I_{k}} \frac{N_{i}}{V P_{i}}}{\sum_{j \in \bar{J}_{k}} V M_{j}}=C_{\max } \quad\left(\forall j \in \bar{J}_{k}\right)
$$

Since there does not exist any balanced production plan for $N$, it can be written that $L_{j} \leq C_{\max }$ for any non-critical machine $j$. For any $j$ in $J_{k}$, multiplying $L_{j}$ by $V M_{j}$ and summing up all these inequalities yields to:

$$
\begin{equation*}
\sum_{j \in J_{k}}\left(V M_{j} L_{j}\right)<\sum_{j \in J_{k}}\left(V M_{j} C_{\max }\right) \tag{B}
\end{equation*}
$$

The last inequality is strict because, as no balanced production plan can be found for $N$, there exists (at least) one machine $j_{u}$ in $J_{k}$, the load of which is strictly less than $C_{\text {max }}$.

The machines $j$ in $J_{k}$ are not qualified for the products of type $I_{k}$. Consequently, $Q_{i j} R_{i j}=0$ for all $i$ in $I_{k}$. By definition of $L_{j}$, it can be written that:

$$
L_{j}=\sum_{i \in I} Q_{i j} R_{i j}=\sum_{i \in \overline{I_{k}}} Q_{i j} R_{i j} \quad\left(\forall j \in J_{k}\right)
$$

The inequality $(B)$ can then be written as follows:

$$
\sum_{i \in \overline{I_{k}}}\left(\sum_{j \in J_{k}} Q_{i j} R_{i j} V M_{j}\right)<C_{\max } \sum_{j \in J_{k}} V M_{j}
$$

And so, the quantity $\sum_{j \in J_{k}} Q_{i j} R_{i j} V M_{j}$ can be replaced by $\frac{N_{i}}{V P_{i}}$ for all $i$, as specified by the set of constraints (2) in $L P$. Finally, replacing $C_{\max }$ by its value leads to:

$$
\sum_{i \in \overline{I_{k}}} \frac{N_{i}}{V P_{i}} \sum_{j \in \overline{J_{k}}} V M_{j}<\sum_{i \in I_{k}} \frac{N_{i}}{V P_{i}} \sum_{j \in J_{k}} V M_{j}
$$

This clearly shows that $\left(C_{k}\right)$ is violated.

### 3.3 Expressing $C_{\max }$ for unbalanced production plans

Knowing that $C_{\max }=C(N)$ for any balanced production plan, this section shows that the makespan value can be computed analogously when the demand is such that any optimal solution to $L P$ is not balanced.

Theorem 3.1 shows that if an optimal solution to $L P$ is not balanced, then there exists a maximum rectangle of zeros in $Q$ denoted $I_{0} \times J_{0}$ such that the products of type in $I_{0}$ are processed by critical machines only. This maximum rectangle of zeros can be found by using a polynomial algorithm (see [14]). Furthermore the machines in $J_{0}$ only process the product types in $I_{0}$ and these product types are only processed by the machines in $J_{0}$.

The value of $C_{\max }$ only depends on the critical machines that share the same workload on the product types they are processing. This situation can be modelled as a subproblem of the original problem, where the considered product types are in $I_{0}$ and where the only considered machines are those in $\bar{J}_{0}$. This subproblem turns out to have a balanced production plan as the critical machines share the same workload. Thus, the makespan expression for a non-balanced production plan is:

$$
C_{\max }=\frac{\sum_{i \in I_{0}} \frac{N_{i}}{V P_{i}}}{\sum_{j \in \bar{J}_{0}} V M_{j}}
$$

### 3.4 Computing the maximum rectangles of zeros

### 3.4.1 Proposed algorithm

The computation of all the MRZ for a given configuration is a necessary step for characterizing the demands that can be processed with a balanced production plan. It can be achieved using Algorithm 1, that is derived from Nourine and Raynaud algorithm [12].

```
input : \(Q\), a \(n \times m\) configuration matrix
output: \(I_{k}\) and \(J_{k}\) the \(h\) MRZ defined by \(I_{k} \times J_{k}\) for all \(k \in[1, h]\)
Initialization
\(h=1\) is the number of MRZ currently found
\(I_{0}=\{1,2, \ldots, n\}\)
\(J_{0}=\{\emptyset\}\)
for \(b=1\) to \(n\) do
    A \(\leftarrow\) Set of column indexes of zeros entries located in the row \(b\) of matrix \(Q\)
    for \(k=0\) to \(h-1\) do
        Building a candidate \(r=I^{\prime} \times J^{\prime}\)
        \(I^{\prime}=A \cap I_{k}\)
        \(J^{\prime}=J_{k} \cup\{b\}\)
        Finding out if there exists \(q \in[0, h-1]\) such that \(I_{q}=I^{\prime}\)
        \(q=0\)
        stop \(=0\)
        while stop \(==0\) do
            if \(I^{\prime}==I_{q}\) then
                    \(J_{q}=J_{q} \cup J^{\prime}\)
                    stop \(=1\)
            else
                    \(q=q+1\)
                end
                if \(q \geq h\) then
                    \(h=h+1\)
                    \(I_{h}=I^{\prime}\)
                            \(J_{h}=J^{\prime}\)
                    stop \(=1\)
                end
            end
        end
end
Delete \(I_{0}\) and \(J_{0}\)
```

Algorithm 1: Enumerating the maximum rectangles of zeros in a configuration
This algorithm takes configuration $Q$ as input, and aims at building all the MRZ in $Q$. The MRZ are found iteratively (it is an enumerative algorithm), and $h$ is the number of MRZ currently found. Initially, $h$ is set to one and a dummy MRZ denoted $I_{0} \times J_{0}$ is built. This MRZ does not exist in practice ( $J_{0}$ is the empty set) and will be deleted at the very end of the algorithm. Its purpose is to let actual MRZ being built (this step is called Building a candidate $r=I^{\prime} \times J^{\prime}$ ). The rows of $Q$ serve as generators: element $A$ (that is the set of indexes of zero elements in the row $b$ of $Q$ ) is used to enlarge any preexisting MRZ $r_{k}$ by adding machine $b$ to $J_{k}$, and computing the intersection of $I_{k}$ and $A$. Thus, the dummy MRZ plays the role of a "neutral element" allowing to build candidates from the rows of $Q$. The resulting rectangle of zeros $r=I^{\prime} \times J^{\prime}$ (the so-called candidate) is looked for in the list of existing MRZ. If $I^{\prime}$ already exists, the preexisting MRZ $I_{q} \times J_{q}$ is enlarged by including the machines of $J^{\prime}$ in $J_{q}$. If $I^{\prime}$ cannot be found in the preexisting MRZ, the list grows longer as the candidate becomes a new MRZ, leading $h$ to be incremented by one. When the algorithm terminates, the dummy MRZ $I_{0} \times J_{0}$ is deleted and $h=|K|$.

It must be stressed that Algorithm 1 is a simplified version of the C program actually implemented, as many technical improvements can be added to decrease computation time. The purpose of this algorithm is to provide the reader with an overview of the necessary steps to compute all the MRZ. Thus, it can be observed that since the list of rectangles of zeros has to be searched for each new candidate, finding a new MRZ takes more and more time as the list grows longer. If each candidate is to be added to the list, the number of MRZ can be up to $2^{n}-2$ [14]. Furthermore, as Nourine and Raynaud [12] say that finding $h$ (i.e. the total number of MRZ for a given configuration) without enumerating them all is an open problem, it is not easy to forecast the algorithm running time. The next section reports computational experiments allowing to characterize the configurations that can be searched for MRZ in a reasonable amount of time.

### 3.4.2 Computational results

Since Algorithm 1 may return a non-polynomial number of maximum rectangles of zeros, some experiments have been conducted for determining the limits of the approach. The tested instances are randomly generated configurations characterized by the number of product types $n$, the number of machines $m$ and the matrix density $d$, that is the probability for every single entry $Q_{i j}$ to be set to one (i.e. a matrix with a low density is sparse). Algorithm 1 is run on twenty instances randomly generated for each triplet $(n, m, d)$. Tables 3.4.2, 3.4.2 and 3.4.2 show the average and maximum number of maximum rectangles of zeros (referred to as Avg. \#MRZ and Max. \#MRZ), as well as the average and maximum execution time in seconds for each couple ( $n, m$ ), for $d=0.25, d=0.5$ and $d=0.75$ respectively (referred to as Avg. CPU time and Max. CPU time in the Tables). The computer used is powered by a 3.2 GHz Intel $®$ Pentium IV Processor with 1GB RAM under Microsoft $\circledR^{\circledR}$ Windows XP. Algorithm 1 is implemented in C language and compiled with GCC.

| Instances <br> $n \times m$ | Avg. \#MRZ | Max. \#MRZ | Avg. CPU time | Max. CPU time |
| :---: | :---: | :---: | :---: | :---: |
| $15 \times 30$ | 4031 | 6683 | 0.274 s | 0.484 s |
| $16 \times 32$ | 6659.40 | 10058 | 0.685 s | 1.390 s |
| $17 \times 34$ | 9617 | 14496 | 1.730 s | 4.749 s |
| $18 \times 36$ | 16200.35 | 29593 | 6.972 s | 22.478 s |
| $19 \times 38$ | 25729 | 46072 | 27.676 s | 99.691 s |
| $20 \times 40$ | 33424.25 | 45814 | 51.126 s | 106.565 s |
| $21 \times 42$ | 55950.25 | 85555 | 140.927 s | 267.348 s |
| $22 \times 44$ | 93573.55 | 140500 | 438.947 s | 1036.250 s |
| $23 \times 46$ | 119337.35 | 208151 | 686.636 s | 1492.820 s |
| $24 \times 48$ | 192475.50 | 295362 | 2001.847 s | 4911.350 s |
| $25 \times 50$ | - | - | $>$ one hour | $>$ one hour |

Table 1: Maximum rectangles of zeros for low-density configurations $(d=0.25)$

| Instances <br> $n \times m$ | Avg. \#MRZ | Max. \#MRZ | Avg. CPU time | Max. CPU time |
| :---: | :---: | :---: | :---: | :---: |
| $15 \times 30$ | 628.60 | 858 | 0.029 s | 0.046 s |
| $16 \times 32$ | 824.85 | 1051 | 0.050 s | 0.078 s |
| $17 \times 34$ | 1120.75 | 1723 | 0.064 s | 0.109 s |
| $18 \times 36$ | 1487.90 | 2044 | 0.097 s | 0.156 s |
| $19 \times 38$ | 2010.15 | 3271 | 0.158 s | 0.297 s |
| $20 \times 40$ | 2419.55 | 3658 | 0.212 s | 0.422 s |
| $21 \times 42$ | 3211.20 | 4325 | 0.337 s | 0.517 s |
| $22 \times 44$ | 3804.55 | 5491 | 0.453 s | 0.877 s |
| $23 \times 46$ | 4996.80 | 6692 | 0.726 s | 1.284 s |
| $24 \times 48$ | 6191.60 | 8531 | 1.047 s | 2.098 s |
| $25 \times 50$ | 8627.95 | 12335 | 2.096 s | 3.801 s |
| $26 \times 52$ | 9939.65 | 15525 | 3.027 s | 8.747 s |
| $27 \times 54$ | 12910.45 | 21516 | 5.630 s | 18.255 s |
| $28 \times 56$ | 14583.40 | 21009 | 7.982 s | 19.569 s |
| $29 \times 58$ | 18725.75 | 28465 | 15.454 s | 40.599 s |
| $30 \times 60$ | 23950.70 | 34265 | 28.252 s | 69.967 s |
| $31 \times 62$ | 26163.60 | 34319 | 36.464 s | 64.189 s |
| $32 \times 64$ | 32463.50 | 39123 | 62.021 s | 96.086 s |

Table 2: Maximum rectangles of zeros for mid-density configurations ( $d=0.50$ )
$n$ is greater than $m$ without loss of generality because matrix $Q$ and its transpose $Q^{T}$ have the same rectangles of zeros ( $I_{k} \times J_{k}$ has only to be replaced by $J_{k} \times I_{k}$ ). Computational results for instances with $n<15$ are not reported because their solving time is very close to zero whatever configurations density. As expected, it can be observed that computation time increases significantly with instance size. Thus, Table 3.4.2 displays results only up to $n=24$ because solving larger instances requires more than one hour of computation time. However, this only highlights a single aspect of the limits of the proposed approach as Tables 3.4.2 and 3.4.2 show that instance size is far from being the most important parameter impacting computation time. Density turns out to have an even more significant impact as the average computation time for instances of size $24 \times 48$ is around half and hour for $d=0.25$ (sparse configurations) but only 0.03 s for $d=0.75$ (dense configurations). This is due to the fact that there are far more maximum rectangles of zeros to be found in sparse configurations than in dense ones (about 192,000 for $d=0.25$ and around 400 for $d=0.75$ in the case of $24 \times 48$ instances).

| Instances <br> $n \times m$ | Avg. \#MRZ | Max. \#MRZ | Avg. CPU time | Max. CPU time |
| :---: | :---: | :---: | :---: | :---: |
| $15 \times 30$ | 101.30 | 122 | 0.00235 s | 0.016 s |
| $16 \times 32$ | 124.70 | 166 | 0.0008 s | 0.016 s |
| $17 \times 34$ | 136.45 | 171 | 0.00155 s | 0.016 s |
| $18 \times 36$ | 162.45 | 242 | 0.00715 s | 0.016 s |
| $19 \times 38$ | 204.05 | 270 | 0.00785 s | 0.016 s |
| $20 \times 40$ | 227.90 | 265 | 0.0102 s | 0.016 s |
| $21 \times 42$ | 278.05 | 371 | 0.015 s | 0.031 s |
| $22 \times 44$ | 311.65 | 417 | 0.01575 s | 0.016 s |
| $23 \times 46$ | 354 | 494 | 0.0205 s | 0.032 s |
| $24 \times 48$ | 406.15 | 501 | 0.0275 s | 0.032 s |
| $25 \times 50$ | 472 | 636 | 0.03145 s | 0.048 s |
| $26 \times 52$ | 505.35 | 657 | 0.0355 s | 0.048 s |
| $27 \times 54$ | 622.60 | 703 | 0.04895 s | 0.063 s |
| $28 \times 56$ | 689.40 | 904 | 0.0598 s | 0.078 s |
| $29 \times 58$ | 746.05 | 919 | 0.06385 s | 0.094 s |
| $30 \times 60$ | 879.60 | 1123 | 0.08525 s | 0.110 s |
| $31 \times 62$ | 1021.85 | 1340 | 0.10345 s | 0.142 s |
| $32 \times 64$ | 1071.80 | 1373 | 0.11595 s | 0.174 s |

Table 3: Maximum rectangles of zeros for high-density configurations ( $d=0.75$ )

Finally, density and instance size (in a lesser extend) appear to be the most relevant parameters when considering running Algorithm 1 on a given configuration. The proposed approach is practicable regardless of density for instances having less than 20 product types, and up to 30 product types for dense and mid-dense configurations. This approach turned out to be applicable in the context of photolithography workshops, as the number of product types does not exceed 15 as far as the author knows.

## 4 Characterization of deadline meeting

In this section, the demands that can be processed by a deadline for a given configuration are shown to be characterized by a set of inequalities based on the maximum rectangles of zeros. This result provides an efficient way of assessing the robustness of a configuration as the minimum magnitude of disturbances on the forecast demand. In the rest of this paper, $\tau$ denotes a deadline that is common to the whole demand. Such an assumption on the deadline is realistic because the demand is often a set of products (i.e. a lot) that is expected to leave the workshop at a given date. In other words, the purpose of this section is to find the set of demands $N$ such that the optimal value for $C_{\text {max }}$ (returned by solving $L P$ ) is less than or equal to $\tau$.
Theorem 4.1. The three following propositions are equivalent:

1. The demand $N$ can be processed in $\tau$ units of time or less
2. There exists a demand $N^{\prime}$ such that:
(a) $N^{\prime} \geq N$
(b) $N^{\prime}$ can be processed in $\tau$ units of time or less
(c) The production plan for $N^{\prime}$ is balanced
3. The demand $N$ satisfies ( $S$ ), the following set of inequalities:

$$
(S): \begin{cases}\sum_{i \in I} \frac{N_{i}}{V P_{i}} \leq \tau \sum_{j \in J} V M_{j} \quad\left(E_{0}\right) \\ \sum_{i \in I_{k}} \frac{N_{i}}{V P_{i}} \leq \tau \sum_{j \in \bar{J}_{k}} V M_{j} \quad\left(E_{k}\right) \quad(\forall k \in K)\end{cases}
$$

Proof. This theorem is proved by showing that the three following implications $(1) \Rightarrow(2),(2) \Rightarrow(3)$ and $(3) \Rightarrow(1)$ hold.
First, it is shown that $(1) \Rightarrow(2)$. It is assumed that $R$, a production plan for $N$ meets the deadline $\tau$. If $R$ is balanced, then $N^{\prime}$ is set to $N$ and the property (2) is true. If $R$ is not balanced, then every machine having a load that is strictly less than $\tau$ can be loaded up to $\tau$ by increasing the quantity of products of any type for which the machine is qualified. By proceeding this way, a new demand $N^{\prime}$ satisfying $N^{\prime} \geq N$ and the associated balanced production plan meeting the deadline $\tau$ are built.

Now, it is shown that $(2) \Rightarrow(3)$. Demand $N^{\prime}$ is supposed to be such that its corresponding production plan is balanced, and that it can be processed in $\tau$ units of time or less. According to the results presented in the previous section, it can be written that:

$$
\frac{\sum_{i \in I} \frac{N_{i}^{\prime}}{V P_{i}}}{\sum_{j \in \bar{J}} V M_{j}} \leq \tau
$$

As $N \leq N^{\prime}$ the above inequality also holds for $N$. Thus, the constraint denoted ( $E_{0}$ ) in $S$ is satisfied. Furthermore, as the production plan for $N^{\prime}$ is balanced, constraint $\left(C_{k}\right)$ holds for all $k$ :

$$
\left(C_{k}\right): \sum_{i \in I_{k}} \frac{N_{i}^{\prime}}{V P_{i}} \sum_{j \in J_{k}} V M_{j} \leq \sum_{i \in \overline{I_{k}}} \frac{N_{i}^{\prime}}{V P_{i}} \sum_{j \in \overline{J_{k}}} V M_{j} \quad(\forall k \in K)
$$

Adding the quantity $\sum_{i \in I_{k}} \frac{N_{i}^{\prime}}{V P_{i}} \sum_{j \in J_{k}} V M_{j}$ to both sides of the above inequalities leads to:

$$
\sum_{i \in I_{k}} \frac{N_{i}^{\prime}}{V P_{i}} \sum_{j \in J} V M_{j} \leq \sum_{i \in I} \frac{N_{i}^{\prime}}{V P_{i}} \sum_{j \in \bar{J}_{k}} V M_{j} \quad(\forall k \in K)
$$

The right-hand side can be upper-bounded by $\tau \sum_{j \in J} V M_{j} \sum_{j \in J_{k}} V M_{j}$ because it has been shown that $\sum_{i \in I} \frac{N_{i}^{\prime}}{V P_{i}}$ is less than or equal to $\tau \sum_{j \in J} V M_{j}$, and then, by dividing the whole inequality by $\sum_{j \in J} V M_{j}$ (which is a strictly positive quantity), it yields to the new inequality:

$$
\sum_{i \in I_{k}} \frac{N_{i}^{\prime}}{V P_{i}} \leq \tau \sum_{j \in \bar{J}_{k}} V M_{j} \quad(\forall k \in K)
$$

Then, as $N \leq N^{\prime}$, the above inequality also holds for $N$, which is the expression of constraint ( $E_{k}$ ) for all $k$ in $K$.
Finally, it is shown that $(3) \Rightarrow(1)$. This implication is shown by contraposition, i.e. it is proved that $N$ cannot be processed in less than $\tau$ units of time which implies that either constraint $\left(E_{0}\right)$ is violated, or there exists $k$ in $K$ such that constraint $\left(E_{k}\right)$ is violated.

Thus, it is now assumed that any optimal production plan for $N$ is such that $C_{\max }>\tau$. If $N$ is such that its production plan is balanced, then it can be deduced that:

$$
C_{\max }=\frac{\sum_{i \in I} \frac{N_{i}}{V P_{i}}}{\sum_{j \in J} V M_{j}}>\tau
$$



This clearly shows that constraint $\left(E_{0}\right)$ is violated.
If $N$ is such that its production plan is not balanced, then it has been shown in section 3.3 that there exists a maximum rectangle of zeros (i.e. an integer $k$ in $K$ such that $I_{k} \times J_{k}$ is a maximum rectangle of zeros) such that:

$$
C_{\max }=\frac{\sum_{i \in I_{k}} \frac{N_{i}}{V P_{i}}}{\sum_{j \in \bar{J}_{k}} V M_{j}}>\tau
$$

Thus constraint $\left(E_{k}\right)$ is violated.
The theorem is shown by transitivity of equivalence.

## 5 Assessing the robustness of a configuration

Even in the field of scheduling, the term robustness may have different meanings as shown in [4] and in [11]. Whereas its general meaning often refers to the ability to face disturbances or uncertainties, the application-dependent character of this term may not be surprising as the so-called disturbances and uncertainties may be very different from one problem to another, as well as the available means to face them, and the solution features that are relevant for protection from disturbances.

In this paper, deadline satisfaction is assumed to be a key issue. This makes sense in the context of semiconductor manufacturing because the photolithography workshop is often a bottleneck. As a consequence, the robustness of a configuration is defined as its ability to maintain the deadline satisfaction despite the disturbances that may affect the forecast demand. The present section aims at assessing the minimum magnitude of disturbances that may lead to breaking the deadline. The higher this magnitude is, the more robust the configuration is.

The characterization of the demands that are such that the configuration can meet the deadline is a useful tool to assess the robustness because constraints $\left(E_{0}\right)$ and $\left(E_{k}\right)$ for all $k$ in $K$ define the borders that should be watched to check if disturbances may compromise the ability to meet the deadline. To achieve this goal, it is necessary to evaluate the distance from any demand meeting the deadline to the borders of the characterized set. The distance is evaluated using the L1-norm because $\left|N^{\prime}-N\right|_{1}$ returns the additional load between demands $N$ and $N^{\prime}$ when $N^{\prime} \geq N$.

### 5.1 Distance from a demand to the constraints' frontiers

### 5.1.1 Distance to the frontier of $\left(E_{0}\right)$

Demand $N$ is on the frontier of constraint $\left(E_{0}\right)$ if and only if $N$ satisfies:

$$
\sum_{i \in I} \frac{N_{i}}{V P_{i}}=\tau \sum_{j \in J} V M_{j}
$$

Where $Q, V P, V M$ and $\tau$ are given.
The following lemma provides a handy formula for assessing the distance from any demand $N$ to the frontier of constraint $\left(E_{0}\right)$. This is not a distance definition since the classical L1-norm distance is used.
Lemma 2. The distance from any demand $N$ to the frontier of constraint $\left(E_{0}\right)$ is denoted $d\left(N, E_{0}\right)$ and has the following expression:

$$
d\left(N, E_{0}\right)=\left(\tau \sum_{j \in J} V M_{j}-\sum_{i \in I} \frac{N_{i}}{V P_{i}}\right) V P_{m i n}
$$

Where $i_{0}$ is defined by $V P_{\text {min }}=\min _{i \in I}\left\{V P_{i}\right\}$
The proof is not provided here for the sake of concision, but it is analogous to the proof used to show a very close lemma that can be found in [14].

### 5.1.2 Distance to the frontier of $\left(E_{k}\right)$

For all $k$ in $K$, demand $N$ is on the frontier of constraint $\left(E_{k}\right)$ if and only if $N$ satisfies:

$$
\sum_{i \in I_{k}} \frac{N_{i}}{V P_{i}}=\tau \sum_{j \in \bar{J}_{k}} V M_{j}
$$



It is assumed that $Q, V P, V M, k$ and $\tau$ are given. The distance from any demand $N$ to the frontier of the constraint $\left(E_{k}\right)$ is denoted $d\left(N, E_{k}\right)$ and has the following expression:

$$
d\left(N, E_{k}\right)=\left(\tau \sum_{j \in J_{k}} V M_{j}-\sum_{i \in I_{k}} \frac{N_{i}}{V P_{i}}\right) V P_{i_{k}} \quad(\forall k \in K)
$$

Where $i_{k}$ is defined by $V P_{i_{k}}=\min _{i \in I_{k}}\left\{V P_{i}\right\}$
The proof is not provided, but it is also derived from [14]. It is recalled that as the maximum rectangles of zeros cannot always be computed in a reasonable amount of time, assessing the distance from $N$ to the frontier of all ( $E_{k}$ ) may not always be practicable as shown in section 3.4.

### 5.2 Robustness measures

Because most workshops evolve in an uncertain environment, it is now considered that the actual demand $\tilde{N}$ that the workshop must process is not exactly the forecast demand $N^{*}$. As this change may affect the workshop ability to meet the deadline $\tau$, it is relevant to assess the robustness of the configuration, i.e. its ability to guaranty that the workshop can meet the deadline even when $\tilde{N}$ is different from $N^{*}$.

More formally, the actual demand $\tilde{N}$ can be written as $\tilde{N}=N^{*}+\Delta N^{+}-\Delta N^{-}$where $\Delta N^{+}$and $\Delta N^{-}$are nonnegative vectors satisfying $\Delta N_{i}^{+} \times \Delta N_{i}^{-}=0$ for all $i$ in $I$. This means that $\Delta N_{i}^{+}$and $\Delta N_{i}^{-}$cannot both be strictly positive. $\Delta N_{i}^{+}$ is the additional quantity of product type $i$ that is found in the actual demand $\tilde{N}$ and $\Delta N_{i}^{-}$is the missing quantity of product type $i$ in $\tilde{N}$. As an example, $N_{1}^{*}=60$ and $\tilde{N}_{1}=72$ lead to $\Delta N_{1}^{-}=0$ and $\Delta N_{1}^{+}=12$ because there are 12 more products of type 1 in $\tilde{N}$ than expected in $N^{*}$. Thus the equality $N_{1}^{*}=\tilde{N}_{1}+\Delta N_{1}^{+}-\Delta N_{1}^{-}$holds. It would also hold with $\Delta N_{1}^{-}=1$ and $\Delta N_{1}^{+}=13$ but this set of values is not valid as $\Delta N_{1}^{+} \times \Delta N_{1}^{-} \neq 0$.

In the rest of this paper, it is assumed that the workshop can meet the deadline $\tau$ for the forecast demand $N^{*}$. In other words, $\tau$ is supposed to be greater than or equal to the optimal $C_{\max }$ value returned after solving $L P$ for $N^{*}$. It can easily be shown that if $\tilde{N} \leq N^{*}$, the workshop ability to meet the deadline is not put in question. As a consequence, additional quantities of products are only taken into consideration when examining the differences between $N^{*}$ and $\tilde{N}$. Thus, the robustness $r\left(Q, N^{*}, \tau\right)$ of a configuration $Q$ is the minimum quantity of products added to the forecast demand $N^{*}$ (regardless of product types) that may lead to missing the deadline $\tau$. More formally, $r\left(Q, N^{*}, \tau\right)$ is the minimum distance from $N^{*}$ to the frontier of $\left(E_{0}\right)$ and of $\left(E_{k}\right)$ for all $k$ :

$$
r\left(Q, N^{*}, \tau\right)=\min \left\{d\left(N^{*}, E_{0}\right), \min _{k \in K}\left\{d\left(N^{*}, E_{k}\right)\right\}\right\}
$$

Thus, the robustness is defined as a distance. In that sense, this definition is very close to the Sotskov stability radius [16], however robustness is focused on additive perturbations only, as fewer products than expected cannot put in question the configuration ability to meet the deadline. Since the robustness measure is based on the maximum rectangles of zeros, its use may be unpracticable for some instances as shown in section 3.4.

Since $Q$ is assumed to be such that a production plan meeting the deadline can be found for $N^{*}, r\left(Q, N^{*}, \tau\right)$ is nonnegative. If a configuration does not satisfies this assumption, it makes no sense to assess its robustness because it is not even suitable for the forecast demand. The above expression clearly shows that the robustness value is either set by $\left(E_{0}\right)$, or by one or more constraints $\left(E_{k}\right)$. These two cases have very different significations, as constraint ( $E_{0}$ ) does not depend on the configuration, while $\left(E_{k}\right)$ is derived from the maximum rectangles of zeros in $Q$.

This distinction is meaningful as it provides the decision-maker with a key piece of information. If $r\left(Q, N^{*}, \tau\right)=$ $d\left(N^{*}, E_{0}\right)$, then modifying the configuration cannot lead to increase robustness. The full workshop potential for facing demand uncertainty is already used. However, if there exists $k$ in $K$ such that $d\left(N^{*}, E_{k}\right)<d\left(N^{*}, E_{0}\right)$, then the configuration limits the robustness that the machines may offer. As a matter of fact, the rectangle of zeros $I_{k} \times J_{k}$ prevents the configuration from offering more robustness. Thus, the decision-maker can consider qualifying a machine in $J_{k}$ for a product type in $I_{k}$ for increasing the configuration robustness. It may also be relevant to let him or her know the current configuration robustness potential $\rho\left(Q, N^{*}, \tau\right)$ defined as follows:

$$
\rho\left(Q, N^{*}, \tau\right)=\frac{r\left(Q, N^{*}, \tau\right)}{d\left(N^{*}, E_{0}\right)}
$$

It must be stressed that if $d\left(N^{*}, E_{0}\right)$ is zero, then $\rho\left(Q, N^{*}, \tau\right)$ is set to one by convention. Indeed, $d\left(N^{*}, E_{0}\right)=0$ means that $N^{*}$ is in the frontier of $\left(E_{0}\right)$. The robustness potential is zero, but no other configuration could improve that result.

The robustness potential $\rho\left(Q, N^{*}, \tau\right)$ is in $[0,1]$, and can be viewed as a fitness indicator. The higher it is, the more suitable the configuration is for facing uncertainties in the neighborhood of the forecast demand. $\rho\left(Q, N^{*}, \tau\right)=1$ means that the configuration takes advantage of the full workshop potential for facing disturbances.

## 6 Application example

All the theoretical framework presented in this paper is illustrated in this section through a small instance. The considered workshop is made of $m=4$ machines for processing $n=5$ product types. The technological matrix is supposed to be the $n$-by- $m$ all-ones matrix (i.e. machines are not subject to technological constraints). The workshop configuration $Q$, the speed matrix $V=V P \times V M$ and the forecast demand $N^{*}$ are given hereafter.

$$
Q=\left[\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 \\
1 & 1 & 1 & 0
\end{array}\right], \quad V P=\left[\begin{array}{l}
1 \\
3 \\
3 \\
5 \\
2
\end{array}\right], \quad V M=\left[\begin{array}{llll}
2 & 1 & 1 & 3
\end{array}\right], \quad N^{*}=\left[\begin{array}{c}
135 \\
22 \\
79 \\
86 \\
43
\end{array}\right]
$$

### 6.1 Solving the underlying scheduling problem

Solving $L P$ on the instance above leads to the following computational results for the production plan $R$ and the completion time $C_{\text {max }}$, but it must be stressed that this solution is not unique:

$$
R=\left[\begin{array}{cccc}
47.542 & 39.917 & 0 & 0 \\
0 & 0.271 & 7.063 & 0 \\
0 & 0 & 26.333 & 0 \\
0 & 0 & 0 & 5.733 \\
0 & 7.354 & 14.146 & 0
\end{array}\right], \quad C_{\max }=47.542
$$

These results have been computed using Matlab $®$ ® with the linprog command, but without the Simplex option. Thus, Matlab $\circledR^{8}$ uses an interior point based method [10], that is expected to run faster than the Simplex method on large instances. However, since solvers have a finite precision, numerical errors may affect the results. It is the case here, where it has been deliberately decided to display the results with a decimal precision limited to three digits. Such an imprecision is not a problem because determining critical machines allows to compute the $C_{\max }$ value symbolically (with an infinite precision). It can be observed that the production plan is not balanced because machine 4 is underloaded whereas the other machines appear to be critical. Then, according to the results shown in section 3.3, the subproblem involving the product types that are not processed by machine 4 (i.e. $I_{0}=\{1,2,3,5\}$ ) and all the machines but machine 4 (i.e. $\bar{J}_{0}=\{1,2,3\}$ ) has a balanced production plan, and a completion time having a value identical to those of the original problem.

$$
C_{\max }=\frac{\sum_{i \in I_{0}} \frac{N_{i}^{*}}{V P_{i}}}{\sum_{j \in \bar{J}_{0}} V M_{j}}=\frac{\frac{135}{1}+\frac{22}{3}+\frac{79}{3}+\frac{43}{2}}{2+1+1}=\frac{1141}{24} \approx 47.542
$$

The $C_{m a x}$ value returned by the solver cannot be exact as 1141 is not divisible by 3 . However, computational approximations do not prevent one from accessing the symbolical value for $C_{\text {max }}$, provided that critical machines can be identified.

If the new configuration $Q^{\prime}$ defined below is used instead of $Q$, solving $L P$ leads to the following results for $N^{*}$ :

$$
Q^{\prime}=\left[\begin{array}{llll}
0 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 \\
0 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 1
\end{array}\right], \quad R^{\prime}=\left[\begin{array}{cccc}
0 & 80.667 & 54.333 & 0 \\
1.128 & 0 & 0 & 1.692 \\
0 & 0 & 26.333 & 0 \\
2.646 & 0 & 0 & 3.969 \\
0 & 0 & 0 & 7.167
\end{array}\right], \quad C_{\max }^{\prime}=80.667
$$

It can be observed in $R^{\prime}$ that the machines 2 and 3 are critical. This is due to the fact that in the configuration $Q^{\prime}$, the product types 1 and 3 are only processable on these machines. Consequently, it can be deduced that $C_{\max }^{\prime}=\frac{242}{3} \approx 80.667$.

This clearly shows that the configuration $Q$ performs better than $Q^{\prime}$ on the forecast demand $N^{*}$ as $C_{\max }<C_{\max }^{\prime}$. Since $Q^{\prime}$ has 11 qualifications (i.e. one-entries) and $Q$ has only 10 , this result also shows that temporal performance is not directly related to the number of qualifications in the configuration matrix.

### 6.2 Robustness assessment

The set of demands that can be processed in less than $\tau$ units of time with configuration $Q$ can now be determined. To do so, theorem 4.1 is applied. As it requires the computation of the maximum rectangles of zeros in $Q$, Algorithm 1 is run, returning the seven following maximum rectangles of zeros:

| $r_{1}=$ | $\{2,3\}$ | $\times$ | $\{1,4\}$ |
| :--- | ---: | :--- | :--- |
| $r_{2}=$ | $\{3,4\}$ | $\times$ | $\{2\}$ |
| $r_{3}=$ | $\{1,4\}$ | $\times$ | $\{3\}$ |
| $r_{4}=$ | $\{1,2,3,5\}$ | $\times$ | $\{4\}$ |
| $r_{5}=$ | $\{1\}$ | $\times$ | $\{3,4\}$ |
| $r_{6}=$ | $\{3\}$ | $\times$ | $\{1,2,4\}$ |
| $r_{7}=$ | $\{4\}$ | $\times$ | $\{2,3\}$ |

Thus, $K=[1 . .7]$, and the constraints $\left(E_{k}\right)$ are given below for all $k$ in $K$ :

$$
\begin{aligned}
& \left(E_{1}\right): \quad \frac{N_{2}}{V P_{2}}+\frac{N_{3}}{V P_{3}} \leq \tau\left(V M_{2}+V M_{3}\right) \\
& \left(E_{2}\right): \quad \frac{N_{3}}{V P_{3}}+\frac{N_{4}}{V P_{4}} \leq \tau\left(V M_{1}+V M_{3}+V M_{4}\right) \\
& \left(E_{3}\right): \quad \frac{N_{1}}{V P_{1}}+\frac{N_{4}}{V P_{4}} \leq \tau\left(V M_{1}+V M_{2}+V M_{4}\right) \\
& \left(E_{4}\right): \quad \frac{N_{1}}{V P_{1}}+\frac{N_{2}}{V P_{2}}+\frac{N_{3}}{V P_{3}}+\frac{N_{5}^{4}}{V P_{5}} \leq \tau\left(V M_{1}+V M_{2}+V M_{3}\right) \\
& \left(E_{5}\right): \quad \frac{N_{1}}{V P_{1}} \leq \tau\left(V M_{1}+V M_{2}\right) \\
& \left(E_{6}\right): \quad \frac{N_{3}}{V P_{3}} \leq \tau V M_{3} \\
& \left(E_{7}\right): \quad \frac{N_{4}}{V P_{4}} \leq \tau\left(V M_{1}+V M_{4}\right)
\end{aligned}
$$

Besides constraints $\left(E_{k}\right)$ for all $k$ in $K$ depending on the configuration $Q$, constraint $\left(E_{0}\right)$ must also be enforced:

$$
\left(E_{0}\right): \frac{N_{1}}{V P_{1}}+\frac{N_{2}}{V P_{2}}+\frac{N_{3}}{V P_{3}}+\frac{N_{4}}{V P_{4}}+\frac{N_{5}}{V P_{5}} \leq \tau\left(V M_{1}+V M_{2}+V M_{3}+V M_{4}\right)
$$

The set of demands that can be processed by $\tau$ units of time is denoted $S$ in the statement of theorem 4.1 (it is recalled that $S$ is made of constraints $\left(E_{0}\right)$ and $\left(E_{k}\right)$ for all $k$ in $K$ ). By construction, $S$ is a bounded intersection of a finite set of half spaces. Consequently, $S$ is a polyhedron. As inequality $\left(E_{2}\right)$ is equal to the sum of inequalities $\left(E_{6}\right)$ and $\left(E_{7}\right)$, it can be deduced that the proposed description for $S$ is not minimal because some constraints may be redundant (where redundant should be understood as not facet-defining). Some techniques to get a minimal description of a polyhedron can be found in [17]. Adapting these techniques to the present work may lead to saving memory space when storing the maximum rectangles of zeros in a configuration. However, it would be far more desirable to embed these techniques into the generation of maximum rectangles of zeros algorithm, as many constraints appear to be redundant in some particular cases. Such an improvement would be both time and space saving.

In the present example, it can be checked that the forecast demand $N^{*}$ does not satisfy all these constraints for $\tau=45$, as it cannot be processed in less than 47.542 units of time: $\left(E_{4}\right)$ is not satisfied for $\tau=45$.

However, constraints $\left(E_{0}\right)$ and $\left(E_{k}\right)$ for all $k$ in $K$ are satisfied for $\tau=50$. It that case, the distances from $N^{*}$ to the frontier of these constraints are given below:

$$
\begin{array}{ll}
d\left(N^{*}, E_{0}\right)=142.6 & d\left(N^{*}, E_{1}\right)=199.0 \\
d\left(N^{*}, E_{2}\right)=769.4 & d\left(N^{*}, E_{3}\right)=147.8 \\
d\left(N^{*}, E_{4}\right)=9.8 & d\left(N^{*}, E_{5}\right)=15.0 \\
d\left(N^{*}, E_{6}\right)=71.0 & d\left(N^{*}, E_{7}\right)=1164.0
\end{array}
$$

It can be observed that constraint $\left(E_{4}\right)$ is the closest one to $N^{*}$. For that reason, the robustness of configuration $Q$ is $r\left(Q, N^{*}, 50\right)=d\left(N^{*}, E_{4}\right)=9.8$. This indicates that any demand $N$ defined by $N=N^{*}+\Delta N^{+}+\Delta N^{-}$can be processed in less than 50 units of time, provided that $\left|\Delta N^{+}\right|_{1} \leq 9.8$. The decision-maker is provided with a quantitative insight in the demand disturbances that the configuration can face while meeting the deadline. Besides, it should be stressed that this robustness measure relies on a worst-case scenario: some demands $N$ defined by $N=N^{*}+\Delta N^{+}+\Delta N^{-}$with $\left|\Delta N^{+}\right|_{1}>r\left(Q, N^{*}, \tau\right)$ that can be processed in less than $\tau$ units of time may exist. In the present example, it can easily be checked that $N^{0}=N^{*}+\Delta N^{+}+\Delta N^{-}$with $\Delta N^{+}$and $\Delta N^{-}$defined below is processable in less than 50 units of time, while $\left|\Delta N^{+}\right|_{1}=20$.

$$
\Delta N^{+}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
20 \\
0
\end{array}\right], \quad \Delta N^{-}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right], \quad R^{0}=\left[\begin{array}{cccc}
47.542 & 39.917 & 0 & 0 \\
0 & 0.27083 & 7.0625 & 0 \\
0 & 0 & 26.333 & 0 \\
0 & 0 & 0 & 7.0667 \\
0 & 7.3542 & 14.146 & 0
\end{array}\right], \quad C_{\max }^{0}=47.542
$$

$R^{0}$ and $C_{m a x}^{0}$ have been computed by solving $L P$ with $N^{0}$. In other words, $\left|\Delta N^{+}\right|_{1} \leq 9.8$ is a sufficient (but not necessary) condition for ensuring that the actual demand can be processed in less than 50 units of time.

It has been shown in section 5.2 that assessing the robustness of a configuration that does not allow to meet the deadline for the forecast demand is not relevant. This is clearly the case for $Q^{\prime}$ since $C_{\max }^{\prime}=80.667>\tau$. Consequently, this configuration is not suitable for $N^{*}$ (but $Q$ is) and assessing its robustness is useless. However, this conclusion would be the opposite with the forecast demand $\bar{N}$ defined below.

$$
\bar{N}=\left[\begin{array}{c}
58 \\
297 \\
24 \\
66 \\
90
\end{array}\right], \quad C_{\max }(Q, \bar{N})=53.3>\tau, \quad r\left(Q^{\prime}, \bar{N}, 50\right)=34
$$

Where $C_{\max }(Q, \bar{N})$ is the optimal objective value for $L P$ with configuration $Q$ and demand $\bar{N}$. Thus, configuration $Q^{\prime}$ fits the forecast demand $\bar{N}$ whereas it is not the case for $Q$. This shows that robustness is not an intrinsic property of a configuration since it also depends on the forecast demand.

If the robustness offered by the current configuration is considered too low, the decision-maker may wish to add qualifications (i.e. replace some zero entries by one entries in $Q$ ). However, this can be a very costly operation (at least in the field of photolithography), and may not always be efficient for increasing robustness. In the present example, the configuration robustness potential value is $\rho\left(Q, N^{*}, \tau\right)=6.9 \%$. This means that $Q$ is not really suitable for $N^{*}$, as only $6.9 \%$ of its robustness potential is currently used. Then, the decision-maker can expect far better results by introducing new qualifications in the current configuration (this work does not address the effective choice of such additional qualifications). More precisely, by choosing the configuration $Q^{*}$ defined by $Q_{i j}^{*}=1$ for all $i$ and $j$, the robustness would be $r\left(Q^{*}, N^{*}, \tau\right)=d\left(N^{*}, E_{0}\right)=142.6$. Thus, the robustness potential would be $100 \%$. The comparison with $Q^{*}$ is rather extreme, as $Q^{*}$ is the most expensive configuration. This shows that the tools presented here provide useful information to the decision-maker that may wish to find the best possible tradeoff between configuration cost, performance and robustness.

## 7 Conclusion

The quantitative assessment of temporal performance along with robustness provides useful information to the decisionmaker who has to take into account many parameters and criteria to update a configuration for multi-purpose machines, or to design a new one. The proposed approach, while not polynomial, turns out to be practicable for real-life instances, provided they are dense enough and not too large. This work must be completed by a sensitivity analysis in order to assess the completion time deviation for any given value for the magnitude disturbance on the forecast demand. This would provide a valuable piece of information to the decision-maker, allowing him or her to estimate the trend for the completion time that the workshop may offer under unexpected overload. Future works should also address the problem of choosing the new qualifications to add to a configuration (if necessary) for increasing temporal performance and/or robustness. This could be achieved through a decision-making process mixing these tools to a configuration generator using a branch-and bound approach or an integer programming model. Then, the model could be extended to account for the qualification cost, that may depend on the machines as well as on the product types.
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